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Example: find the silent bad nodes

Goal: Greatest capability job

Fault diagnostic: Job Pass/Falil

Approach: Recursive bisection

Current Practice: Manual, time-intensive process



Example: find the silent bad cables
Goal: Greatest capability job

Fault diagnostic: Job Pass/Falil

Approach: Recursive bisection (amidst dynamic routing)

Current Practice: Manual, time-intensive process




Overview of Resilience Efforts at SNL

Reducing the effects of faults (undesired events)
« Algorithm: Resilience APl, GMRES-FT, ...

« System: Process replication, rMPI, ...

Reducing the occurrence of faults

 Design: SST, Procurement requirements, ...

« Operation: Monitoring (e.g. Splunk), Inference, ...



Outline

. Problem Statement (DONE)

Overview of Resilience Efforts (DONE)
Approach
Results

Direction
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Given:
System graph
Nodes = components
Edges = dependencies
Job log
JOB START STOP FAIL NODES
1 0 321858 1 1.1 1.2 1.3
2 1736 321858 1 1.5 1.6 1.7
= 3 276498 557283 0 1.11 1.12
(182)!3 Infer:
1
*f Node failure rates
Other | Compute
Nodes 1 Nodes



Structural Simulation Toolkit (SST)

GUPS Memory Power Breakdown

Goals
Become the standard architectural
simulation framework for HPC

*Be able to evaluate DoD/DoE
workloads on future system designs

*Use supercomputers to design

processor, memory, resilience

supercomputers .
Consortium
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Parallel Discrete Event core with ' OAK
conservative optimization over MPI R IFRY] TRIDGE -
‘End-to-end simulation T S | S @
*Integrated Tech. Models for power e
*McPAT, Sim-Panalyzer NM C{:E;%m
*Multiscale UNIVERSITY
Open Core, non viral, modular M . /j
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*Modules include: power, network Mellannx M Inte




———
Conditioned Maximum Likelihood Approach

+ Background
+ Set of components in each job is known.
* The true source of failure is masked.
+ By considering the operational state of other jobs in system, we can

find a minimum subset of components M={s;}, [M|=m;, that may be

responsible for the failure of job j . Job1 020200

NN . b2 OOV
« Conditional Likelihood Function . . b3 . . . .

+ Let f,(t|0) be the PDF of the time to failure for component i and

* Let R,(t|6) be the reliability function for component i.

[l @ is vector of unknown distribution parameters with joint PDF conditioned on the job data: g(6|data)

* Under the environment of masked observations, it can be shown that the likelihood function is given
by:

L= H Z(ﬁ 1i16:)g(6;) H Rs(f.j‘es)g(es)> (HR (1,16,)g )

=1 [ics; s=1,s#i

+ As more data is accumulated, the underlying PDF of the distribution parameters,
dg(6|data), is updated. v;is an indicator variable for censoring (=1 if job j fails).

e Solution Method

» Find the set of parameters 6 that maximizes the likelihood function conditioned on the uncertainty in the
observations. Very hard...

+ Use Markov Chain Monte Carlo methods (e.g. Gibbs sampling) to find the best combination of parameters that
explain the data.

+ Easy to implement, and parallelize.



Sample Re
18 o0
/\ Fault rate PDFs:
1.2 . A — X-axis is fault rate

1.7 . “ —Y-axis is likelihood
iy “ — One row per
—h
component
4.1 R
23 —Tr_ue source of
5 failure is masked.
= — But underlying
4.2 o failure rates can be
inferred.
2.1
1.5 50
A — Components are
- ranked by
A -——,

/\ decreasing average
-6 e fault rate

1.4 67 1,000 jobs




Sample Resu
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Sample Results
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Fault rate PDFs:
— X-axis is fault rate
—Y-axis is likelihood

— One row per
component

— True source of
failure is masked.

— But underlying
failure rates can be
inferred.

— Components are
ranked by
decreasing average
fault rate

—More observations,
less uncertainty
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Sample Results

A
A

1,000,000 jobs

Fault rate PDFs:
— X-axis is fault rate
—Y-axis is likelihood

— One row per
component

— True source of
failure is masked.

— But underlying
failure rates can be
inferred.

— Components are
ranked by
decreasing average
fault rate

—More observations,
less uncertainty
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1.1 i

— — Number of
14 641 observations

Y

‘J_/\ —Job sizes and
1.7 536 .
s durations
1.8 ’/N —Job allocation
A algorithm
1.5 583
'y

— Differences among

12 o A failure rates
2.4 — Graph structure
 —
— Priors used
2.2 ..
21 . a Comments:
16 a7 — R(_equn_'es many
failed jobs!
2.3
-— — More information
4.1 , would help!
4.2
A A

@KN 10,000 jobs
A



Questions and Directions

How many jobs must fail before we can confidently
intervene?

To what degree can additional information (e.g. system
logs) be used to reduce root-cause uncertainty?

What do real system dependency graphs look like?
(hardware and software, dynamic routing)

Could this be used during production operation?
Influence allocator decisions, to accomplish
fault-estimate-driven recursive bisection

Demonstrate it on a real system!



The End

(Extra slides follow)



Splunk Interface?

Summary Search Gfatus -~ Views - rches & Reporis ~
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System Graph?

(Info to map job->components and component->jobs)
Jobs via scheduler logs (eg SLURM)

Configuration via Genders

And/or Cfengine and promise theory?

Network via routing tables

Configuration changes via git

...and/or others?

Problem Approach Results Direction? Details



Sisyphus

Automatic Fault Detection

% '@ hups://montana.sandia.gov/tcompute/docs.html ERl

[C+ hml table

Q

Sanmdia :
National
Laboratones

@ Lsalib: /home/dmdunladev. @ Sisyphus - Document Selection @ Sisyphus - Document Analysis @ Sisyphus - Document Selection Sisyphus - Document Analysis
logs words
Compute gt destingtion B ;
[
Date: start: 2008/03/26 12:00:00 GL g ¢ g
le: s 3 12 /2 2:00: Fuu T ) 10:00 i i
siop:  [2008/03/29 13:00:00 g o |( )Jl E ® E
Host(s): (not ") T :
Word(s): (or ) I i -
Display top N:[100 sorted by [host_info =] [Desc. P
time
List  Documents Displaying 100 of 47203 ) sel b |HELP| | Analyze: Templates | Msgs Terms
] YYYYMMDDHH HOST bytes lines host info time info doe_info
54375 313 27219165  w 28857381 35077445
does/2008/03/28/19/en3 11126 62 15920546 5, ™ _ 17357577 20.677039
does2008/03/27/07/a 12887 81 15525030 4% w 14.838050 17923634
docs/2001 12739 79 15822575 m 14.837992 17.922069
4 74 15810703 o 14666642 17879176
LH 1 Y — “ 74 15810703 14.666646 17879157
IntereStlngneSS - 4 7 15.810703 O 1 so6eis 17 879157
|nf0rmat|0n - I(G L)I 70 15.809721 14.666618 17 878546
j 26 15.808740 : 14.666595 17 877928
S 15 808740 14.666595 17 877928
26 15.808740 14.666595 17.877928
G =1 +H L=|O (tf ) £ 72 15.808740 w 14.666595 17 877928
ij i gz ij %% 72 15808740 14.666595 17.877928
“ 4 15761694 14.681449 17 880805
H=zp|°g (p)llog (n) 70 15756970 14.679712 17 878730
i LT 92\ M) 2 : ;
26 15.661371 q’ 14.681753 17.855799
Where p--= tf n Iztf n 36 15644241 | wed 14792090 17.935751
1 L 170 16 15.621072 18.350042 21 988400
23740 15504646 [ wmmm 203503504 21056425
12096 15385218 | S 14852313 17989253
12318 75 15.138029 15.394962 18.313228

1. Automatically rank logs
by information content.

Jon Stearley
jrstear@sandia.gov

m

o+ @ hups://montana sandia. gov/scompute/analyze.cgitfile=docs /200803 /26/13 /sn3BS&analyze=messages 5 v b= [G|v huml ble Q
@ Lsatib: /home/dmduniasdev)l. @ Ssisyphus - Document Selection @ sisyphus - Document Analysis .
<docs/2008/03/26/13/sn385> Email URL mi Analyze: Templates | Msgs. | Terms
21X
= ID  count median siddev regexp.
15 24 0 182 kernel: ACPL LAPIC (acpi_id * lapic_id * *
35 24 0 181 =262144
36 24 0 181 sysetl: * =8192
18 24 0 181 kemel: ACPL PCI Interrupt Routing Table *
10 24 0 181 kernel: GSI * sharing vector * and IRQ *

4 24 0 182 kemel: Probing IDE interface

(status-

Fatal Err
Fatal Err

21X
= ID  pos word count support host weight host
941 4 100%32f 3 471 0.232821 149 051(
" 14072 Fatal 204 6 106 T
14095  Express 204 6 106 7
204 6 106 0787343 7
1.78 201 32214 0232011 171
175 180 28341  0.233437 149
1.74 174 27409 0.233569 149
158 3 10 1000000 1

2. Automatically color words by
information weight.

3. Automatically deduce
word and message patterns.

Similar computers correctly performing similar work
should produce similar logs (anomalies warrant investigation).



Always Black Always Red s
Job Gantt Chart

Seetion | Section 3 Section 3 Sectiond S000 Jobs oa Sandia Matoasl Laboraaes Cplant/Rosg
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MPI Processes

/Blac Empty APC
i rack PDU w

:04: cern crit kernel diskTs_setatir: Keadonly filesystem
l’.)u ] 7 (I‘s 04 !‘ nJUU{IH waming kermnel

Oct 17 05:04:12 nid00 187 ke wamning kernel TTR694416 |
Oct 17 05:04:12 nid00 187 kern err kernel: Buffer on device sde2. logical block ."-3."2.\'[12
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Oct 17 05:04:12 nid00 187 kern war ]mr pm write LiUL [_-'(? on sde?
Oct 17 05:04:20 nid00 1 87 kern war rmel IRB 0 (lustre_fsfilth: 255 fstil
Oct 17 05:04:20 nid0O 187 ke et
Oct 17 05:04:20 nid00 187 kemn e
Oct 17 05:04:20 nid00 187 kemn e

2707

vait()) slow journal start 315

ARE:0 | slow commitrw commit 33

HIRRA

HARK:A

QOct 17 05:04:20 nid0O0 187 kemn err kemnel 63RR:0:(service handle_request(}) 7

QOct 17 05:04:20 nid0O 187 kerm waming kemel HIRR:0 time(}) for pid

Oct 17 05:04:20 nid0O187 kerm waming kemel H339:0:0 fime(}) for pid i i
Oct 17 05:04:20 nid0O 187 kerm waming kemel HARE:0:0 7 Y




Likelihood Function

Formulate a distribution of machine events based on time and
parameterized by failure rates of machine node groups.

E
L(nry,...,7N) = H(asﬂts)mseuﬁsms
E
Umy, .., mn) =Y (msIn(a,At,) — B, AL,)
Find  such that =1
o _ o
3%1 - - a’?TN -

Where

s = Z Wy a7y and B = Z u; sm; where Dy = {Divisors(NV)}
it€EDn 1€EDN



Maximum Likelihood Approach
(with Russell Hooper)

M Efficiency M Accuracy X Robustness/Automatic

Treats optimization by solving a system of nonlinear equations
Solves equations using Newton method via Trilinos
- Efficient & accurate with “good” initial guess

« Can struggle or fail with bad initial guess (failures are readily
apparent, eg NaN)

Strategies exist for obtaining good initial guesses but come at the
cost of decreased efficiency

. “Globalized” Newton — NOX

« “Homotopy” - LOCA



Another Approach

Maximum Likelihood

Exponential distribution
(constant failure rate)

Failure rate is an
unknown constant
(explore uncertainty indirectly)

Per-group failure rate
(eg all nodes in a group have the
same failure rate)

Count of failures based

Conditioned Maximum Likelihood

Arbitrary distribution

Distribution parameters are
random variables
(examine uncertainty directly)

Per-node distribution parameters
(eg each node has own failure rate)

Time to failure based



Simulator Enhancement Ideas

1. AND/OR dependency paths in the graph

represent redundancy etc
213169 (eg, both power supplies must fail before this
9 cabinet of nodes are affected)

213169

N 2. Variety of events, observables, and latency

event type E results in observables O
(eg, logs or failures on connected nodes)

3. Job factors affect the likelihood of events

application A with library L with input deck D
causes event type E with observables O




oY ‘E;"inple SST Results & Uses

GUPS Memory Power Breakdown

Normalized
Performance
L B 5" R ¥ BN Ny 5 |

E500 Atoms
4] - 4000 Atoms
4 8 16 32

Avg. Memory Latency

500

476 - 414.01

250

nanoseconds

125

GUPS PageRank  MiniMD




Parallel Core v2
Parallel DES layered on MPI
Partitioning &
Configuration & Checkpointing
Power modeling

* Technology Models
— MCcPAT, Sim-Panalyzer, IntSim, Orion and Core

— Supercomputer resilience (YUMYUM)

custom power/energy models
HotSpot Thermal model

 Components
— Processor: Macro Applications, Macro Network,

— Network: Red Storm, simpleRouter
— Memory: DRAMSim II, Adv. Memory,

NMSU, genericProc, state-machine,

DiskSim

Component Library

Simulatar Carz

Services

Power Area
Cost

Checkpointing

Configuration Statistics Farallel DES

e

Vendor Opan Vendor Open | —
|_CU mponen Componrent mumpcne nt Component

SST Si

mulator

SST
Workflow




