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METHODOLOGY

Detection of defects in atomic‑resolution 
images of materials using cycle analysis
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Andrew R. Lupini3  , Matthew F. Chisholm2  , Wu Zhou3,5  , Sergei V. Kalinin2  , Albina Y. Borisevich3   
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Abstract 

The automated detection of defects in high-angle annular dark-feld Z-contrast (HAADF) scanning-transmission-
electron microscopy (STEM) images has been a major challenge. Here, we report an approach for the automated 
detection and categorization of structural defects based on changes in the material’s local atomic geometry. The 
approach applies geometric graph theory to the already-found positions of atomic-column centers and is capable of 
detecting and categorizing any defect in thin diperiodic structures (i.e., “2D materials”) and a large subset of defects in 
thick diperiodic structures (i.e., 3D or bulk-like materials). Despite the somewhat limited applicability of the approach 
in detecting and categorizing defects in thicker bulk-like materials, it provides potentially informative insights into 
the presence of defects. The categorization of defects can be used to screen large quantities of data and to provide 
statistical data about the distribution of defects within a material. This methodology is applicable to atomic column 
locations extracted from any type of high-resolution image, but here we demonstrate it for HAADF STEM images.
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Introduction
Structural defects can vastly alter the performance 
of materials so that control of defect distribution and 
density is an important tool in engineering materials 
with novel functionalities. Even small concentrations 
of defects can often change the properties of materi-
als so that it is important to quantify the type and con-
centration of defects [1–3]. Over the last two decades, 
aberration-corrected scanning-transmission-electron-
microscopy (STEM) has become a quantitative structural 
tool capable of locating atomic columns with picometer-
level precision. Te ability to achieve sub-pixel preci-
sion for the location of the center of an atomic column 
in STEM images has been demonstrated through image 
analysis techniques such as fnding the center of mass 

and 2D function ftting with a Gaussian, allowing for 
accurate, consistent, and repeatable determination of the 
centers of atomic columns in STEM images [4–8]. Utiliz-
ing the crystallographic nomenclature [9], STEM essen-
tially images diperiodic structures where thick structures 
are often referred to as 3D or bulk-like materials and 
thinner structures of just a few atomic layers are often 
termed 2D materials. Within a STEM image, it is possi-
ble to visually identify many defects such as impurities, 
interstitials, stacking faults, and a plethora of other com-
plex defects for both types of diperiodic structures.

Several methods exist to detect and identify defects in 
STEM images, each having unique benefts and limita-
tions. Defects within atomic columns can be detected by 
examining deviations in the contrast, looking for devia-
tions in the local atomic-scale structure [10, 11], over-
laying an ideal atomic-scale structure on the image [12], 
and by using vector tracing [13]. Tese methods include 
measuring the distance between neighboring atoms in 
the structure and then using statistics and modeling 
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to detect the presence and depth of a single defect in 
atomic columns [10, 11]; measuring the relative positions 
of neighboring atoms and then applying principal com-
ponent analysis (PCA) followed by K-means clustering 
to map the ideal atomic-scale structure and statistical 
deviations from this idealized structure [12]; and using 
the Fourier transform of the image to determine the crys-
tal structure’s lattice parameter and then overlaying the 
obtained periodic structure on the atomic coordinates 
[14]. Alternatively, defects may be detected using cross-
correlation between the STEM image and a simulated 
STEM image based on coordinates obtained by relaxing 
a model structure via density-functional-theory (DFT) 
calculations and then detecting defects through areas of 
low correlation [15]. Determination of the composition 
for mixed-species atomic columns can also be accom-
plished through the use of a parametric model based on 
statistical-parameter-estimation theory and further com-
bined with STEM image simulations to quantitatively 
improve the model [16, 17]. All of these methods have 
achieved detection of defects that would not be possible 
or would be extremely time-intensive with the human 
eye. Furthermore, these methods provide a framework 
that is either general across materials or tailored to spe-
cifc material systems in such a way that transferability is 
not limited via a known training set as might be the case 
in machine-learning-based object detection algorithms.

In this paper, we report the development of a method 
that applies cycle analysis from geometric graph theory 
to the positions of atomic-column centers and is capa-
ble of detecting a wide range of defects in STEM images 
with no prior knowledge of the material. Although graph 
theoretical techniques have been used previously for 
the segmentation of spatial regions and identifcation of 
voids in imaged materials [18–20], these applications do 
not necessarily provide information on slight structural 
deviations in the imaged material at an atomic-column 
by atomic-column level of detail. In graph theory, a cycle 
is a path between points that connects a point back to 
itself. Multiple types of cycles exist such as the simple-
walk cycle that does not allow any point or connection 
to be repeated. For this paper, a particular type of cycle is 
created with the following conditions: no vertices may be 
repeated, no connecting line may intersect another con-
necting line, the cycle must enclose a reference atomic 
column, the cycle must not enclose any additional atomic 
columns, and, fnally, the cycle must be the shortest path 
connecting the vertices. For every atomic column in an 
image, a single cycle is found to represent it. Based on the 
number of vertices and the area of the cycles, it is pos-
sible to detect and categorize defects in the STEM image. 
Te concept of pre-fltering wherein crystallographic 
information can inform the search is also discussed; 

however, the use of such databases may be limited for 
real-time analysis during image acquisition since the 
crystallographic nature of the material may not be known 
a priori. Te approach is applied to STEM images of both 
thick diperiodic structures (i.e., 3D or bulk-like materials) 
as well as thin diperiodic structures (i.e., “2D materials”). 
In bulk-like silicon doped with bismuth, we demonstrate 
the ability of cycles to detect the Bi dopants in the atomic 
columns and compare with Z-contrast. In monolayer 
MoS2 doped with rhenium, sulfur vacancies are detected 
using two diferent cycle metrics.

Methods and materials
Image fltering, fnding centers of atomic columns
All of  the raw STEM data are frst processed to identify 
the centers of atomic columns as follows. At each pixel, 
a subimage is defned, centered at the pixel and encom-
passing an area roughly equal to the area per atomic col-
umn. Tese subimages are fltered using PCA to remove 
noise and surface contamination [21, 22]. Te subimages 
are then passed through a 2D correlation [23] with an 
ideal atomic column (a 2D Gaussian) defned by:

where A and B are two 2D matrices of the same size 
while A and B are their determinants, respectively. Tis 
process returns a single normalized intensity. From the 
fltered image, the centers of atomic columns are then 
found using a simple intensity threshold followed by 
density-based clustering [24]. Any clusters that do not 
meet a minimum size requirement are rejected. Te 
center of mass of each cluster is treated as the center of 
an atomic column. Further refnement of the positions 
of the atomic-column centers is performed using nonlin-
ear least-squares curve ftting between the raw data and 
a 2D Gaussian. Te center of the ftted Gaussian is then 
treated as the refned center of the atomic column.

Finding cycles for each atomic column
A cycle is a path that connects atomic-column centers or 
“vertices” in such a way that it forms a closed loop to the 
original vertex. First, all possible cycles are found, after 
which they are fltered based on the previously described 
restrictions. To fnd the cycles associated with an atomic 
column, one considers only its n nearest points to speed 
up calculation time. Te connections between each 
vertex and its m nearest neighbors are mapped. Typi-
cally, n = 40 columns and m = 10 columns. Ten, using 
the nearest neighbor (or one of the equidistant nearest 
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neighbors) as a starting point, all valid connections are 
followed to neighboring vertices. Tis process is repeated 
until the starting vertex is encountered or no connection 
can be followed without causing a repeating vertex.

Filtering cycles
Once the cycles are found as described above, they must 
be fltered to fnd a single cycle to represent each atomic 
column. Tis fltering is done by checking every cycle to 
see if it meets a series of rules. Tese rules are that no 
point may be repeated in the cycle, no connecting line 
may intersect another connecting line, the cycle must 
enclose the reference atomic column, the cycle must not 
enclose any other atomic column, the cycle must have no 
smaller angle then x degrees (x was set at 45o in the cur-
rent work), and fnally the cycle must be the shortest path 
connecting the points within a tolerance factor (within 
1% of shortest path in the current work) (Fig. 1). Once all 
of the cycles that do not meet these criteria are removed, 
the cycles with the largest number of points are selected. 
From these cycles the one with the largest area is chosen 
as the cycle to represent an atomic column. Te reason 
the largest cycle is used is for reproducibility. To ensure 
that we choose the same cycle each time, it must have a 
unique feature. Since the smallest cycle would always be a 

triangle and provide little information, the largest cycle is 
used instead. In cases of crystalline symmetry (i.e., rota-
tionally equivalent cycles), a preferred cycle orientation 
can be chosen.

In order to provide a concrete example of defect detec-
tion, we demonstrate in Fig. 2 how the above described 
algorithm fnds a vacancy (i.e., more generally, a miss-
ing atomic column) for a 2D material with a hexagonal 
lattice like graphene (Fig.  2a). In Fig.  2b, three diferent 
orientations of a seven-sided cycle are shown. Tis is the 
optimal cycle based on the algorithm flter in the absence 
of defects, while the threefold symmetry is a manifesta-
tion of the point-group symmetries of the lattice. In the 
presence of strain, the length of the three bonds may be 
diferentiated. In Fig. 2c, an atom that serves as a second-
nearest neighbor to the vacancy site is shown, having a 
nine-sided cycle as its optimal cycle. In practical imple-
mentations, however, restrictions on the atomic-column 
search distance may cause the original seven-sided cycle 
to be found instead. In Fig.  2d, a third-nearest neigh-
bor to the vacancy site retains the original seven-sided 
cycle (though the threefold symmetry is broken). For the 
atomic columns adjacent to the vacancy site (Fig. 2e), the 
optimal cycle is an eight-sided cycle. Te resulting cycle 
mapping of the structure is shown in Fig. 2f, highlighting 

ba c

fed

Fig. 1  a Rejected cycle due to cycle lines crossing each other. b Rejected cycle due to an extra atom enclosed in the cycle. c Rejected cycle due to 
cycle not being the shortest path connecting the points. d Accepted cycle that meets all parameters. e Accepted cycle that meets all parameters. f 
Accepted cycle that meets all parameters and is also the cycle with the most points
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the location of the vacancy. Due to the atomic-column 
distance search limits, the purple atomic columns may be 
grouped with the blue atomic columns; there is no loss 
of detection of the vacancy due to the uniqueness of the 
directly neighboring sites. Te uniqueness of the neigh-
boring sites implies that the method is, in general, well 
suited to detection of missing columns with high accu-
racy in identifcation. Further classifcation due to varia-
tions in the vertex count of cycles is discussed in Section 
"Clustering cycles into defects using number of points in 
cycle". 

Constructing cycles using Delaunay triangulation
Finding all possible cycles and checking them is a time-
consuming process. A faster way to fnd a good guess of 
the best cycle is through the use of Delaunay triangu-
lation [25]. For an atomic column, the positions of  the 
nearest n neighbors (typically n = 40) are put into a 
Delaunay triangulation algorithm. Using the triangle 
that encloses the atomic column as the starting cycle, 
triangles from the Delaunay triangulation are combined 
with the cycle, testing whether the increased cycle at 
each step meets the selection criteria, until no further 

Fig. 2  a Subset of a graphene-like structure in a hexagonal lattice (for the present example, the lattice is assumed to continue outside the drawn 
boundary). b Three rotationally equivalent seven-sided cycles indicating atoms in defect-free regions. Atomic columns inside such cycles are 
indicated in blue. c Optimal (nine-sided) and restricted (seven-sided) cycles for atomic columns that are second-nearest neighbor to a vacancy 
(indicated in purple). d Third-nearest neighbor atomic columns retain the original cycle with loss of rotational symmetry. e Atomic columns 
adjacent to the vacancy site are described by an eight-sided cycle (indicated in orange). f Final cycle-based color coding of the observed atomic 
columns based on the algorithm

a b c

Fig. 3  The centers of atomic columns for MoS2 colored based on the number of points in the cycles associated with them for a searching all cycles, 
b using Delaunay triangulation, and c using Delaunay triangulation plus pre-fltering
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triangles can be added that meet the criteria. Tis 
method of fnding the cycle for an atomic column is 
more than an order of magnitude faster than searching 
all possible cycles. However, it does not always fnd the 
true, correct cycle, as determined by a time-consum-
ing exhaustive search, though it is often close. Gener-
ally, the fast process does not match the results of an 
exhaustive search only around defects that change the 
local structure, which does not afect the ability of this 
method to correctly detect defects (Fig. 3a, b).

Pre‑fltering of cycles
To further improve the speed of the algorithm, pre-
fltering of cycles was tested. As all defect-free periodic 
crystalline materials can be described by a Bravais lattice 
with a given atomic basis and a set of symmetries, it is 
often possible to know the correct cycle before searching. 
To take advantage of this, we created a small library of 
possible cycles. We can overlay a library cycle onto the 
points by aligning it to the reference point and its nearest 
neighbor (or one of equidistant nearest neighbors) and 
scale it to ft the distance between the two points. Start-
ing with the largest cycles in the library, the cycles are 
overlaid onto the points. If every point in the cycle coin-
cides, within some uncertainty, with a point in the image, 
it is selected as the correct cycle. Tis process sometimes 
yields too small of a cycle, but it has no efect on defect 
detection (Fig. 3c). Te speed improvement of pre-flter-
ing is based on the size of the test library and the percent 
of defect atomic columns, as this is an additional opera-
tion that must be performed on defect atomic columns.

Clustering cycles into defects using number of points 
in cycle
Te frst method of detecting defects is by looking at 
deviations in the number of vertices in the cycles. In 
“2D materials”, atomic columns near defects that cause 
changes in the local geometric structure such as vacan-
cies, interstitials, or stacking faults have cycles that con-
tain a diferent number of points than in the perfect 
material’s local structure. To detect a defect, we mark as 
acceptable any atomic column that has a cycle with the 
same number of vertices in it as a cycle in the perfect 
crystal. Te remaining cycles are clustered together using 
a density-based clustering algorithm [24]. Tis algorithm 
randomly selects a point as the start of a cluster and then 
adds every point that is within a specifed radius into the 
cluster. Tis is repeated until no point can be added to 
the cluster. Tese clusters are then grouped based on the 
number of atomic columns in the cluster. Tis proce-
dure allows for the automatic detection and grouping of 
defects in STEM data.

Using cycle area to fnd defects
Another method of using cycles to fnd defects is to look 
at changes in the cycle’s area. Using the cycle’s area to 
look for defects allows for the detection of defects that do 
not change the local structure’s geometric coordination 
relative to defect-free regions, such as interstitials and 
vacancies in bulk materials or substitutional impurities. 
Any cycle area that is much larger or smaller than the 
average cycle area within some threshold represents the 
presence of a defect near that cycle. Tis works on a simi-
lar idea to previous work where single strontium and lan-
thanum vacancies where detected by measuring changes 
in the distance to nearest-neighbor atomic columns [10, 
11]. Te accuracy of using the area to detect such defects 
is limited by how much deviation in the cycle areas exists 
in the nominally pristine regions and the threshold for 
the change in area that is used to classify the defect.

Results and discussion
Here, we demonstrate the method for the detection of 
defects in 2D and 3D materials and discuss the method’s 
efcacy at fnding such defects.

3D bulk‑like materials
Te ability to study defects using cycles is frst demon-
strated in a Mo–V–M–O material system, where M can 

Fig. 4   a Original HAADF image of Mo–V–M–O. b Atomic column 
location colored based on the number of atoms in associated cycles. 
c Atomic columns whose cycles are not part of the perfect crystal. d 
Non-perfect crystal atomic columns (i.e., those with difering cycles) 
grouped into defects and colored based on the number of atoms 
in a defect (single missing column—yellow; two adjoining missing 
atomic columns—purple; large staking fault—black)
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be one of any number of atomic species [26], with Te 
being the most likely one in the current sample. Te Mo–
V–M–O compound is a material that has been studied 
as a potential catalyst and can display a variety of inter-
esting phases and defects. In certain areas, this material 
possesses large stacking faults and missing atomic col-
umns making it a good material to demonstrate the steps 
described in the "Methods" section (Fig.  4). In Mo–V–
M–O, we believe that we can see the pooling of vacancies 
or M atoms under the surface of the material (Fig.  5c). 
Te potential for large-scale vacancy clusters in this 
material and large stacking faults can be seen in Fig.  4. 
Ordinarily, if these types of defects occur below the sur-
face layers, they may not be visible in Z-contrast imaging 
due to the presence of surface contamination which can 
obscure slight changes in column intensity.

Te ability of using cycle area to detect defects within 
an atomic column was tested using bismuth (Bi) doped 
silicon (Si) (Fig. 5d). Tis material was used because the 
Z-squared diference between Bi and Si makes identify-
ing the Bi locations straightforward as an independent 
comparison. Te ability of cycle size to identify Bi within 
an atomic column was found to be worse than the refer-
ence of Z-squared intensity. Using cycle size, it was only 

possible to identify the approximate location of roughly 
80% of the Bi dopants (Fig. 5e, f ). In areas with more than 
one Bi dopant in close proximity, it is difcult to identify 
the number and exact location of the dopant. However, 
for isolated Bi, it is much easier. Te 80% identifcation 
rate is due to the depth of the defects in the material, as 
intensity can help identify defects at a greater depth than 
using the distortion in the local structure on which cycle 
area identifcation relies. Tis result is in line with previ-
ous works that have used distortions in the local lattice to 
identify defects [10, 11].

2D materials
For 2D materials, we have selected rhenium-doped MoS2 
(Fig.  6a). Tis material was chosen due to the nature of 
defects available, namely rhenium (Re) dopants at molyb-
denum (Mo) sites along with single and double sulfur (S) 
vacancies. We fltered this image and found all the atomic 
columns using the procedure described in the Methods 
sections. Using the centers of the atomic columns, the 
cycles are found for each atomic column more than 2.5 
times the average nearest neighbor distance from the 
edge. Te number of points in each cycle are analyzed 
and the defects are subsequently categorized (Fig.  6b). 

Fig. 5  a Raw HAADF STEM image of Mo–V–M oxide. b Interpolated map of local intensity around every atomic column in panel a with the location 
of atomic columns shown. c Interpolated map of the cycle size associated with every atomic column in panel a with the location of atomic columns 
shown. d Raw HAADF STEM image of Bi-doped Si. e Location of every atomic column in panel d colored based on the local intensity around every 
atomic column. f Location of every atomic column in panel d colored based on the cycle size associated every atomic column
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Using the number of points in the cycle, all of the miss-
ing S columns were detected and categorized into single 
missing columns, two adjacent missing columns, and 
three adjacent missing columns. In MoS2, a fully missing 
S column is a divacancy. To fnd the single S vacancies, 
the areas of the cycles were used (Fig. 6c). Sulfur vacan-
cies cause a noticeable decrease in the area of cycles. No 
method was found to identify the Re dopants using cycles 
because the frequent occurence of S vacancies near the 
Re makes the use of cycle area unreliable. Te presence 
of S vacancies near Re dopants may be explained by the 
difering electronic properties of these defects in MoS2. 
Rhenium dopant atoms are shallow donor defects [27, 
28] whereas sulfur vacancies are deep acceptor defects 
[29, 30]. Terefore, the S vacancies act as electron traps 
which can compensate for the excess electrons intro-
duced by the Re dopant atoms. Te electron transfer 
leads to an energy gain, making pairing the two defects 
energetically favorable.

Conclusions
We described a method to detect structural defects in 
materials based on the concept of cycles from graph the-
ory. We tested the method on STEM data for both thin 
and thick diperiodic materials (i.e., 2D and 3D or bulk-
like materials, respectively). Te method is best suited 
to fnding defects in 2D materials, but it can supply use-
ful information about the presence of defects in thicker 
materials as well. In 2D materials, we demonstrated the 
ability of the method to distinguish a number of common 
defects, including interstitials and vacancies. In practice, 
the present method provides a relatively fast, non-pre-
conditioned approach to identify and classify defects in 
atomic-scale images, which can augment existing meth-
ods in an ensemble approach.

Abbreviations
HAADF: High-angle annular dark-feld; STEM: Scanning transmission electron 
microscopy; PCA: Principal component analysis; DFT: Density functional 
theory.

Fig. 6  a STEM image of Re-doped MoS2. b Atomic columns identifed to be near a defect using number of points in the cycles. c Area of the cycles 
where smaller areas are due to sulfur vacancies
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