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Outline of today’s talk

= Sandia has invested in the infrastructure required to bring Al to its missions
" Lab-wide GPU and data resources

® Machine Learning as a Service (MLaaS)

= ML research is being transitioned to production pipelines

= As-built component qualification
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- Machine Learning & Data Analytics clusters for

CEE DA Hardware

Ray Cluster
Commodity Hardware
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lab-wide usage

@;\y (Data Analytia

Ambari Cluster

General Purpose All Access
60 -- Nodes

/ Synapse (DL) \

Kubernetes Cluster

ND Tenant
SEDS/ODE

1 - Nvidia DGX-1 (NVLINK)
8x16 P100, 2x28 core 750GB

Big Data for Actionable
Intelligence (BDAI)

6 - Nvidia DGX-1 (NVLINK)
8x16 v100, 2x28 core 750GB

Data Sciences (POC)

8 - Nvidia DGX-2 (NVLINK)
16x32 V100, 2x28 core 1.5TB

20 - HPE PC40 (Inference)
1x24G PC40, 2x28 core 256GB
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4 Shared Storage N

Near-line data for Analytics,
Training, and Inference

GPFS, Stateless Containers,
Object S3, NFS, Block
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CEE Deep Learning Hardware

655,360 Cuda Cores
81,920 Tensor Cores
12 B QPU Memory

286,720 Cuda Cores
35840 Tensor Cores
896 GB GPU Memory

76,800 Cuda Cores
480 GB GPU Memory




- All resources have the same orchestration stack
to ensure scalability and consistency

Why

CEE HPDA Synapse Kubernetes?

Kubernetes =¥ stateless containers with stateful storage

Kubernetes Pods with Resource controls and protection I 1

- single or multiple GPUs assignable and isolated from other tenants 512 GB RAM

- CPU, Memory, and Shared memory 2 x 2. 2GHz x 20 Cores

- home and project space for single or group usage Tesla V100 @ 16 GB

- Flexibility through Python virtualenv Plus 1 Pascal P100 @ 16 GB
- Resources accessed via ssh with Kerberos e i

Customer Access
25 Gb SRN

- Automated scheduling of Interactive Envs

25 Gb Ethernet

1.4 PB of Storage (NFS & GPFS)

8 DGX-2s
1.5 TB RAM
2x 27GHz x 24 Cores
Tesla V100 @ 32 GB
Training/Inference

Private

—at Nemrorlj/ Stateful Storage
Shared with Analytics Clusters

20 - HPE Apollo PC40s PureN?l?: TB
128 GB RAM GPFS 700 TB
2x32GHz x 8 Cores GPFS Native

Tesla P40 @ 24 GB
Inference/Development




simple

Logged in as: Matthew David Smith (mdsmith)
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™ Shopping Cart: 0 items -

HOME  MYSERVICES ~ TEAMS  SERVICES | CAIEGORIES W TEAMSYOUHELP ~  FINANCEPORTAL ~  SHOPPING CART

CATEGORIES Synapse Team Environment

Bundled Services 5
Synapse Team Environment

Project [ Team Project Name [

Hardware/Misc Services ¥
Name

Software Services v Team l g-team-metagrour [
Metagroup
(Case

Sensitive)

Number of lo & [
GPUs

Primary l Use Case Descriptior [
ML/DL Use
Case

Add to Cart

78 Projects, 412 Users
across every mission
division

Getting access to these resources has been made Ei



- ML & Data Analytics infrastructure resources will
be available in multiple environments

= Data Analytics Cluster (Ray)
= Planned SCN deployment in FY21

* Machine Learning/Deep Learning Cluster (Synapse)
= Available on Upper Level LAN
= Planned SCN deployment in FY20




- Lessons learned lead to a roadmap for greater
capabilities

" Improved multi-tenant for Ray (FY20)

® Secure containerized environments
= Rapid deployment and collapse

= Over-subscription of resources

* Improved Synapse experience (FY20/FY21)

" Improved X integration and tools

®* Scheduling Improvements (FY20)
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Goals
Machine Learning 1s broadly applicable to all of Sandia’s missions

It should be widely usable as a general solution

= Imagine if you could:

4 \/ Y4 \/ )
Hold
Upload E‘l:]%er Igi( Receive resulting
data Gpo results model for
future use
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11 I Machine Learning as a Service (MLaa$) is our answer

Upload your data

o CSV (row wise data) or images (structured grids)

o Large image datasets are done via mount point

o Data is access controlled

> Cross domain not in scope

Can filter to specific models if desired

Get results —
O N N R
5 API : ‘ SOOTETETETOTOTEEENEEYN ¢ - [
o File download in web Ul B - ; -

Dcision Tree (Scikit-Loarn) - Normalized




12 I Machine Learning as a Service is a long term project

Image credit goes to OpenAl

Multiple phases planned
> Additional models for both data input types

o Safe ingestion from github when allowed by license (MIT)

o Improved user experience

L

) o ) . “panda” “gibbon"
Research Focuses — What will distinguish us from the outside? s7.7% confidence 99.3% confidence

° Security testing

> Robustness testing

FY20 Goal — Expanding to high side networks
o SCN and/or ULL




13 1 These infrastructural resources can cut across ND workforce

" Hardware described (Ray and Synapse) can be used by any ND MOW
o Already used by members of every R&D division

> Resources will continue to be expanded

o Continuous user experience improvement

" Machine Learning as a Service will provide users with ML baselines for their problems

° Separate problems in to two classes:
° Solvable in an automated manner (no FTE required)

o Focused applied research required for success
> Requires minimal ML knowledge

> Models are immediately usable
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Advancements in CT scanning technology have enabled a new
way of analyzing real world objects
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= Perform numerical simulations directly from volumetric scans

" Individual acceptance replaces statistical lot acceptance
= Rapid identification of faulty components

* Numerical assessment of as-built components
= Aging of each serialized unit

= Advances come with big data challenges
= 2'TB of data per week per scanner
" Semantic segmentation of billions of voxels is required for simulation
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CT Scanning Segmentation and Defect Simulation of Individual
Process |ldentification Performance




« | Adapted open source medical CT segmentation algorithms for
supervised semantic segmentation

V-Net: Fully Convolutional Neural Networks for

Medical Image

= Extended V-Net Capability

" Improved on scan size limitations
= Old limitation = 64x64x128
= New capability = 2000x2000x2000 (scanner resolution)

= Overcame Label Imbalance
= Weighted negative log likelihood loss

" Weighted random sampling Segmentation enabled by V-Net

* Transitioning to production capability Milletari et. al., 2016

= (Gross defects are found

* Heuristics have been created to determine off angle liners

= Research continues on:

= CT reconstruction improvements

®* Fine defects and anomalies




Unsupervised Anomaly Detection with Generative Adversarial
Networks to Guide Marker Discovery

Schlegl et. al. 2017

Use Generative Adversarial Networks (GANSs) to generate normal retinal scans
Test on unhealthy scans, use regions of failure to highlight anomalies

“AnoGAN”

Training the GAN , Identifying anomalies
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Healthy data Unseen data -

Preprocessing

Anomalies




s I AnoGAN highlights anomalies in as-built components

Real scan image Generated image Anomaly detection

Detects anomalous
particles

Detects voids

—

AnoGAN succeeds in identifying rare features where supervised learning is not possible




19 I This work will provide as-built component qualification for ND

= Performance prediction of as-built geometries
= Automated part qualification / ready for deterrence

= Discovery of aging/environmental effects on stockpile and other components
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Questions




