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2 GMS Development Infrastructure

Project Documentation: Confluence

Developer Environment: Developer VM

Build System: Gitlab-Cl

Repository Structure: mono-repo

Software Version Control: Git

Artifacts Management: Artifactory

Software Analytics: SonarQube, Fortify, BlackDuck

Deployment System: Docker Compose 4 Docker Swarm



3 Project Documentation

Confluence Wiki:
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4 I Build System Overview
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5 Software Technologies Used

Container Software: Docker, Docker Compose, Docker Swarm

Backend Software: Java 9, Python 3.6, Postgres, Cassandra, Nifi, Nifi Registry

Frontend Software: Node/Typescript, Nginx, Electron/Browser

Build Tools: Gradle, Maven, NPM, Pip/Twine

Test Tools: JUnit, Jest, Behave, Cucumber, Gherkin, Wiremock



6 Build System
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7 Software Analytics
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8 P17 Docker Swarm Requirements

Physical Hardware:

Multiple Servers for High Availability/Load Balancing

1 Server Count

Basic 3

Advanced 5

Optimal 8
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