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What's New? T

= New HPC Facility
Update/Status (725-East) %

= New File Transfer Tool
(FrETT™)

= New Benchmarking
Project (Symphony)

* FrETT development funded under CSSE




New HPC Computing Facility (725-E)

e LEED Gold Design
* Energy, Water, Solar Farm, North-Facing
High Windows,

* 85% liquid cooling 15% air cooling
* Thermosyphons & Air-Side
Economization for Water/Energy Savings

» ~3.5 Million gallons/year water usage
reduction per thermosyphon

* Non-load-bearing, movable west wall for

expansion (14,000 — 20,000sf) * Initial PUE~ 1.09-1.12

« 6 MW power, studies for 8 MW  Warm water cooling: 67F (Astra) — 85F
expansion to 14 MW total E { * Thermosyphon performance is

* First system (Astra) installed 2 weeks I dependent on liquid-cooling efficiency
before occupancy readiness certification O L * Uncooled outside air 3




1,488 compute nodes (8 scalable units)
= 1.93 PFLOPs peak

=  Will be the fastest production cluster
at Sandia
2.3 GHz processors
®= Nodes have dual sockets with 18 cores each
= |ntel Xeon Gold 6140 “Skylake”
= ~1.3 TFLOPs per node

192 GB RAM per node (5.3 GB per core)

Next generation water cooling (Chilldyne):

= Processors are directly cooled by cold plate

= Fins provide additional air cooling/heat
exchange

® Floor based CDU’s provide negative
pressure to prevent leaks and to improve
system resilience.

= ~70% of node heat is removed via water
Delivery in August/September 2019
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7| Netora

FrETT: Friendly Extensible Transfer Tool*

(*Development funded under CSSE)

= Existing tools lack the breadth/performance for Extreme-Scale

= |ncreasing diversity of data clients (e.g., OS, architecture) and targets (e.g.,
HPC filesystems, campaign or archival storage)

" |ncreasing demand for network efficiencies
= file count, file size and fixed network infrastructure
= FrETT provides the same GUI regardless of target
= Multi-platform client (Unix-portable, Planned: Mac and Windows)
= Modular interfaces: storage targets, authentication, encryption, batch
= Rich expressions: Program APIl, command, GUI

= FrETT —increased performance/efficiency

= high parallelism, reduced overhead and latency

= FrETT can replace existing legacy transfer tools (20+ years old)
= HSI/HTAR, PFTP (each platform specific.)
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FrETT Deployment Timeline

= FY19 Q3:

ndly Extensible Transfer Tool ¥ Wed 15:07
- FrETT - Friendly Extensible Transfer Tool - o x
u S N L F rl e n d Iy U S e rS Local Logger Settings Views Remote Connections Help
4
.
u LA N L Sy A d l I l kmguti-vm di Sandia.gov | di Sandia.gov ‘ et (e e
S I n ™ smssdevO1 Sandiagov =
[o)(e](2] S —
.
testing o lo)le]ly] =3
Name > [~ J |
» [ Documents Name A=
» £ Downloads » [ Pictures
; . g 01T Lo e 1 G
odl_beiahsis H el | mrrr—
» [ Test_LocalDirs » [ test01Filesl ] - =
* 88 Taed s Eillcoicar AR 404320256 of 990.66 MB
[} FY 1 9 4 . » EJ FrETTinstall L » B Music :
. » ] KMGWorking » P Doswnlnad =
» [ Music Name + Size Modified Time
N » [ Pictures |-} gml.grc 357 bytes Wed 13 Feb 2019 11:34:...
| S N L P d t » £ Public 1) media-play-16.pn: 262 bytes Wed 13 Feb 2019 11:34:...
roauction T At ;
Qt5.9.1 | GigFileTest5.txt 1038781107 bytes Wed 13 Feb 2019 03:07:...
» ] QtApps
Name ¥ Size Date Modified |~ s
[ Test 2/5/19 4:3...
| Dropped Text.txt 1 bytes 11/28/18 ...
] FY 2 O . [ GigFileTest txt 990.7 MB 10/17/18 ... DETT Logger 2
. || GigFileTest2.txt 990.7 MB 10/17/18 ... System [ Session  Completed Transfers | Transfer Ststistics
] GigFileTest3. txt 990.7 MB 10/17/18 ... - = =
U] GigFileTest4.txt 990.7 MB 10/17/18 ... i;:i;gi; i izg;:z ';ransfer S;arlt(ed, IhoLr:eII::g:tFllMyTest::!lz‘il:'iGsliH:restS xt
- 042, 3 H b rogress Docl View Launched For:: sms: San ;gnv
i 990.7 MB
u Exte rna I I d b g CigEAeTesta et T13me L0/27118 13.02.2019 :: 15:07:56 Transfer from:: /home/kmguti/FrETT_TestDir/Test_LocalFiles1/GigFileTest3.txt
Latgeriaron = EE 10/ A 13.02.2019::15:07:56 Transfer to:: /home/kmguti/MyTestFolder
. LJ loadProgressStyle.qml 2KB 10/18/18 ... 13.02.2019 : 15:07:28 Transfer Complete: /home/kmquti/MyTestFolder/GigFileTest5.txt
P ro d u Ct IonN 1) main.cpp 3KB10/17/18 .. 13.02.2019::15:07:23 Transfer Started: /home/kmguti/MyTestFolder/GigFileTestS. txt
LI main.qml 5KB10/17/18 ... 13.02.2019 :: 15:07:23 Progress Dock View Launched For:: smssdev01.Sandia.gov -
< I
| ] S N L Local Folders [T27 Local Fies [0 27 Remote Foiders [72 Remote Files [ 3 I Connection [‘smssdevOl Sandia.gov Transfers [ 1 Avg Transfer Rate [ 214.99MB | Bytes/sec 0

decommissions

legacy data

FrETT GUI

transfer tools

More info: wg-frett-feedback@sandia.gov




Benchmarking with “Symphony” M.

Proposed Synthetic Application Methodology

o
EE LDPXI
= O e.g. Nalu (Periodic LD_PRELOAD eXecutable Instrumentation
g é Edg,e) or CTS-1 WL gathers HW & MPI counter profiles of apps
Q=
=i
< . L
DAXPY
IScalar FP, Memory Throughput
Symphony
DGEMM Script
Vector FP Composer Orchestra
d : GLher_ 0 Finds a combination Executes the script
Memory Address & TLB Miss of micro-benchmarks of micro-benchmarks
that will execute the to simulate the
Point-to-Point same instructions in original application/
“MPI Send. Recy the same workload
: proportions as the
application/
Collectives . workload ]
MPI Allreduce, etc. ¥
L v o LDPX| Symphony
Profiles
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Example: Nalu (Periodic Edge), 288 Ranks

o Total Instructions 6,728,398,958,120 main {
o L1 Total Cache Misses 51,272,344.859 SR SRS
$daxpy = new daxpy(10000000) # 100M elts

o 1.2 Total Cache Misses 53,326,752,791
$gather = new gather (250000000, seq)
o L3 Total Cache Misses 19,498,631,901 $send = new mpi_sendrecy (4000)
o Load Instructions 2,243,657,098,705 $allred = new mpi_allreduce (38)
o Store Instructions 802,962,275,619
o Double-Precision FP Ops 459,608,789,175 # run the micro-benchmarks
o Vector DP FP OpS 381,403,196,230 $daxpy.run(10000,vector) # 10k DAXPYs
o 2x Mem B/W Speed—Up F47%, $gather.run(5000) # 5k sequential gathers
. . — $send.run(3000000) # 3M send/recv
o MPI Point-to-Point @ 4 KB 3,064,100 V,
Sallred.run(215696)
o MPI Collective @ 304 B 215,696 }
[ | T ] [ | T ]
Application Per-Rank Profile Excerpt from LDPXI Corresponding Symphony Script

(actual syntax)




Questions?




