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Livermore Computing Integrates Advanced Cognitive Simulation Resource 

Summary: With the integration of the first production Cerebras CS-1 system into Lassen, Livermore 
Computing (LC) is preparing the way for advanced cognitive simulation (CogSim) capabilities 
integrated into leadership HPC systems to support Artificial Intelligence (AI) driven computational 
needs of the Stockpile Stewardship Program. 

 

Over the last few weeks LC staff in collaboration with Cerebras integrated the first production 
Cerebras CS-1 system into Lassen.  This pairing creates the world's first computer system design 
for cognitive simulation (CogSim) workloads.  CogSim workloads combine traditional HPC 
simulations and Artificial Intelligence (AI).  With this new design the HPC part will run on Lassen's 
GPU nodes and the AI portion can offloaded to the CS-1. 

LLNL researchers are collaborating with Cerebras in an Artificial Intelligence Center of Excellence to 
prepare for delivery.  The team has two AI models selected from the director’s initiative AI LDRD, 
running on CS-1 systems.  With the CS-1 integrated into Lassen the next steps will be working to 
have integrated CogSim simulations run on the combined system. 

For LLNL this is a first-of-its-kind disaggregated system with two unique compute elements on 
different physical nodes.  It will allow us to understand if these types of systems are beneficial, the 
bandwidths needed to connect the heterogenous components and the advantages and 
disadvantages of this design.  For example, often the AI component of a CogSim simulation can run 
asynchronously with the HPC portion.  Providing unique compute for each allows further 
acceleration of workloads. 

Integration of CS-1 into Lassen required close collaboration between Cerebras and Livermore 
Computing.  The integrated system has been designed to allow up to 1.2Tb/s of data to flow from 
the Lassen Mellanox EDR InfiniBand high performance interconnect through the CS-1 Worker 
nodes, over the 100Gb ethernet CS-1 interconnect, and into the CS-1.  This data could either be 
sourced from the Lassen parallel filesystem or directly from a running HPC job on 
Lassen.  Eventually CS-1 Worker node function will be replaced by running the Cerebras software 
directly on Lassen HPC nodes for a fully integrated CogSim experience. 

First users gained access to the CS-1 on July 1st.  A briefing of their initial results, hardware 
features, and installation was presented to LC on July 23rd.  A second user training on July 22nd 
was successful and an expanded user base has begun exploring other applications on the system. 
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Livermore Computing Center staff prepare to integrate the Cerebras CS-1 compute unit with the Lassen 
HPC system. 

 

 


