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How Robust Are Graph Neural Networks to Structural Noise?

Abstract

Graph neural networks (GNN) are an emerging model for
learning graph embeddings and making predictions on graph
structured data. However, robustness of graph neural net-
works is not yet well-understood. In this work, we focus on
node structural identity predictions, where a representative
GNN model is able to achieve near-perfect accuracy. We also
show that the same GNN model is not robust to addition of
structural noise, through a controlled dataset and set of ex-
periments. Finally, we show that under the right conditions,
graph-augmented training is capable of significantly improv-
ing robustness to structural noise.

Introduction

Using graph embeddings for predictions on graph-structured
data has been growing in recent years. One particular class
of models is the Graph Neural Networks (GNN), with early
versions inspired by extension of convolutional neural net-
works to graph based approaches. Such models have led to
state-of-the-art classification on benchmark datasets, and are
being actively applied to other diverse domains.

However, robustness of GNN models has not been well-
studied, nor strategies for improving their robustness, com-
pared to strategies for robustness in other domains such as
natural language processing and computer vision. GNN ro-
bustness has been studied somewhat in the adversarial set-
ting, edge insertions and/or removals are algorithmically de-
termined. Our work focuses on structural noise in a non-
adversarial, random model.

Our approach is to start with understanding robustness
of GNNs in the structural prediction setting, where GNNs
have been shown to be theoretically quite powerful (Xu et al.
2018)—as powerful as the Weisfeiler-Lehman graph isomor-
phism test (Shervashidze et al. 2011). Empirically, we show
that the GNN proposed in (Xu et al. 2018), the Graph Iso-
morphism Network, is able to near-perfectly classify nodes
defined strictly based on structural identity. We use this par-
ticular GNN as it was shown to be theoretically maximally
powerful among several variations. We refer to it as GIN in
the remainder of the paper.
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We evaluate GIN robustness in terms of its ability to train
and predict ground truth labels in the presence of noise. We
define noise as randomly added edges that change graph
structure but not ground truth labels. We find that the ac-
curacy of the model rapidly declines even in the presence of
5-20% noise with respect to number of edges of the original
graph. Improving the number of training samples from the
noisy graph recovers performance somewhat.

To this end, we also explore augmenting training with
generated noisy graphs that have nodes with known ground
truth labels. This is akin to drawing a noisy graph from the
same distribution to add to training. We also consider aug-
menting with noisy samples generated from smaller versions
of the original graph, which do not necessarily have same
noise distribution as in the original graph. We show that
augmenting training with generated noisy samples can sig-
nificantly improve robustness, whether with noisy samples
with the same ground truth labels or with smaller augmented
graph samples.

Summary of contributions:

e We empirically show that GINs are capable of perfectly
distinguishing structural identity, with minimal training
samples

e GIN accuracy sharply declines with structural noise as
random edge additions, even when those additions are
distance-restricted

e We show that under certain conditions, augmented train-
ing with generated samples can be a powerful tool for im-
proving GNN model accuracy, even when the target data
is structurally noisy.

Related Work
Node Structural Identity and Prediction

(Henderson et al. 2012), (Ribeiro, Saverese, and Figueiredo
2017), and (Donnat et al. 2018) focus on learning unsuper-
vised embeddings for distinguishing and classifying nodes
by their structural role or identity in a graph. (Xu et al. 2018)
also connects the capacity of a class of GNNss to their abil-
ity to distinguish structures in terms of multi-hop neighbor-
hoods.
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Graph Neural Networks

Several works introduced the notion of graph convolutions
into models for learning embeddings of graph-structured
data, such as (Kipf and Welling 2016) and (Defferrard, Bres-
son, and Vandergheynst 2016). Many other GNN models
and variations have since been proposed, such as (Gilmer
et al. 2017) with a message passing perspective, (Velickovié
et al. 2017) with attention, (Hamilton, Ying, and Leskovec
2017) with sampling. (Xu et al. 2018) provided a theoretical
framework for generalizing several GNNs, and also propose
an optimal model under this framework.

Robustness of Graph Neural Networks

(Dai et al. 2018) propose a reinforcement learning approach,
as well as several non-learning based algorithms, to make
edge modifications to graph structure. In all of their adver-
sarial attack settings, the model is considered fixed and isn’t
re-trained in the presence of new structural modifications.

(Ziigner, Akbarnejad, and Giinnemann 2018) consider
adversarial modifications of both graph structure and fea-
tures, by adopting a greedy approach and a surrogate model
scheme designed to be computational tractable. While our
setting is not adversarial, similar to our work they evaluate
when when a model is retrained following modifications (
referred to as ”poisoning attack” in their work).

Methods

In this section we focus on the overall methodology for eval-
uating robustness of the GIN model to structural noise. We
define the noise model, as well as the synthetic graph used
for evaluation. We also present an augmented training strat-
egy to improve robustness, under conditions that new la-
beled samples can be generated from the same noisy distri-
bution, serving as an upper bound for relevance of generated
samples in dataset. Furthermore, we extend the augmented
training to noisy samples generated from smaller versions
of the original graph. We introduce symbols and notations
as needed in subsequent subsections.

Graph Generation

We used the graph generation concept from (Donnat et al.
2018) to create a graph with ground-truth structural identity
labels. In our work, we chose a ring of nodes with identi-
cal “house” motifs attached (see Fig. 1). We refer to this
graph as G. While other choices of graphs are possible, in
this graph the nodes’ visual structural identities are also ver-
ifiable through the procedure of the Weisfeiler-Lehman iso-
morphism test.

As seen in Fig. 1, G has 6 classes corresponding to 6 dif-
ferent structural roles. It is trivial to upsize or downsize this
graph while maintaining the same number of classes—we use
aring of 333 houses attached at regular intervals to a ring of
999 nodes in experiments (unless noted otherwise). More
details on the graph can be found in Table 1.

Noisy Graph Generation

In general, node labels do not perfectly match the structure
of their neighborhood-i.e., nodes with different neighbor-

Figure 1: Graph constructed as ring of houses. Concept and
image from (Donnat et al. 2018).

Table 1: Ring of houses dataset

Name Nodes | Edges | Classes
Ring of houses 2664 3996 | 6
Ring of houses (small) | 264 396 6

hoods can belong to the same class. We aim to randomly add
noise in the form of newly sampled edges to G to introduce a
mismatch between structure and labels in a controlled man-
ner. The labels remain exactly the same; the only difference
is in graph structure.

Let G, denote the noisy version of G with added struc-
tural noise ratio p. We model random noise as edge addi-
tions in two different settings: global, and distance-limited.
In the global setting, new edges are created from uniformly
sampling node pairs at random (without replacement). The
distance-limited setting allows us to define a notion of more
localized noise and restrict edge additions accordingly. In
the distance-limited setting, we limit new edges to form only
between pairs that are within k-hop distance of each other.
When new edges are added, we update features to match
new degrees.

Augmented Training for Improving Robustness

In many cases, the number of training samples available in
a graph is a limited resource. Obtaining more training sam-
ples from an existing graph is not always feasible. This mo-
tivates exploring the impact of augmenting a structurally
noisy graph G, with generated samples to improve robust-
ness.

We explore sample graph generation in two cases: when
the sample is drawn from the same distribution as G, and
when it it’s not drawn from the same distribution but still
very related.

The former represents an ideal data augmentation sce-

nario. Let G’}(,j ) refer to the j-th graph generated from same
noise distribution as G, used in augmented training. Specif-

ically, in our setting we generate graph Gél) from G using
the same procedure used to generate G, from G. In other

words, G}(,l) is drawn from the same distribution as G,.



We also consider the case where G,()I) is not drawn from
the exact same distibution as G/, by generating a smaller

graph version G;,(l). Instead of being generated as a noisy

version of G, G;,(l) is generated from G’, which is 10x
smaller than G in terms of number of vertices and edges.
@G’ still maintains the same structural identities as in G, and
so the distribution of labels remain unchanged.

Model

We use the Graph Isomorphism Network from (Xu et al.
2018) as the GNN. We implement the GIN using PyTorch
Geometric (Fey and Lenssen 2019) library. Our model uses 3
GIN layers, followed by two fully connected layers (the last
of these two is output). Hidden dimension is 32 across all
weights. Each GIN layer contains two fully connected lay-
ers (applied after aggregation). Every GIN layer is accom-
panied by a Batch normalization layer, which proves quite
beneficial to classification performance in our case. The only
feature used is node degree, which is normalized with zero
mean and unit standard deviation.

Experiments and Results
Basic Experiment Setup

In all experiments, we run 50 independent trials. For each
trial, unless specified otherwise, we use 20 samples per class
from G, as training set (total of 160 nodes), 200 total nodes
for validation, and 1000 nodes for testing. Training, valida-
tion, and test splits are fixed according to random seed. We
use predetermined seeds for all the synthetic graphs used in
our experiments for data reproducibility. Model optimiza-
tion and methods internal to PyTorch may be a source of
randomness.

We evaluate predictive performance in terms F'j-macro
score. While there is some class imbalance, it is not signifi-
cant, and we treat classes as equally important. For simplic-
ity, we refer to this as just the F} score.

Baseline Noise

We vary the ratio of noisy edges added to G in increments of
0.05 of the number of edges, and examine the performance
of the model when trained on G, for respective p. Edges
are added in the manner described in earlier section, over 3
different modes of noise: constrainted to 2-hop, 3-hop, or no
constraints (global).

Results of testing on 1000 nodes while varying the noise
from 0.05 to 0.5 are shown in Fig. 3. Each violin plot gives
the distribution from 50 trials. When there is no noise added,
ie. G = Gy, the GIN model learns to classify nodes near
perfectly. This suggests that the GIN can be empirically very
good at distinguishing structural identity. In fact, we found
just 1 node sample per class was sufficient to train G to con-
vergence in test accuracy.

However, the F1-score across all modes declines sharply
with the introduction of randomly added edges. This means
that the GIN is not able to recover labels with added struc-
tural noise as well. At p = 0.25, the average performance
across all modes drops below 50%.

There are some additional trends of interest. Across all
modes, performance begins to flatten out from p = 0.3 on-
wards. This could indicate some limit whereby too much
noise added, such that it becomes very difficult to distin-
guish nodes by structure alone. For instance, if nodes in the
house form cliques, then they would be indistinguishable up
to some model depth. This remains to be investigated fur-
ther.

Also, the performance curves for 2-hop, 3-hop, and global
noise seems to diverge around p = 0.3.

Varying Number of Training Samples

Instead of fixing the number of node training labels per class
at 20, we vary this parameter in powers of 2, from 1 up to 256
training labels per class. We fix the noise level at p = 0.15
for 2-hop, 3-hop, and global noise modes, and show results
in Fig. 4. Increasing the number of training samples in G,
improves performance up to around 64 samples-per-class,
with severely diminishing returns afterwards, even with ex-
ponentially growing number of samples. This trend is essen-
tially mirrored across all modes of the noisy graph.

The results suggest that there is a limit to which the model
can recover labels from a structurally noisy graph, that hav-
ing more training samples from the same graph won’t nec-
essarily help. For G, with p = 0.15, this limit is reached
between 64 and 128 samples per class. However, this corre-
sponds to training labels for 14% and 28% of total number
of nodes of G, which is quite a high demand.

Augmented Training

We first consider a graph generated from the same distribu-
tion as G,. The augmented training procedure proceeds by

training on both Gﬁ,l) and the C * [ samples of G, where
[ is number of samples-per-class (fixed at 20) and C' is the
number of classes (C' = 6 in all cases). All node labels of

GI(}) are used for training. In every epoch, we first train on
Gl(yl) and then train on the samples of G,. Validation and

testing is performed on G, only, hence G,(gl) only augments
the training data.

Results from this augmented training are presented in Fig.
2. Compared to the non-augmented baseline using only 20
samples-per-class for training, the augmented version im-

proves F1 score in all cases. This is likely because G(l),
drawn from the same distribution as G,,, contributes an ad-
ditional 2664 nodes for training to augment the 120 total
samples of G,,. For instance, when we consider p = 0.15,
the median F1 score with augmented training is at least as
as good as best results from Fig. 4 using 128 or 256 samples
per class. In the 2-hop and global noise settings, augmented
training actually outperforms the best results from Fig. 4.

The improvement over baseline is most pronounced in
the 2-hop noise variation. Improvement over baseline is still
significant, but relatively more modest in 3-hop and global
noise modes.

Next, we consider smaller graphs [G;,(l), G;,(Q), vy G;,(”)],

where each G;)(j ) is the noisy graph generated from G’, the
smaller version of G. In our experiments we use n = 10.
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Figure 2: Augmented vs. non-augmented training (baseline) for node classification on G,,. Y-axis is F1 score, x-axis is random

edge addition ratio.
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Figure 3: Test F1 score of GIN model with varying levels
of structural noise added to input graph, across 3 different
modes of noise constraint. Model is re-trained after noise
addition.
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Figure 4: Test F1 score vs. number of node labels per class
available for training on G,. Noise is fixed at p = 0.15.

We adapt the augmented training procedure earlier to han-
dle multiple graphs by treating each as its own batch. We
iterate through each batch/graph in random order, and per-

form augmented training using it as one epoch. The batches
are reshuffled after every n epochs.

Interestingly, even though the generated graphs are from
a different distribution compared to G, augmented train-
ing using them is still beneficial in all cases. We see similar
trends as in Fig. 2 repeated across the different noise modes,
except that the relative improvement with respect to median
F1 score is comparatively less. Even though

Conclusion

In this work, we determined that GNN performance can
greatly suffer from the addition of random edges as noise
in the node classification based on structural identity. We fo-
cus on a particular GNN variation, the GIN, in experiments.
Across both local and global random noise variations, the
GIN quickly declines in ability to recover labels in the pres-
ence of increasing structural noise—even though it achieves
near-perfect performance on our dataset prior to introduction
of noise.

To improve robustness to noise, we demonstrated a train-
ing augmentation strategy based on generating noisy sam-
ples drawn from both the same distribution, as well as a sim-
ilar but different distribution. This augmentation is quite ef-
fective in increasing ability to recover labels from structural
noise in most cases, but could be considered empirically an
an upper bound in our setting.

A potential future direction of work is to consider robust-
ness to more sophisticated models of noise. This includes
going beyond random models to more structured noise, in
the form of motifs and patterns with relevance in real world
graphs. While we started with a graph that the GNN is very
good with, it would also be interesting to consider more di-
verse graphs, where labels are not derived from structural
identity.
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