This paper describes objective technical results and analysis. Any subjective views or opinions that might be expressed
in the paper do not necessarily represent the views of the U.S. Department of Energy or the United States Government.
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Conclusion

H/H/’\\ Concurrently optimizing the sensing matrix and
the hardware design has the potential to both
S e improve performance and increase sparsity.
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