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DARMA'’s Virtual Transport (vt) Tasking Library:
* Interoperable with MPI

EMPIRE is an ATDM plasma physics application  Incremental adoption model for C++ “taskification”
that includes a Particle-In-Cell (PIC) algorithm: e Dynamically migrate data and work off-processor
* Initial particle distributions can be spatially e Includes scalable load balancers
concentrated, creating heavy load imbalance * Developing a fully-distributed, measurement-driven,
* Particles may move rapidly across the domain, communication-aware LB
inducing workload variation over time * Development and tuning are driven by EMPIRE-PIC

* Existing MPI-based EMPIRE code does not
support load balancing (LB)
* Future Hybrid PIC/Fluid configurations present
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Novel load balancing algorithm in development:
Standalone LB simulation and analysis framework
Processor D ®c demonstrates the benefit of communication-aware LB:
* ]. ; * ®p » Iteratively refine workloads with incremental changes
* Preserve localized communication graphs
* Optimize load balance by trading off communication
vs. computation imbalance

Particle (e,p™) workload imbalance varies over time,
necessitating dynamic load balancing
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Fine-grained, dynamic LB of particles:

+ Decreases data migration cost
+ Facilitates communication/computation overlap

ASC/CSSE: ~3 FTEs, DARMA /EMPIRE
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