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Evolution of Computmg Machinery
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Al Across Power Envelopes
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The Von Neumann Bottleneck @

Cross chip communications ~ 1 pJ

DRAM Access >10 pJ
Current Transistors ~ 10 aJ Ethernet ~ 1nJ

40kT Noise Limit~ 0.2 aJ

Communications require
orders of magnitude more
energy!

Processor Layer Photonic Layer

Optical interconnects 100 fJ to 1 pJ




Use Resistive Memories for Local 7
Computation -

‘JVV\,_. »  Aresistive memory or ReRAM is a

programmable resistor

V=1xR - Apply small voltages allows the conductance
I=G><V<\ toberead: =G xV |
. Apply large voltages to change the resistance
multiplication
Il
CurArent
OFF ON
IZ
Read Window Pt Pt
Addition: I=I,+I, \'/RHESE N I’y TSET . 9 0.9
— — S » Voltage aL, @6 @@
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Directly Process in the Memory Itself @i

Analog is efficiently and naturally
able to combine computation and
data access

Effectively, large-scale processing in
memory with a multiplier and adder
at each real-valued memory location




Crossbars Can Perform Parallel Reads e,
and Writes
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Energy to charge the crossbar is CV?
E « C < number of RRAMs « NxM

E ~ O(NxM)




SRAM Arrays Require Charging i
Columns Multiple Times

_WL[z]LE L'lE l‘LE 1

\ NBLo 7 NN~ \NBrp” |
|

M columns
SRAMs must be read one row at a time, charging M columns
Each column wire length is O(N).

e

N rows
A

Energy = N Rows x M Columns x O(N) wire length
Energy ~ O(N?xM)
O(N) times worse than a crossbar!




Need to Use Analog to Efficiently mg.
Discard Precision

Sum 1024 8 bit weights X 8 bit inputs:
* Result has 26 bits of information!
« A 26 bit ADC would eliminate any analog advantage!

The sum can be done at full precision in analog, but a
lower precision approximation is needed when digitizing
 i.e. digitize only 8 bits or fewer

To get the highest 8 bits of information, digital would need
to keep a 26 bit intermediate result

Can design an ADC to choose
non uniform values to digitize

—

Neuron
Function
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Analog Sum




The Noise Limited Energy to Read a Crossbar
Column is Independent of Crossbar Size

[ =GV

_/W\/i

[ =GV

%7

[ =GV

_/\/\/\/7

Thermal Noise = <AI 2>
= Nx(4k, T x G, x Af)

(NI, )
(ar)
!

— =4k, T x SNR* x
Af

SNR? =

VG, xN

=

Measure N resistors and determine the total output
current with some signal to noise ratio (SNR)”

What is the minimum energy?

Energy = V G, ><N><L
J

Af —

Determined by
noise and SNR

Power in each resistor x
number of resistors

If we double the number of resistors, we can double
the speed to get the same energy and SNR.

This is because the noise scales as sqrt(N) while the
signal scales as N

Energy = 4k, T x SNR”

we are assuming we need some fixed precision on the output, and don’t need full floating point accuracy




Want To Accelerate Many Different @&s.
Neural Algorithms

: Sparse Liquid State
Backpropagation 0 4 Machine
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Crossbars Can Perform Parallel Reads@mgs.,
and Writes
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Energy to charge the crossbar is CV?
E < C « number of RRAMs o« NxM

E ~ O(NxM)




General Purpose Neural Architecture

Run any neural algorithm on the cositive [D/A| A \
same hardware . _
weights
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Neuromorphic core: Digital Core:
« Evaluate vector matrix multiplies along * Process neural core inputs/outputs
rows or columns * For NxN crossbar, the crossbar accelerates
* Train based on input vectors O(N?) operations leaving only O(N) operations

for the digital core




Can Run Neural Networks on this e
Architecture
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Back Propagation
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Design & Model Detailed Architecture (@&
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Row & Column Driver Circuitry =

Voltage level shifter (drive

Row Driver Logic high V transistor with low V)
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Compare Architectures i

1024 x1024 = 1M array operations, sum over 1 training cycle, 3 operations:
* Vector Matrix Multiply
« Matrix Vector Multiply
* Quter Product Update

Energy Latency Area
430 — 6,900X over SRAM 35 — 800X over SRAM 11 — 20X over SRAM
1@55 1 T T mﬁ ‘ 1@6 g )
S L B ~
ST 13 %0
o> ; 1 ¢ o 10
0 10° | E @
TR : <
10| 4
Analog Digital SRAM Analog Digital SRAM Analog Digital SRAM
ReRAM ReRAM ReRAM ReRAM ReRAM ReRAM

8 bit in/out 4 bit in/out 2 bit in/out
B g it weights ™ g it weights B8 g it weights

Used a commercial 14/16 nm PDK ***Requires 100 MQ on state devices




Neural Core Energy Analysis 0

8 bits In/out 4 bits In/out 2 bits In/out
8 bit weights 8 bit weights 8 bit weights

ADC

Integrator

Array Write
Array Read
Temporal Drivers
Voltage Drivers
Data Movement

Analog
ReRAM

2.7nd

Multiply & Add
Data Movement
Write Memory
Read Memory

Digital
ReRAM

BONE (NONRECHE

Multiply & Add
Data Movement
Write Memory
Read Memory
Read Transpose

SRAM

12,010 nJ 10,150 nJ 8.970 nJ



Multiscale Model of a e
Neural Training Accelerator
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T ﬁmoss SIM gl | Modified McPAT/CACTI:
pn Architecture IR —m=Jr}> Model performance and
% Sandia Cross-Sim: Digital " energy requirements

Translates device measurements and core
crossbar circuits to algorithm-level

performance
e = . . ce Sandia’s Xyce Circuit Sim: Simulate
o % Circuits ymm crossbar circuits based on our devices
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giﬁ fabrication and Drift-diffusion model of ReRAM band diagram
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] Sandia
Learning Netoral

Algorithm

Wi WMo Wi

Neural Core Wy Wy Wy
Simulator Wy Wy, Wi,

@ National
Laboratories CROSS SIM

Crossbar Simulator OO0E -

Physical Numeric
ZZROSS SIM Crossbar Hardware Crossbar

il Grassii Circuit Model Crossbar Simulator
Detailed but Fast but

CrossSim s a crossbar simulator designed to model resistive memory v \
for both and (in a future release) =X\

RS B B
digital memories. It provides a clean python API so that different V. =X o\ B -
algorithms can be built upon crossbars while modeling realistic device 2 ;\Jw;l\ Wl Wl woN S I ow a p p rOXI m ate
properties and variability. The crossbar can be modeled using multiple V1=X3—@ R T e ey
fast approximate numerical models including both analytic noise h B — Wil Wil Wi3t Wiy
models as well as experimentally derived lookup tables. A slower, but V =X O 5| % % %
more accurate circuit simulation of the devices using the parallel spice Wart Wyt Wit Wy M d AI L} t h .
simulator Xyce is also being developed and will be included in a future L 2 ¥ 9 $ eas u re g o rl m I c
release

Devices Performance
Download

Download the user manual here: CrossSim_manual.pdf
Download CrossSim v0.2 here: cross_sim-0.2.0 targz
Download example scripts here: gxamples tar gz

TaO,—MNIST
Ideal Numeric

O
(e}

Contact Us

Please email Sapan Agarwal for any questions or if you would like to contribute to the source code: sagarwa@sandia gov

Periodic Carry

Selected Publications Using CrossSim

SAg jarwal R B. Jacobs-Gedrim, A. H. Hsia, D. R. Hughart, E. J. Fuller, A. A Talin, C. D. James, S. J. Plimpton, and M

Accuracy
O
o

J. Marinella hi g Ideal in Analog phic Computing Using Periodic Carry,” in 2017 IEEE
Svmp sium of VLSIT chnology Kyoto J p 2017
0 da Burct £ E | Eullar na G O Faria § Anaowal M 1| Marinalla A Alac Talin and A

8} , Single Device
Simple Python API: eb—u 0 I

- 0 200 400 600 8001000
# Do a matrix vector multiplication Pulse Nomber 0 10 20 30 40

result = neural_core.run_xbar_mvm(vector) Training Epoch




Simple APl to model crossbars e

# *khkkkkkkkkkkkkk

set parameters defining the crossbar

params.algorithm_params.weights.sim_type = “XYCE” # Use a XYCE based sim
params.algorithm_params.weights.maximum = 10 # clipping limits
params.algorithm_params.weights.minimum = -10 # clipping limits

params.xyce parameters.xbar.device. TAHA A1 = 4e-4 # Xyce Parameters

g Freememeeeee® APl for running neural operations
# All crossbar details are transparent to the user

# Create a neural _core object that models a crossbar
neural_core = MakeCore(params=params)

neural_core.set_matrix(weights) # set the initial weights

result = neural_core.run_xbar_vmm(vector) # Do a vector matrix multiply

result = neural_core.run_xbar_mvm(vector) # Do the transpose, a matrix vector mult.
neural_core.update_matrix(vector1,vector2) # Do an outer product update

22



Go from Measurement to Accuracy
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Experimental Device Nonidealities @&

= Backprop training: Ideally weight would increase and
decrease linearly proportional to learning rule result

= Key issue in experimental devices: altered the relationship
between intended and actual update: Write Nonlinearity,
Asymmetry, Stochasticity, Read Noise

Conductance versus Pulse

® = |deal / = Write Variability o = Nonlinear

A
S
gE L,000000000g _ _
- D 5 © e« Teo®® %o, Symmetric and Linear
So e o o2 o ® ¢<./ Asymmetric, Nonlinear
© ; O e o ® z o ® 9
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o o P g0 %o > >~ 0 2% .
O ¢ ° Pos. Pulses NegPulses © ¢ [

o~ * 2000000080 g9
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Asymmetric Write Nonlinearity )
Causes Weight Decay

Write Nonlinearity Alternating Pulses Cause Weight Decay

1.0 | ‘ : 10
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015 — 8 P 1 — 5L
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.;% 00 -2 .o. - '53 ol
= . () ()
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Modeling Device Requirements

Asymmetric Nonlinearity
| I
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0 05 1 05 0
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Read Noise ¢ (% Range) 5%
Write Noise o (% Range) 0.4%
Asymmetric Nonlinearity (v) 0.1
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A realistic variability approach () i

= Extended the CrossSim platform to draw upon a library of look up
tables (LUTSs)

= LUTs assigned prior to online training and remain constant during it
= |ndividualized updates -> slowdown (somewhat mitigated)

Old New Online Updates

= i 4

i
R 4

x=0

X,=0.33

i
| ¥ ]
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] i I ]
& - | FASEERAE |
1
3= i |
= o = = I
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i ng
_“] bt} o LE]
£ h £ uw (]9
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ol w2 -nz TE
an uws y L E]
20 24 P N 2

SET table RESET table | - ey
Master LUT LUT,
Uniform Variable SET LUT: w31

RESET LUT: w11




Implications on Neural algorithm accuracies: (),
Small Digits (OCR Database)

Small Digits: LUT Variability

: —o— 00 —0— 0 -0 —0—0
= Loss between uniformand  °°- e 0T
Good Devices: ~4-7% 0.8
n
= Loss between uniformand 71
; i ; =
all functioning devices 5 06-
(adaptiVE): ~13-16% S 0.5 —- Numeric
© —&— Standard LUT
© 041 —e— Variable LUT: Good
—&— Variable LUT: Adaptive ~
0.3 A
6 é lll (IS il3 1I0 1I2 1I4
Training Epoch
Data set # Training # Test Network Size

Examples | Examples
UCI Iris Dataset [1 100 50 4x8x3

UCIT Small Digits[ 1 1.797 64x36x10
File Types[2] 4,501 900 256x512x9
MNIST Large Digits[3] 60,000 10,000 784x300x10




Compare Analog Devices () e,

ReRAM

R. B. Jacobs-Gedrim et al., "Impact of
Linearity and Write Noise of Analog
Resistive Memory Devices in a Neural
Algorithm Accelerator,” IEEE
International Conference on Rebooting
Computing (ICRC) Washington, DC,

SONOS
Silicon-Oxygen-
Nitrogen-Oxygen-Silicon

Tf\l"

n-type poly

top cxide

silicon nitride or oxynilride
turnasl nride

N* source

p-type silizon

e | 1

lonic Floating-Gate Memory

S. Agarwal et al., "Using Floating Gate Memory E. J. Fuller et al., "Li-lon Synaptic Transistor for
to Train Ideal Accuracy Neural Networks," IEEE Low Power Analog Computing," Advanced
Journal of Exploratory Solid-State Computational Materials, vol. 29, no. 4, p. 1604310, 2017
Devices and Circuits, 2019

E. J. Fuller et al., under review
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Accuracy

Three Terminal Devices Tend to

Have Higher Accuracy
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Compare Architectural Advantages @&z

120-430X Energy Advantage 2-34X Latency Advantage 9-11X Area Advantage

107 — E . .‘ w 0.9 — ‘. : u :
‘ EE VMM 7

B MVM |

B OPU |

N Total

=
Lo
b

Latency (s)
et
o

Area (mm?)

et
<
&

SONQS b,
ANalog  |—
ReRAM

10”7
552 80 8 5253 20 8, 8% 52 532 88 8y 83
2L = ) = — ) 2L = Q)
Sy ok 85 B oy 2 25 B B oy 2 25 P B
O Oy < < OO0y <5 < <y ODn 0y <5 < <y
1024 x1024 = 1M array operations, sum over 1 training cycle, 3 operations:
- Vector Matrix Multiply - Matrix Vector Multiply - Outer Product Update
Used a commercial 14/16 nm PDK ***Requires 100 MQ on state devices




Compare Architectural Advantages: o
Vector Matrix Multiply

120-430X Energy Advantage 2-34X Latency Advantage 5-11X Area Advantage

107¢ , : — 107 : : :
mm VMM | | N VMM

10° VYRS B . MVM
168 mm oru (| O m OPU
N Total |- N Total

Latency (s)
ot
o)
Area (mm?)

10°
1010 107 . N
— — %)
.5_3<§( _4(_5<§E 80 8(9 8<§E
Sy O SZ TS K
S§ 8¢ 255 28
1 n x

All Analog Vector Matrix Multiply and Matrix Vector Multiply
have same energy and latency

« Entirely dominated by ADC, device properties irrelevant 5




Compare Architectural Advantages: o
Outer Product Update

120-430X Energy Advantage 2-34X Latency Advantage 5-11X Area Advantage

1] H L] ; ]ﬂ@_a ¥ ] ) [ H

] . VMM | | . VMM
10 B MVM | B MVM
| 107 :
__10° B OPU | - =
) B Total | = £
107 510 £
© {9 a
W A8 o =
10 — <
10°}

10™° 107

— — n

S S = 80 S 82

Dy DX 8L S T

An 0l £9 £~ o

¥ <p < <

Outer Product Update is device dependent

« SONOS has slow write (~1 ms) and high write voltage (11V)

* |FG and ReRAM write energy negligible compared to VMM

* |FG has extra delay over ReRAM for access device to turn off 33




Compare Architectural Advantages: gz
Area

120-430X Energy Advantage 2-34X Latency Advantage 5-11X Area Advantage
107 — : . .‘ ; 0.9 — ‘. ; ; :
: E VMM | o.s IR
E MVM a7l
B OPU
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1S
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ReRAM R =S

107
- == O (@)
E2 82X 80 S
oy of T8 2L
Quop <p <
SONOS area cost IFG and ReRAM go over

transistors, area dominated

reasonable, roughly bv ADC and DAC
y an

doubles area 34




Analog Devices Summary for Training @&

ReRAM

TiN
TaO, — 10 nm

TiN

SONOS
Silicon-Oxygen-

Nitrogen-Oxygen-Silicon

» Large Energy/Area/Latency -

advantage over digital

« Accuracy not good enough
« Back end of line compatible -

« Under commercial
development

I W

top oxide

silicon nitrice
sunne oxide

N* soren N* drain

: p-type silicon

Moderate Energy/Area/Latency
advantages over digital

High Accuracy

Commercially available

Need to prove endurance and
device to device variability

lonic

Floating-Gate Memory

i,
m
emr/-sz.or
. SiO:Ag

Large Energy/Area/Latency
advantages over digital
High Accuracy

Not clear how to integrate
Has retention challenges

35
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Multi-ReRAM Synapse: Periodic Carry

If we need more bits per synapse, use multiple memristors

 Three 10 level ReRAMs could represent 1-1000!
« Adding to the weight requires reading every

ReRAM to account for any carries and serially
programming each ReRAM: VERY EXPENSIVE

x100 x10 %1

>3

>4 A

»"’A. ]
)

|

—_—

* Use >10 levels to represent a base 10 system

» Ignore carry and program the crossbar in parallel.

» Periodically (once every few hundred cycles) read
the ReRAM and perform the carry

/
Extra levels 10 levels
store the } represent the
carry weight
conductance




Periodic Carry Compensates for Write Noise () i

1 115  1/25 1/125

~Nfueny”

1 -1/5 -1/25 -1/125

Read and reset every 100 pulses Weight
Do 300,000 small (0.02% of weight range) updaies |
* net of 1500 positive training pulses

Noise Sigma = 1.4% for single device Learn from a 0.5% Signal

* (from Gnoise/Grange = O'l\/AG/Gmnge )
» Write noise applied during updates and carries




Periodic Carry Mitigates Write Nonlinedfiis,

| Weight
o
o

19|

=1,

()

Write Nonlinearity

10 20 30 40
Pulse Number

Use center linear range of weights

1

115  1/25 1/125

\AJJBQ /
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Alternating Pulses Cause Weight Decay
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Pulses Pulses

I Il Il Il il Il Il

ok
0 10 20 30 40 50 60 70 80
Pulse Number

< Periodic|

» Train with 1% signal
| + Idealresultis 0.6

Ll
—0.4-0.2 0.0 0.2 0.4
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TaO, Results )

1 1/4 g9 130, —File Types 99 _ Ta0,—MNIST
| P Ideal Numeric
N > L I b o >
O § : deal Numeric - 5 PeripdicCary
Q) 590 k= .. = 590
5 O Periodic Carry o
< . < i
— : : Single Device -
?mglef Deche z
0 0 | | -
1 -1/4 0 10 20 30 40 0 10 20 30 40
Training Epoch Training Epoch

Carry once every
1000 updates

A/D and D/A is modeled, Serial operations modeled
«  When resetting weight, need to adjust pulse size based on current state to compensate for nonlinearity
* When reading a single weight, need to adjust readout range to be smaller (change capacitor on the integrator)




Summary

Energy Latency Area
430 — 6,900X over SRAM 35 — 800X over SRAM 11 — 20X over SRAM

1@5§ T T T 5 : E 1@6 "

10' y
Y5 & - . -~
E10°k F =
> _f : =10°
@ 10° E | @
0 " 5 <

0° i 10 10% |

Analog Digital SRAM Analog Digital SRAM Analog Digital SRAM

ReRAM ReRAM ReRAM ReRAM ReRAM ReRAM

8 bit in/out 4 bit in/out 2 bit in/out
B it weights B g pit weights = g pit weights

= Fundamental O(N) energy scaling advantage
= Use CrossSim to co-design materials to algorithms

= Use periodic carry to overcome noise devices

= Need high resistance 10-100 MQ Devices
= Need low write nonlinearities

ZEROSS SIM https://cross-sim.sandia.gov
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Overcoming the Power Limit ()

/\

Ve O RS S

0 Wi Wi3l Wiy
V2=X2—@ 2 1
- » Woo|  Wa3l  Wpy
37 X3

= W.?i' W'% W3q

- V=%,
4 A L B L & 4 B L \_.) @

Package Balls 421 balls

Richard Goering, “Three Die Stack -- A Big Step “Up” for 3D-ICs with TSVs” Cadence blog

Integrate Processing and Memory




Experimental Device Non-idealities @i

Device: Write Variability, Write Nonlinearity, Asymmetry, Read Noise

Circuit: A/D, D/A noise, parasitics

Variability and Nonlinearity

® = |deal
A i = Variability Range
o = Nonlinear

Ooooooooosog
o °
0 =
¢S
®

GocW

@)
@)

@ ® O
e ©®

>
Pulse Number (V,i;e=1V, t,,5e=11S)

Read Noise

- +Al

+1,

| o« GocW

lg-Al

Time (V,g5q=100mV)




Combined Effects of Nonidealities () =,

MNIST Accuracy File Types Accuracy
05 Linear Asymmetric, v=1 98 0.5 Linear Asymmetric, v=1 98
2 g
= < 0.4
2 =
() o 0.3
2 - »
2 4 2 02
Q 7 Q
= 3 T 01}
= 190 = 0. M0 90
Asymmetric, v=>5 Symmetric, v=5 Asymmetric, v=>5
0.5 0.5
XY | Y
N B
_g 0.3 _g 0.3
Z 02 > 02
Be) 2
= 01 = 0.1
= =
0.0 0 0.0 f — |
0 005 010 015 0 005 010 015 0 005 010 015 O 005 0. ‘JL@ 0.15

Read Noise (ggy) Read Noise (ggy) Read Noise (ggy) Read Noise (ggy)




What are the Neural ReRAM Device

Requirements?
Smali Large File
Images Images Types
Read Noise o (% Range) 3% 5% 9%
Write Noise o (% Range) 0.3% 0.4% 0.4%
Asymmetric Nonlinearity (v) 0.1 0.1 0.1
Symmetric Nonlinearity (v) >20 5 5
Maximum Current 160 nA 13 nA 40 nA
Symmetric Nonlinearity
Winax | 1 Wmax
B 3
g I 1 s
5 :
©
5 | { &
S =
2 | 2 .
Win Positive Pulses | Negative Pulses Wmin|  Positive Pulses
0 0.5 1 0.5 0 0 0.5

Normalized Pulse Number

Asymmetric Nonlinearity
T T T

|

Negative Pulses

Normalized Pulse Number

1

0.5

0




Full System Simulation A/D & D/A Have
Minimal Impact

MNIST

positive DAl DA

weights @E}D
) @r
SRR
D/A : A/D
-u-
D/A A/D
15 E

i g i i

negative — ideal Numeric |
weights W Conductance Weight ol "'IE” "'ﬁj mm:lr“m:a{:m -
Grax = Wina 0 5 10152025 30 35 40
A/Dl A/DI G../2 + 0 Training Epoch
0 1 'Wmax

File Types  4,501/900  256x512x9
Row Output Eegtly MNIST  60.000/10,000 784x300x10
SR T EIN -0.01 to 0.01

4 A 1

8
LI 0t sot | "o e
Col Input -1 to 1 8 Examples

8

7

=




TaO, Results

1 1/4
N
O
©
<
~
1 -1/4

Carry once every 1000 updates
for the LSB, and every 2 updates
on others

A/D and D/A is modeled, serial operations modeled

O
O

Accuracy
O
o

Digit 1

Digit 0

TaO,—File Types

Ideal Numeric

Periodic Carr;_

$inglei De\IIice

0O 10 20 30 40

Training Epoch

TaO,—MNIST
Ideal Numeric

Accuracy
(e}
o

Single Device
| | |

0O 10 20 30 40
Training Epoch

0

Weights During Training
E" S E — =
N ]
03 el~, {1 | |
1 T T 1 1T ]
+ 0.05 |- —
20,00 [y e
B—0.05 - —
| | | | |
0 1 2 3 4 5 §)
Update Count (x10,000)

 When resetting weight, need to adjust pulse size based on current state to

compensate for nonlinearity

« When reading a single weight, need to adjust readout range to be smaller (change

~anacitar Ann the intanratAar)



LISTA Results e

Weight

Configuration LISITA -I MNIIST

x49(basi77) ‘1 Ideal Periodic
o8 %% 1 > Numeric _Carry

o 98f
343 49 7 \ D .
0 0 0 Carry ;:d o7+ Slngle Ideal -

343 E 49 -7 / 96H Device w/ A/D-
-686 -98 -14 95 I I I ]

0O 10 20 30 40
Training Epoch

« Carry once every 1000 updates
« Use a single device per weight and
subtract a reference current



Neural Core Latency Analysis .
Analog ReRAM
8 bit in/out 4 bit in/out 2 bit in/out

B VMM Temporal Driver
1 VMM ADC
B MVM Temporal Driver
= MVM ADC
| OPU Temporal Driver
OPU = Outer Product Update

Min write time of 8 ns vs

x0.
1.28 ps 0.08 us _ _
1 ns incremental write

0.054 ps

Digital ReRAM SRAM
All bit precisions All bit precisions

SRAM transpose
read expensive

B VMM Read
B MVM Read
B OPU Write
—1 OPU Read

x1040 1335 s X35 44 ps




Neural Core Area Analysis

8 bits In/out 4 bits In/out 2 bits In/out
8 bit weights 8 bit weights 8 bit weights
Analog ReRAM
x1
75k um?2
ReRAM Array Arra
Digital ReRAM on logic Drivers
x1.8
137k pm2
MAC
SRAM
x11.1 |
836k pm?  \ SRAM Array

=

Timed Driver

Row Cache & Control
Voltage Driver

Col Cache & Control
Integrator
Comparator

Routing

ReRAM Array

JAURRRCE

Array Drivers
Multiply & Add
Input Buffers
ReRAM Array

nin

SRAM Array
Multiply & Add
Input Buffers

i

For the ReRAM, high voltage transistors require 8X area, improving this could give ~2X area savings
s ——— s ——T e e e—— s S




RESET
6.0x10% S.E T : 6.0x10™ ' I
0.2 T
!
@ 5.0x10%} @ 5.0x10* 504
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g 180 ?;I“:: ﬁi‘sn? g > oel m: mﬂé?m? ]
s s 08l Amp =114V 8 e Amp =-1.18V ]
S 4.0x10* §osf 1 Saox10*f azf
e S 84p = 4xI0® 2x10°  ©  Zx10® 4xi0°
[e] ezl o Time {8}
o o} ‘ (¥}
3.0x10" A e e e LI 3.0x10™}
Time: (S}
0 500 1000 1000 1500 2000
Pulse Number (#) Pulse Number (#)

SET Programming RESET Programming
i Repeat Repeat
2 Measure M\easw[e 1000X Measum = Measure Measure  1opox ~Measure
& see o eee
g §
> >

RESET RESET




Modeling Pulsed Cycling
Characteristics

LT 8
L
00025
= 0100201,
g
G.00m5 § | | f
i \ 1 '
= 00010y : '
LI |
BUODOBY- ]
i
BRI A
i@ Zoen , 8O0 Ao
Pulseiiumben{®)
10 ns 100 ns 1 us
. 400 1.0 1.0
300
o 600 200 0.8 0.8
= 100
RESET %4@@ o 0.6 0.6 «
@O
(al ~200 ,
—400 0.0 0.0
1000 2000 20000 25000 40000 50000
i 1.0 1.0
800 - 1200 10000 0.8
. 1000 :
g0 0.6 Rl Bosen 0.6
© 400 & 600 6000 &
SET %2@@ 0.4 " 400 4000 04"
2 200
@‘ 0.2 pe 2000 0.2
| 0.0 =200 B 0.0
1000 2000 20000 25000 40000 50000
Conductance {pS) Conductance (S} Conductance (p5)

ZROSS SIM _




TaOx ReRAM in Backprop Training @&

small Digits

100

-  Exp. Derived
—  ldeal Mumeric
@m O IO N ] ] '
0 51@152@253@354@
Training Epoch

@ L |

J

— [Exp. Derived
- deal Numeric

0 510152025303540

— lfdlae&ali] Niwmmmmlrc

{@ 5 ]L@ 152@253@35%

Training Epoch Training Epoct
# Training # Test Network Size
Data set
Examples | Examples
UCI Small Digits[1] 3,823 1,797 64x36x10
File Types[2] 4,501 900 256x512x9
MNIST Large Digits[3] 60,000 10,000 784x300x10
ZZIROSS SIM




Conductance (S)
° ° ° °
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=  For comparison all devices at 100 ns due to impedance limitation

= Device operation voltages found by increasing amplitude by 0.1 V until switching
occurred — must survive 200,000 nudges so lowest possible voltage used

= Chalcogenide SET = +0.8 V RESET =-0.8V
= Si0,-Cu SET =+1.4 V RESET =-1.6 V

= TaO, SET +1.0V RESET=-1.0V
-



Comparison of Filamentary ReRAM @&,

= TaO,-Ta highest training classification accuracy initially

= Analyze effect of noise and nonlinearity on accuracy with
CrossSim

= Nonlinearity is an inherent issue for each filamentary device

Sandia Baseline TaO,-Ta SiO,-Cu Ag-Chalcogenide
10— 100 ————————r———————— 10—
90 [f T 1 o - 90 , ]
_ 80 ' = VA\/A'_/—\J\VAVAVA < ' _ 80 ' - 80 I ﬂ T
X 70: X 70H— X 70 1
> 60} > 60 I~~~ T — A > 60
© © ] ©
5 50 5 50 1 5 50
3 40 9 ]
< - S 4 8 40
30} —— Numeric 30} —— Numeric 30§ —— Numeric
201 —Llnear_lzed 20! —Linear_ized 201 —— Linearized
10l — No Noise 1ol T No Noise —— No Noise
0. —— No Manipulation . . . ; . —— No Manipulation . 10.' —— No Manipulation
0 5 10 15 20 25 30 35 40 075 10 15 20 25 30 35 40

0 |'|'|'-
0 5 10 15 20 25 30 35 4(

Training Epoch (#) Training Epoch (#) Training Epoch (#)

R. Jacobs-Gedrim et al, IEEE-ICRC, 2017



Li-lon Synaptic Transistor for Analog e

Computation (LISTA) G-V for LISTA
C 250
= Alternatively, novel devices may 250r
offer promise @ 200)
= LISTA: modulate the doping of & 1501
Lithium battery cathode 100}
= Resistivity across cathode 50
changes linearly with battery Ok =
charge/discharge
o s 500 nm anode/gate current-collector

‘ electrolyte/insulator
4 N |

anode/gate

Vv ; _ . =

G electrolyte/insulator i = >

' E ()]
— Liy. Li* + xh
LiCoO, Li1.xCop + xLi" + ‘ EE WDMVV"‘" W NGETYeYY v e
_'<80urce cathode/channel  drain 5 \

g — r cathode/channel SiO [

VesT T — source 2 _drain

V E. Fuller et al, Adv Mater, 2017




Electrochemical Neuromorphic =
Organic Device (eNode)

a @ 600 1
. V Nt i}
& .y Ck‘,\r —. Y pre o 800 -
; {:‘ ,** _[ LI_‘T T T T T T T T T T T T
. 0 2,500 5,000 7,500 10,000 12,500 15,000
L E - O
i ~ 550 - 2
L, i . <
5 600 1 _ §
g 650 1 ™ i =3
£ 700 + ) - S
T 750 - --75 §
o 1 1 =
Source UA8OO 1 - 1%
>
/ E 8 |
B vp-usl 'I'pn«slr £ -
> ¥ T v T ¥ T ¥ T ¥ T ¥ T J T ¥ T
4,000 4 500 5,000 5,500
Pulse #

van de Burgt et al, Nature Mater., 2017




Electrochemical Neuromorphic &
Organic Device (eNode)

b 1.0 E 1.0
2 -
0.8 | 0.8
'2; 1 0.6 o @ 0.6 Q
2 04 7 g 04 "
D ‘ -
0.2 - 0.2
-1 0.0 : 0.0
600 700 BOO 600 700 800
Conductance (pS) Conductance (pS)
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o o 3 o 3
= 3 90 = 3 90
o ¥ ¥]
=T < <L
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= |deal numeric : = |deal numeric 1 = |deal numeric
OF—T—F 71T 7T 1717 0 +— T T T T 1 0T 7T 7T T 71T 71
0 10 20 30 40 0 110 20 30 40 0 10 20 30 40
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van de Burgt et al, Nature Mater., 2017




