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Implementation of Temporal Parallelization for Rapid
Quasi-Static Time-Series (QSTS) Simulations
Joseph A. Azzolinil, Matthew J. Renol, and Davis Montenegro2

1Sandia National Laboratories, Albuquerque, NM USA, 2Electric Power Research Institute, Knoxville, TN USA

Abstract
Quasi-static time-series (QSTS) analysis of distribution systems can

provide critical information about the potential impacts of high
penetrations of distributed and renewable resources, like solar
photovoltaic systems. However, running high-resolution yearlong QSTS
simulations of large distribution feeders can be prohibitively
burdensome due to long computation times. Temporal parallelization of
QSTS simulations is one possible solution to overcome this obstacle.
QSTS simulations can be divided into multiple sections, e.g. into four
equal parts of the year, and solved simultaneously with parallel
computing. The challenge is that each time the simulation is divided,
error is introduced. This paper presents various initialization methods
for reducing the error associated with temporal parallelization of QSTS
simulations and characterizes performance across multiple distribution
circuits and several different computers with varying architectures.
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• QSTS simulations can be divided into multiple sections, e.g. into four equal parts of the year, and
solved simultaneously in OpenDSS using the built-in parallel computing functions (see flowchart)

• Since each power-flow solution can have more than one valid solution, the calculated states at
each temporal division may differ from the actual base-case states which introduces error

• The upper bounds of expected speed improvements
can be captured by Amdahl's law, where S is the serial
component of the application and N is the number of
parallel divisions
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Speed Results
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A 2.633x (4 cores) 17.84% serial 0.9894

B 6.542x (10 cores) 6.52% serial 0.9887

C 8.156x (16 cores) 6.65% serial 0.9975
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• This paper explored the method of temporal parallelization as a solution to speed up QSTS simulations

• Four different test circuits and three different computers were used to quantify the speed improvements
and accuracy of temporal parallelization

• Temporally parallelized QSTS simulations were shown to have a serial component of at least 6.52% resulting
in a speed improvement of up to 8.156x faster when using 16 cores, and all errors were below thresholds

• These test circuits and the MATLAB code used to implement temporal parallelization will be publicly
e °P U.S. DEPARTMENT OF LW &+(i44
ENERGY iiivwf-,11National Nuclear Security Administration

Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and Engineering Solutions
of Sandia, LLC, a wholly owned subsidiary of Honeywell International, Inc., for the U.S. Department of Energy's National Nuclear
Security Administration under contract DE-NA0003525.

available: https://pvpmc.sandia.gov/pv-research/quasi-static-time-series-qsts/ 
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