S paper acesject echcalasulanany ySU]ect views or opini might exp&wed
haperd t necessarily represent the views of the Department of Ei gyh edStes overnmen

SAND2019- 6843C

Implementation of Temporal Parallelization for Rapid
ational  Quasi-Static Time-Series (QSTS) Simulations

aboratories

withe national interest

Joseph A. Azzolinit, Matthew J. Reno?, and Davis Montenegro?

1Sandia National Laboratories, Albuquerque, NM USA, ZElectric Power Research Institute, Knoxville, TN USA

Error Results

N

Quasi-static time-series (QSTS) analysis of distribution systems can Error Results for 4 Different Test Circuits
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QSTS simulations is one possible solution to overcome this obstacle.
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Temporal Parallelization
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Time-seriesdata > .. . Initialize ctors No l  This paper explored the method of temporal parallelization as a solution to speed up QSTS simulations
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in a speed improvement of up to 8.156x faster when using 16 cores, and all errors were below thresholds
e These test circuits and the MATLAB code used to implement temporal parallelization will be publicly
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