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Abstract — Distribution system analysis requires yearlong
quasi-static time-series (QSTS) simulations o accurately capture
the variability introduced by high penetrations of distributed
energy resources (DER) such as residential and commercial-scale
photovoltaic (PV) installations. Numerous methods are available
that significantly reduce the computational time needed for QSTS
simulations while maintaining accuracy. However, analyzing the
results remains a challenge: a typical QSTS simulation generates
millions of data points that contain critical information about the
circuit and its components. This paper provides examples of
visualization methods to facilitate the analysis of QSTS results and
to highlight various characteristics of circuits with high
variability.

1. INTRODUCTION

Modern  distribution circuits require analysis for
understanding the impact of new smart grid technologies and
increasingly high penetrations of distributed and renewable
resources. Quasi-static time-series (QSTS) simulations solve a
series of sequential steady-state power-flow solutions, in which
the converged state of each iteration is used as the beginning
state of the next. QSTS is used to study equipment control
operation, voltage regulation, and reactive power management
for distributed energy resources (DER) like solar photovoltaic
(PV) systems [1]. Rather than providing a snapshot analysis of
worst-case scenarios, QSTS simulations model the discrete,
temporally dependent controls that are present in many modern
distribution circuits, allowing the time-dependent states of the
system to be captured over any given time horizon. Among
other practical uses, QSTS simulations can record the time
duration of extreme conditions like under-voltage or over-
voltage, calculate the effects of daily changes in load and PV
output, and enable the study of interactions between control
equipment like advanced PV inverters and step voltage
regulators or advanced distribution management systems
(ADMYS) [2].

Conventional QSTS simulations can be prohibitively
burdensome and computationally intensive. To accurately
capture all distribution system metrics, a yearlong QSTS
simulation with a 5-second time step resolution or less is
recommended [2]. Using this recommended time step for a
yearlong QSTS simulation requires 6,307,200 sequential power
flow solutions. Many methods have since been proposed to
perform rapid QSTS simulations. The computational time for
each power flow can be improved by circuit reduction [3] or by
Diakoptics [4]. The total number of required power flows can
be reduced using various algorithms [5]—[8]. The QSTS time
horizon can also be divided up and solved on multiple CPUs in

parallel [9], [10]. Each of these methods preserves the benefits
of QSTS simulations while reducing the computational
requirement, making QSTS analysis much more practical.
Once a QSTS simulation has finished, there remains the task of
analyzing the results to understand the impacts of different
DER or control strategies. After each power-flow solution, a
new system state is reached with potentially tens of thousands
of data points depending on the size of the circuit being solved,
and millions of steady-state power-flows are solved during a
single yearlong QSTS simulation. Figure 1 shows an overview
of how a QSTS simulation is run.
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Figure 1. Flowchart for running QSTS simulations and analyzing data
with visualization methods.

The available rapid QSTS methods can be applied to quickly
simulate large and complex distribution circuits with thousands
of buses and multiple controllable elements. For every time step
of the simulation, copious amounts of data can be probed from
the simulation. This data includes voltages at every bus and

Sandia National Laboratoriesis a multimission laboratory managed and operated by National Technology & Engineering Solutions of Sandia, LLC, awholly owned
subsidiary of Honeywell International Inc., for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-NA0003525.



node, loading information from power delivery elements (e.g.
lines and transformers), active and reactive power injections
from distributed generators or energy storage devices,
controller states and time delays (e.g. regulator tap position or
time until a switching capacitor changes state), and active and
reactive power losses. Therefore, the ability to organize and
visualize the results of QSTS simulations is critical for
analytical purposes.

While there are various visual techniques used in many
aspects of power systems, overall there is a lack of techniques
for time-series simulations of distribution circuits. This paper
presents various visualization methods (implemented in
MATLAB) for the efficient analysis of QSTS results,
particularly for circuits with high penetrations of PV.

The paper is organized as follows: the next two subsections
provide a background of visualization methods for power
systems and highlight the specific contributions of the paper,
Section II describes the test feeder used for QSTS simulations,
Sections III through VII discuss various visualization methods
(circuit plots, voltage profiles along a feeder, time-series data,
statistical distributions, and controller states, respectively), and
Section VIII concludes the paper.

A.  Background

Data visualization is a critical aspect of power system
analysis in both real-time applications and offline studies. The
use of color contouring on one-line diagrams to visualize bus
voltage magnitudes has been shown to improve
acknowledgment speed of violations compared to a numeric
display [11]. Color contouring has also been used to visualize
other bus information, like locational marginal prices (LMPs)
and line flow information [12]. Three-dimensional
visualization methods have been proposed to simplify the
results of contingency analyses [13]. For distribution system
planning, visualization concepts can be combined with
forecasting and financial data, as in [14], to help make informed
decisions about circuit upgrades. Visualization is a key
component of monitoring and control systems, such as in state
estimation platforms [15]. One visualization approach for time
series data used a kernel estimation of electrical variables to
detect conditions of interest [16].

B.  Contributions

While the motivation for QSTS simulations is clear, there is
a lack of literature on analyzing or visualizing the results. The
objective of this paper is to present a number of visualization
methods that leverage the detailed time-series data unique to
QSTS simulations in a way that facilitates the analysis of
modern distribution circuits. In later sections, various examples
will be given that characterize the extreme conditions on the
circuit and the various effects of DER. However, it should be
noted that these methods and examples are not meant to be
exhaustive, but rather were selected to highlight the advantages
of QSTS simulations over snapshot methods. Additionally, the
plotting functions used to generate the figures in this paper, as

well as the test circuit used for the QSTS simulation, are open
source and publicly available to be downloaded along with
other resources like additional QSTS test circuits and functions
for rapid QSTS simulations [17].

II. LARGE UTILITY TEST FEEDER

The results in this paper are from an example QSTS
simulation performed on a large test system, based on an actual
distribution feeder [18] with 2,969 buses (5,469 nodes), 4 step
voltage regulators, and 5 switching capacitors. A total of 144
PV systems (~20% of peak load) are installed on the feeder,
including distributed PV systems modeled on the low-voltage
networks adjacent to the loads and two centralized utility-scale
installations (PV_Cl1 and PV _C2) with their own
interconnection transformers. Each PV system is grouped into
one of four categories based on its geographic location and
assigned a unique 1-second power injection profile based on
solar irradiance data. See [5] for more details on the circuit. The
yearlong QSTS simulation was performed in OpenDSS, via the
GridPV toolbox in MATLAB [19].

In another QSTS simulation of this same circuit, the two
centralized PV systems were modeled with Volt-Var
functionality according to IEEE 1547 [1]. The QSTS
visualizations methods presented in this paper can be used to
highlight the effect of the added advanced inverters.

III. CIRCUIT PLOTS

Conventional circuit plots based on GPS coordinates of
devices show the geometry and orientation of a distribution
circuit. These plots are useful for understanding where certain
components are located with respect to one another and are
typically used to show voltages or power flows at an instant in
time, commonly referred to as snapshot analyses. While these
methods are useful in certain cases, they cannot provide any
insights into the time-dependent nature of the system.

With QSTS, circuit plots can be infused with additional data
from simulation results, making them more powerful. Each
circuit element in Figure 2 is assigned a unique symbol, making
them easy see. For example, in Figure 2, clicking on the voltage
regulator symbol shows the total number of tap position
changes that occurred throughout the year or clicking on a PV
system shows the total amount of energy produced. Other
information that can be accessed includes number of capacitor
state changes, feeder minimum and maximum active and
reactive powers, line loading, etc.

The lines in the circuit plot can also be colored according to
QSTS results. In Figure 2, the lines are colored by maximum
voltage. This figure reveals that the highest voltages were not
recorded near the substation, but near the middle of the feeder,
due to the high penetration of PV systems in that area. Line
colors can also be assigned by other QSTS results like loading.
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Figure 2. Circuit plot with coloring based on the maximum voltage
each node reached throughout the year.
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Figure 3. Circuit plotted in Google Earth with coloring based on
maximum voltage each node reached throughout the year.

If the model contains real coordinates, the circuit can be
plotted in Google Earth using color schemes based on QSTS
results. The advantage of Google Earth is that the circuits can
be plotted exactly where they are located, giving a better
representation of the circuit. In many areas, the “street view”
feature in Google Earth is available, making it possible to see
actual photos of the circuit components, such as the pole-
mounted transformers, voltage regulators, or capacitor banks.
Figure 3 shows the same type of circuit plot as Figure 2, but in
Google Earth.

IV. VOLTAGE PROFILES ALONG A FEEDER

Maintaining voltage levels between acceptable thresholds is
crucial for distribution circuits. Typically, the voltage along a
feeder drops as the distance from the substation is increased. In
modern distribution circuits, there can be multiple devices that
contribute to voltage regulation on a single circuit. Voltage
profile plots show the feeder voltages as a function of distance
from the substation at specific points in time. Symbols
representing DER or voltage regulating equipment can be
plotted on top of the voltage profile to explain what may be
contributing to sudden changes.

Many of the visualization methods presented in this paper
make it easy to recognize which parts of the year the circuit

experiences high variability or extreme conditions. With that
information known, it is possible to take a closer look during
those time periods, e.g. when the heaviest overloading occurred
or when the feeder experienced its maximum and minimum
voltages during the year. Since all the system states throughout
the year are known, it is easy to “rewind” to any specific time,
t. First, the regulator tap positions and switching capacitor
states are set to where they were at time ¢, and held constant in
those positions. Then, the loads and generators are assigned
their injections according to their profiles at time ¢. Lastly, the
power-flow is solved.

The procedure described above was implemented to generate
the voltage profiles in Figure 4 for two distinct time points. The
top subplot represents the time point when the maximum
voltage occurred anywhere on the feeder throughout the
simulation, i.e. the yearly global maximum node voltage, and
the bottom subplot represents the time point when the minimum
voltage occurred anywhere on the feeder throughout the
simulation, i.e. the yearly global minimum node voltage. The
voltage magnitudes at each node are plotted as a function of the
distance from the substation. The vertical dashed lines represent
the service transformer and low-voltage secondary network that
often has a large per unit voltage drop over a short distance. In
Figure 4, the profile at maximum voltage shows that the voltage
increased steadily from the substation and reached a maximum
near a cluster of PV systems’ points of common coupling
(PCO).
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Figure 4. Feeder voltage profile at the time point when the yearly
global maximum node voltage occurred (top) and at the time point
when the yearly global minimum node voltage occurred (bottom).

V. TIME-SERIES DATA

In QSTS simulations, the converged state of a power-flow
solution serves as the initial state of the next sequential power-
flow. After each solution, data on the state of any circuit
element can be collected. Plotting this data against the time



point it was taken from gives a very detailed, time-series
representation of the system states. Figure 5 shows an example
of this, where the tap position of the substation transformer’s
load tap changer (LTC) and tap position of three voltage
regulators along the feeder are plotted against time. These types
of plots are helpful in determining minimum and maximum
values and understanding the relationships of various circuit
elements, e.g. interactions between two voltage regulators or
between a voltage regulator and a smart inverter with reactive
power control. However, underlying trends may still be difficult
to identify.
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Figure 5. Regulator tap position time-series.
A. Aggregated Time-Series Data

Data aggregation is one method for extracting useful
information from time-series datasets and may help to identify
the underlying trends in the data. The length of the aggregation
window can be adjusted to any size based on the variability of
the element being analyzed or the desired resolution. For QSTS
simulations with a constant time-step, data aggregation is
straightforward. First, the time-series data is reshaped into a
matrix, then a function is applied along one dimension, e.g.
taking the sum or finding the average value. For QSTS
simulations with a variable time-step, the data must either be
interpolated down to a constant time-step and reshaped or
aggregated by looping through each window individually,
which can be computationally intensive when using small
window sizes.

By aggregating the regulator tap position time-series data
(Figure 5) into monthly totals (Figure 6), it is easier to see how
each regulator operates over time with respect to the others. For
example, in January, “Regl” had the most tap changes, but
steadily declined until June when it had the least.

Another example of data aggregation can be seen in Figure
7. This figure shows the monthly energy production of the two
centralized PV systems. In terms of analyzing distributed
generation, this type of plot could give insight into the various
PV systems on the circuit, such as their sizes or relative tilt and
azimuth angles.
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Figure 6. Monthly totals of tap position changes.
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Figure 7. Monthly energy production of the two centralized PV
systems.

B.  Temporal Raster

Time-series data can also be characterized in a temporal raster
plot where the data is organized into a matrix and the color of
each pixel represents its value for that point (or aggregated
points) in time. By adding this extra dimension, the diurnal trends
in the data manifest themselves through color. These plots could
also be represented on three-dimensions axes, where the
variable’s magnitude is plotted on the third axis. Figure 8 shows
an example temporal raster plot, using a one-hour aggregation
window, of the energy production of the centralized PV systems
with Volt/Var function turned on. While PV_Cl is roughly five
times larger, the advanced inverter on PV_C2 consumed a greater
amount of reactive power and did so more often. The specific
impact of the Volt/Var function can be explored by looking at the
feeder’s time-series data and aggregated data. The addition of
advanced inverters on the two largest PV systems helped to
reduce the feeder’s yearly maximum voltage by 0.0031 per unit,
increase the feeder’s yearly minimum voltage by 0.0048 per unit,
and decrease the number of operations of every voltage regulator
and switching capacitor in the circuit.

Another benefit of QSTS analysis is the ability to quantify
losses in a distribution circuit. Figure 9 shows a raster plot,
using a 10-minute aggregation window, of the line losses in the



circuit. Thus, each pixel represents the maximum line losses (in
kW) that occurred over the aggregation window. This figure
shows that the line losses were mostly less than 100 kW
throughout the year, with the exception of a few days. Since a
10-minute aggregation window was used in Figure 9, the pixels
appear much smaller and capture more detail than the 60-
minute aggregation window used in Figure 8.
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Figure 8. Temporal raster plot with one-hour aggregation of energy
production real power produced (top), reactive power produced
(middle), and reactive power consumed (bottom) of the two
centralized PV systems.
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Figure 9. Temporal raster plot of line losses using a 10-minute
aggregation window.

VI.STATISTICAL DISTRIBUTIONS

Statistical analysis is great tool for dissecting large amounts
of data. The following subsections give several examples of
how this can be accomplished for QSTS data.

A.  Box Plots

In QSTS simulations, time-varying circuit components like
load and PV generation each have profiles associated with
them, consisting of a series of multiplier values. These time-
series profiles, or loadshapes, are typically created from actual
measured data and dictate how the components change through
time.
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Figure 10. Box plot of 1-second resolution time-series profiles
(1,314,000 data points per box).

Figure 10 shows the distribution of multipliers at each hour
of the day for three different loadshapes: one for residential
loads, commercial loads, and one of the PV profiles. The
bottom and top edges of the boxes represent the 25" and 75
percentiles, respectively. The red line inside the box is the
median value, while the whiskers extend to the most extreme
data points not considered outliers (red crosses). All loadshapes
used in these QSTS simulations represent yearly time-series
data at a 1-second resolution for a total of 31,536,000 data
points per loadshape. This data must first be reshaped before
the box plots can be generated. Each hour of the day contains
3600 data points and the time horizon of these loadshapes was
365 days, so each individual box represents 1,314,000 data
points. The time-series data can be reshaped in several different



ways, depending on what information is important to the user.
This would result in days or months being on the x-axis instead
of hours. Each loadshape could also be represented in a single
box, such that all loadshapes would appear side by side in a
single figure.

B. Shaded Percentile Plots

Shaded percentile plots can show how statistical distributions
change over time. In these plots, the denser areas of the
distribution appear as darker colors and the red line represents
the median value. In Figure 11, each vertical slice represents
the distribution of the daily minimum voltage each node
recorded. These daily minimum values are then sorted to find
the values of the various percentiles. For example, in Figure 11,
the 75" percentile voltage on the first day of the year was
1.0126 per unit. So on January 1%, 75% of the nodes in the
circuit had a minimum voltage less than 1.0126 per unit. This
figure also shows that the distribution of percentiles stays
relatively constant throughout the year, except for a few periods
of time in late summer. The benefit of this type of plot is that it
gives insight into the severity of certain extreme circuit
conditions. For instance, the lowest node voltage throughout the
year, which occurred on Sept. 27%, was 0.9013 per unit—well
below the predetermined threshold for this simulation of 0.95
per unit. However, on that same day, 90% of the nodes on the
feeder remained above 0.9408 per unit.
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Figure 11. Distribution of daily minimum node voltages (5,469 nodes).
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Shaded percentile plots are particularly useful when
analyzing a large number of elements at once, such as the 5,469
nodes in Figure 11. Circuits with thousands of nodes would also
have a large number of power delivery elements (lines and
transformers) to connect those nodes. Thus, we can use shaded
percentile plots to analyze the loading characteristics of power
delivery elements as well. Figure 12 shows the daily maximum
loading of all 2,970 power delivery elements in the test feeder.
In this case, overloading is not an issue. In fact, 90% of the
power deliver elements experienced a maximum loading of less

than 40%, which indicates (from a capacity standpoint) there is
room for load and PV growth.
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Figure 12. Distribution of daily maximum loading of every
transformer and line in the test feeder (2,970 elements).

C.  Cumulative Distribution Functions

Cumulative distribution functions, or duration curves, show
the proportion of time for which a variable exceeds a certain
level. For example, Figure 13 shows a duration curve for the
real and reactive power of the feeder. For over 80% of the time,
the feeder had more than 5 MW of power flowing through it,
and it only had more than 15 MW of feeder power consumption
for 0.1% of time (less than 9 hours).
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Figure 13. Duration curves of feeder real and reactive power into the
feeder.

Duration curves of maximum and minimum voltages can
show how much time the feeder spent outside its predetermined
operating limits, for example ANSI C84.1. In Figure 14, the x-
axis of the duration curve is shown in terms of hours instead of
as a percentage of total time. From this figure, it is clear that the
maximum and minimum feeder voltages had very different



characteristics. The feeder’s minimum voltage reached
violations of nearly 0.050 per unit, while the feeder’s maximum
voltage reached violations of only 0.015 per unit. However, the
minimum voltage spent only 130 hours outside its threshold,
while the maximum voltage spent 195 hours outside its
threshold.
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Figure 14. Duration curve of feeder voltage violations anywhere on the
feeder.

VII. CONTROLLER STATES

One major benefit of QSTS simulations is the ability to
model discrete controls and capture the time-dependent states
of controllable elements like switching capacitors and voltage
regulators. These expensive devices tend to operate more
frequently in the presence of increased variability, such as in
circuits with a high penetration of PV. Therefore, understanding
their activity is a critical component of distribution system
analysis. In Figure 15, the percent of time each capacitor spent
switched on is represented as a stacked bar graph. This figure
shows that “Cap2” was switched on for more than 95% of the
time. Analysis of the data also shows that this capacitor
switched states 146 times throughout the year. These results
suggest that investing in a static capacitor bank near that
location could be beneficial to reduce the number of operations
of “Cap2.”
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Figure 15. Stacked bar graph of capacitor states

Voltage regulators adjust their tap positions over time to help
maintain line voltages within predetermined limits.
Understanding how they operate throughout the year can help
distribution system engineers find ways to minimize
maintenance costs or prolong the lifetimes of the devices. In
Figure 16, the x-axis of the subplots shows the available tap
positions of each regulator, and the y-axis shows the total
amount of time spent in those positions. One interesting thing
to note is that only the substation transformer’s on-load tap
changer (Sub_LTC) spent the majority of its time boosting the

voltage.
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Figure 16. Total time spent at each tap position.

VIII.CONCLUSION

QSTS simulations are a powerful study tool for the analysis
of modern distribution circuits, especially those with high
penetrations of DER. Rapid QSTS algorithms have made it
practical to simulate large distribution feeders with thousands
of buses and multiple controllable elements, but there remains
the task of analyzing the tens of millions of data points after the
simulation has finished.

One advantage of QSTS simulations is the amount of detailed
data available for analyzing extreme circuit conditions. With
QSTS circuit plots, the yearly maximum bus voltages were



shown as colored lines, making it easy to identify problematic
areas. Furthermore, since the states of all controllable devices
were recorded, a voltage profile plot at the circuit’s yearly
maximum could then be generated after “rewinding” to that
point in time.

Data aggregation and statistical analysis provide another set
of tools for analyzing QSTS results. Monthly totals of tap
positions changes were plotted for each voltage regulator,
which revealed how their operations changed over the seasons.
Three of the different loadshapes used in the test feeder were
represented in box plots that showed their variability at each
hour of the day over the year.

These visualization methods also help to highlight the
benefits of QSTS simulations by showcasing the impacts that
various smart grid technologies and increased levels of DER
have on the distribution system. In one QSTS simulation, the
two large centralized PV systems were equipped with Volt-Var
functionality. The temporal raster plot generated from the
results of this simulation revealed that that smaller of the two
systems consumed much more reactive power than the other.
After further investigation of the time-series and aggregated
data, it was found that adding the two advanced inverters
resulted in a reduction of operations of every single controllable
device on the feeder.

The visualization methods proposed in this paper can be used
to facilitate the process of analyzing tens of millions of data
points and allow for the extraction of underlying trends in the
data to help distribution system engineers and planners make
informed decisions about circuit upgrades and maintenance.
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