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ABSTRACT
Active crowdsourcing - the elicitation from online crowd workers - has been successfully
implemented for data collection and analysis tasks across many domains, and across sectors
including academia, government, and non-governmental organizations. Several non-governmental
organizations have developed nuclear non-proliferation relevant crowdsourcing activities or
platforms, and the International Atomic Energy Agency (IAEA) has issued multiple "challenges"
for safeguards technology development harnessing the distributed wisdom of crowds. While
crowdsourcing may hold promise for multiple types of tasks that could support international nuclear
safeguards verification, the construct and implementation of crowdsourcing tasks for safeguards
should be carefully considered. As the culmination of over two years of research, we present a
series of considerations for safeguards-focused data collection and analysis crowdsourcing tasks.
Our paper considers ethical issues related to crowdsourcing in general and safeguards specifically,
and practices we observed from a broad literature review to ensure the highest quality of data
collection possible, including response assessments, user selection techniques, and task construction
recommendations. We intend this paper to provoke thoughtful and careful considerations of task
selection, deployment, and response assessment for safeguards-related crowdsourcing activities.

INTRODUCTION
Crowdsourcing is increasingly present in our daily lives. While computers are efficient modern
solutions to straightforward computational analysis problems, they currently lack the ability to
effectively apply reason and cognition to data. Humans are far superior at understanding and
analyzing data to make inferences by applying logic and reasoning. Furthermore, the rise in
machine learning has used crowdsourcing as a valuable tool for training algorithms, leveraging the
relative strengths of both machines and humans. The need for large quantities of original, human-
produced data for each of these cases has led to the creation of simple human intelligence tasks
what can be completed in minimal time with little to no training by human users, in many cases
over the Internet: crowdsourcing.

Communities across academia, government, and non-governmental and international organizations
have identified and used crowdsourcing as a valuable tool to collect and assess data via tasks which
are unsuitable for direct computational analysis. Fields which have leveraged crowdsourcing
include scientific research and development, nature, leisure, sports, gaming, and search and rescue.
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The concept of crowdsourcing has even penetrated the nuclear nonproliferation community: The
Geo4Nonpro project at the Middlebury Institute for International Studies at Monterey elicits input
regarding satellite images from invited experts.1 Crowdsourcing has also been used for community-
based arms control monitoring, for example as described in an article at the Arms Control Wonk
where experts used crowdsourcing to acquire supplemental data regarding Russian strategic forces.2
Crowdsourcing has incorporated the concept of open "challenges" to promote cutting edge research
and development, such as the Grand Challenges of the Defense Advanced Research Projects
Agency (DARPA) which aim to solicit innovative technical solutions from a broad audience.3 The
IAEA has recently adopted a technology challenge model, holding several competitions as a method
of soliciting the public's input for innovative designs and solutions to modern safeguards problems,
as well as non-safeguards related issues.4

The recent rise in visibility of crowdsourcing raises the questions of if and how crowdsourcing
could be used in support of data collection and analysis (as opposed to technology development) for
international nuclear safeguards verification. Due to the high visibility of IAEA safeguards
activities and the implications for states and the international community of the IAEA's safeguards
conclusions, there are multiple considerations that should be carefully weighed. In this paper, we
will review socio-political (including legal and ethical) considerations for potential use of
crowdsourcing to collect and assess data (as opposed to conducting technology challenges) for the
International Atomic Energy Agency (IAEA). Then, we will describe the data-driven considerations
for the development and implementation of crowdsourcing. In doing so, this paper does not offer
suggestions for direct safeguards application spaces, but rather presents a set of considerations for
its mindful potential employment within this area.

SOCIO-POLITICAL CONSIDERATIONS
Socio-political considerations refer, in the context of this paper, to the legal, ethical, and political
factors that a safeguards organization might consider in their use of crowdsourcing. For the
purposes of our research, we cover the socio-political space by analyzing the legal background for
potential use of crowdsourcing, lessons gleaned from the human studies research domain as
documented in the 1979 Belmont Report, and other safeguards-specific considerations including the
undue burden for member states and facility operators, the importance of independent data
verification, and protection of safeguards-sensitive interests.

Legal Background
As part of the Programme 93+2, and further described in GOV/2784, the IAEA formalized its
"analysis and evaluation of all relevant information available to the Agency" to support safeguards
verification under its existing legal authority.5 The use of all relevant safeguards information has
been the primary means to justify the collection and analysis of open source data, including (later)
social media data. However, the use of crowdsourcing to collect or assess data — that is, specifically
elicit or request information that might not have otherwise existed — is an unprecedented
proposition.

If the IAEA were to adopt the use of crowdsourced data or analysis, the method by which the IAEA
would obtain such data would likely change the interpretation of the activity under the IAEA's legal
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authority. One could consider various concepts of operation under which the IAEA might have
access to crowdsourced data for use in safeguards verification activities, each of which would be
interpreted differently. Example concepts of operation for the IAEA obtaining crowdsourced data
could include:

• The provision of crowdsourced data on a safeguards-relevant topic that a nongovernmental
organization collected for its own purposes and voluntarily provided to the IAEA;

• The conception and implementation of a crowdsourcing activity by a non-Safeguards
Department at the IAEA to collect geo-located imagery and environmental samples from
across the world to measure environmental uptake of radioactive particles, the results of
which could be shared with the Department of Safeguards once internally processed;

• The initiation of a new crowdsourcing effort by the IAEA Department of Safeguards to
collect daily photographic coverage of nuclear facilities at a specific site.

Ethical Treatment of Crowdsource Workers
The 1979 Belmont Report presents basic ethical principles and guidelines under which biomedical
and behavioral research should be conducted to ensure the protection of human subjects.6 The
guidelines of this report are useful in the context of crowdsourcing and establish a robust framework
for the examination of the ethical issues of crowdsourcing.

The first of the ethical principles identified by the report is respect for persons, which requires
individuals to be autonomous agents where their participation is voluntary, and acknowledgment
and adherence to the fact that certain individuals in society possess diminished autonomy and their
participation may need to be monitored, restricted, or excluded. To address respect for persons in
the context of crowdsourcing, it may be pmdent to rely on workers with intrinsic motivators such as
belief in the nonproliferation mission and interest in the task content. Intrinsic crowd worker
motivation reduces the potential for worker exploitation.

The second ethical principle of beneficence encompasses the struggle between accepting the risks
associated with taking potentially progressive actions, and the possible benefits to society which
may be gained by taking those risks. Safeguards crowd workers should only be asked to complete
straightforward and safe tasks which do not place them in a dangerous situation physically, socially,
psychologically, or economically. It should be carefully considered whether the risks are worth
asking workers to conduct physically demanding tasks such as sample collection, radiation
measurements, or taking outdoor photographs of facilities.

The final ethical principal described in the Belmont Report is justice. Justice means that the benefits
of research should be distributed fairly, and that populations which endure the risks associated with
the studies producing benefit receive at least their fair share of benefits. For monetary benefits,
caution should be taken when considering distributing payments for participation and completion of
crowdsourced safeguards tasks. While it is possible that users may contribute additional effort to
tasks when payment is involved, task compensation may disproportionately target those in
disadvantaged economic situations.
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Undue Burden
With the implementation of strengthened safeguards measures resulting from Programme 93+2
activities, the IAEA recognized that the collection and analysis of additional information to support
safeguards verification should not burden states with "excessive costs or by cumbersome measures
to facilitate verification."' If the IAEA were to adopt crowdsourcing, undue burden might be
realized in multiple ways. For example, if IAEA crowdsourcing for safeguards requested new
images of a nuclear facility to be taken by crowd workers, those workers could potentially assemble
around a sensitive perimeter, disrupting physical protection or safety operations.

Independent Verification
As with all information it collects and receives, the IAEA would independently verify the
authenticity of crowdsourced information used for safeguards. Should crowdsourced data come
from a third-party entity such as a non-governmental or private organization, this information would
also need to be independently verified. Due to the potentially large scale of safeguards-relevant
crowdsourced data, a statistical approach to information verification might lead to high confidence
levels of the fidelity of the total data set. Incorrect or improperly-vetted data obtained from a
safeguards crowdsourcing activity may significantly damage the reputation of the international
safeguards regime.

Protection of IAEA Interests
If the IAEA were to engage in crowdsourcing for safeguards data collection and analysis, it would
be conducted in a way that would not reveal sensitive information about the IAEA's interest in
specific sites or area. Safeguards crowdsourcing task construction would likely be planned such that
they do not reveal locations of planned or upcoming unannounced or short-notice inspections as
well as not to indicate areas in which the IAEA is seeking additional information.

DATA-CENTRIC CONSIDERATIONS FOR CROWDSOURCING SAFEGUARDS
Data-centric considerations refer to measures that can be implemented in safeguards crowdsourcing
activities to support the collection of usable and high-quality data for safeguards purposes (what we
refer to as "quality assurance") and protecting safeguards-sensitive data. We examine quality
assurance through the lens of response assessments, worker selection, and task construction. Quality
assurance measures and considerations for the protection of safeguards sensitive data are below.

Quality Assurance
Various methods are available which help to raise the overall quality of data collected from
crowdsourcing activities. We view quality assurance for crowdsourcing as a three-pronged
approach: 1) assessing the content of the responses themselves, 2) filtering workers before granting
access to a task, and 3) task construction.

Response Assessment 
Response assessment refers to an assessment of the data provided by crowd workers to determine if
the response should be viewed as potentially valuable information, or if it should be discarded.
Response assessment allows for the filtration of spam as well as incorrect data submitted due to any
number of reasons including lack of qualification of the worker, misunderstanding of the question,
user error, or simply not knowing the correct response. It should be noted that analysis of the
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accuracy of some types of responses is difficult since many tasks may not have an objectively
correct answer. For example, if users were asked to add a description/notation of an image of a
centrifuge, multiple types of responses could be technically considered correct, such as centrifuge,
industrial equipment, nuclear component, or enrichment.

Gold standard checking is one of the most common of the assessment techniques and includes
comparing a set of known correct answers to those of the crowd." The gold standard answers are
generated either from the research team, subject matter experts, or an accepted domain standard.1°
Gold standard questions are typically placed at random between questions with an unknown
response, and users are required to correctly answer these questions in order to have any of their
submissions considered acceptable." This typically occurs unbeknownst to the crowd worker.
While this is a common method, depending on the selection and prevalence of gold standard
questions, some high-quality crowd workers can fall prey to these techniques.12

There are other approaches to response assessment, including:

• Majority vote — For multiple choice responses, consideration is given to only the responses
which were most selected.13Error! Bookmark not defined.

• Manual quality checks — This method randomly selects user responses for manual quality
assurance checks by the researcher(s). This is labor-intensive and typically only occurs in
smaller projects.14

• Detection of nonsense answers — Several types of nonsense answers may be submitted by
users who are attempting to answer questions as fast as possible for monetary gain, or users
are not paying attention. Some answers are highly unlikely given the parameters of the
question or task, such as '222' for age.15

• Detection of repetitive responses — Users may attempt to deceive a system and reduce effort
by copying the same language or wording from previous responses, instructions, or the
task/question itself.12'16 This spamming may be detectable through the identification of
unique words relative to total words, or the 'type to token ratio:17

• Use of attention questions — Attention questions are intended to ensure the user is properly
comprehending the task instructions and/or questions. Even well-intentioned users may
become bored or distracted, causing response quality to suffer. Malicious users attempting to
speed through tasks can be caught with "trick questions" which require that the question is
read thoroughly.12

• Monitoring of task completion time — A user's task completion time can be a useful insight
into the quality of their responses. Responses given in less than a certain time threshold may
be excluded18 or sent for manual review.19 Users which exceed a task response rate may also
be excluded, depending on the task requirements.Error! Bookmark not defined.

• Use of a control group — This method gives a first group tasks to provide initial responses,
and subsequently a second group is tasked with identifying their views of the validity of the
responses of the first group.13 For example, the first group may provide English-to-Spanish
translations, while the second group selects if the translations are accurate or not.20 Ideally,
there would be some method of verifying that the second group was native Spanish
speakers, but this will be covered under user selection.
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User Selection
Rather than filtering responses, user selection can help eliminate users who are unqualified or
potential spammers before they are granted access to complete a task. 21,22 Such techniques may
include filtering workers by their approval rating on a platform, requiring a qualification exam, or
implementing restrictions based on geographic region if the task requires specific linguistic or
cultural knowledge.

Pre-filtering workers that only meet a certain worker approval rating or have successfully completed
a minimum number is a common filtering strategy allowed on some platforms including Amazon's
Mechanical Turk.Error! Bookmark not defined.'23 Workers may be required to complete a
qualification exam to:

• Test a user's ability to comprehend and follow the instructions;Error! Bookmark not

defined.
• Qualify users for language-specific tasks;Error! Bookmark not defined. or

• Probe the demographic background of the user. 24, 12

Users not meeting the metrics of the qualification exam are eliminated from task participation.25

Task Construction
Ideal tasks are constructed in a manner which allows for straightforward and timely completion by
well-intentioned workers while simultaneously identifying and eliminating malicious workers. To
discourage spammers, tasks should also ideally be designed such that malicious completion of the
task takes at least as much effort as faithfully completing it.26 Furthermore, even the most well-
intentioned users can give poor responses to poorly-constructed crowdsourced tasks due to
confusion, frustration, boredom, or lack of required technology. Bored users may perform more
poorly than engaged users.9

Creating interactive tasks may help limit the number of workers who are discarded due to poor
performance on attention check questions.23 Pre-task training can demonstrate to users what to
expect in the tasks and avoid confusion without having the training data count towards the actual
task performance. Users may complete a pre-task assessment with gold-standard data with instant
feedback regarding their responses and performance.27 However, the training should be mindfully
constructed so as to not bias the participants' responses.27

It is also prudent to consider how users respond when constructing the tasks. For example, while
responses and data from multiple choice questions and drop-down lists may be simple to evaluate
compared to open-text response, it may be more difficult to identify spoofing or spamming from
malicious workers and may even attract higher rates of malicious workers if the task appears
simpler. Allowing free-form or text-based responses also renders tasks vulnerable to spamming but
may be easier to detect when users attempt to deceive,12Error! Bookmark not defined. but can
require additional work to consolidate the resulting data. Implementing character limits or
numerical boundaries could help reduce nonsense answers.

Tasks should be constructed in a manner which minimizes necessary technological barriers. This
facilitates participation by crowd workers those without access to high-quality technical
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equipment.19 Furthermore, technology requirements such as high-quality microphones may result in
poor-quality responses from workers not meeting assumed standards.

Finally, consideration should be given to deciding whether to compensate users for tasks. Limiting
tasks to volunteers may help reduce spammers who are only interested in payment, since volunteer
users may be more likely to be motivated intrinsically in the mission of the project. Compensation
for completed tasks comes with multiple trade-offs, including attractiveness to spammers, perceived
level of effort required by crowd workers, and the ability to recruit sufficiently large populations of
crowd workers in the required time.

Protection of Sensitive Safeguards Data
The IAEA has a legal obligation to protect sensitive proprietary and safeguards information
provided by a state, as well as that collected or analyzed internally (e.g., open source analysis,
sampling results, and inspector observations). The collection of safeguards-relevant data may
include safeguards, security, or other proprietary/privileged information. Crowdsourced safeguards
data analysis activities present a risk of users establishing a mosaic or otherwise reverse engineering
the project to reveal safeguards-confidential or other sensitive information.

The unintentional release of safeguard information via a crowdsourcing activity could have
devastating effects, including the loss of commercial or security information from a nuclear facility
which could be used for malicious purposes, and loss of trust in the IAEA which could degrade the
entire system of international safeguards. It would be prudent for any crowdsourced data and
activities, even in totality, be non-sensitive, such that only when combined with information internal
to the IAEA (and therefore not released as part of the collection or analysis activity) would the
combination become sensitive.

CONCLUSIONS
The use of crowdsourcing as a tool for the collection and/or assessment of large amounts of
information has been demonstrated to be an effective strategy in multiple industries. While the
IAEA has a precedent of using crowdsourcing to solicit technical innovations, crowdsourcing for
safeguards data collection and analysis raises a distinct set of considerations. Crowdsourcing
activities for safeguards data collection or analysis should be especially cognizant of legal and
ethical implications, protecting the crowd workers from harm or abuse, and potential burden on
states or sites associated with the crowdsourcing.

To support Member State buy-in for crowdsourcing for safeguards, there needs to be a
demonstrated benefit. Protection of sensitive data and established information verification
techniques will likely be part of the trust-building process if safeguards activities are crowdsourced.

To explore possible deployment for crowdsourcing for international safeguards, a limited form of
crowdsourcing to test of its feasibility and identify additional concerns could be considered. Such a
"bete test could be released internally within the IAEA, or to trusted experts for example through
Member State Support Programs.
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