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Abstract

This work investigates the initial stages of the pyrolysis of HtH-1 (CisHsz;
2,2,7,7,8a,8b-hexamethyl-dodecahydrobiphenylene) and HtH-2 (CisHss4; 1,1°,3,3,3",3'-
hexamethyl-1,1'-bi(cyclohexane)), which are bio-derived polycyclic alkanes and potential jet
fuels, using ReaxFF force field based molecular dynamics (MD) simulations. Global Arrhenius
parameters, such as activation energies and pre-exponential factors, are calculated and used to
analyze the overall decomposition kinetics of the fuels. HtH-1 decomposes faster than HtH-2
at the same temperature and density conditions, and they have a faster decomposition rate
compared to some existing jet-fuels, such as JP-10. A systematic reaction analysis framework
developed in this work is applied to determine a temperature-dependent decomposition
mechanism. At lower temperature, the central C-C bond connecting the two cyclohexane rings
is dominantly broken in both HtH-1 and HtH-2. However, C-CH3 bond breaking becomes
dominant with increasing temperature due to the large increase in entropy during this reaction.
Major products from HtH-1 are CsHg and C4Hs, and those from HtH-2 are C4Hg and C2Ha4. The
major products predict that HtH-1 has a higher sooting tendency than HtH-2, which is
consistent with measurements. The impact of HtH-2 on the pyrolysis of HtH-1 is also
investigated in their binary mixtures. HtH-1 and HtH-2 decompose by unimolecular reactions,
and they rarely interact with each other during the pyrolysis of the mixtures. This work
demonstrates that ReaxFF can be used to investigate pyrolysis and combustion chemistry of
existing or future fuels and to contribute to the development of their chemical kinetic models
without any a priori input and chemical intuition.

Keywords: Molecular dynamics, ReaxFF reactive force field, Pyrolysis, Bio-derived jet fuel
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1. Introduction

For ground transportation, there is an ongoing push to replace conventional vehicles
powered by internal combustion engines with electric vehicles, due to the environmental
benefits. However, such a strategy is not yet practical for aviation applications, since electric
aircraft still have much more limited payload and flight range compared to conventional jets
[1]. Therefore, there is considerable interest in utilizing fuels derived from biomass for future
sustainable aviation applications which can alleviate environmental concerns from traditional
fuels, such as global warming and pollutant emissions [2-6].

High energy density is an essential property required for aviation fuels to ensure the
range and payload of volume-limited air vehicles [1, 7]. To afford high energy density, for
example, current rocket and jet fuels, such as RP-1 and JP-10, contain highly strained multi-
cyclic hydrocarbons [8]. In response, many researchers have made an effort to synthesize
energy-dense bio-fuels containing polycyclic hydrocarbons from a variety of biomass-derived
platform chemicals [7]. For example, isophorone, which is a a, B-unsaturated cyclic ketone,
has been regarded as a promising feedstock [9-12]. Related literature shows that the
hydrodeoxygenation of isophorone can produce high energy density fuels, such as 1,1,3-
trimethylcyclohexane [9] and dimers of isophorone [10]. Substituted cyclohexanes derived
from isophorone and furanic aldehydes have been also shown as high energy density fuels [11].
In addition, a recent experimental study reported a new synthesis route of promising aviation
fuels from upgrading bio-acetone via isophorone [12]. A cyclobutene dione was produced from
isophorone, and hydrodeoxygenation of the dione yielded a mixture of head-to-head polycyclic
alkanes (HtH-1 and HtH-2; see structures in Figure 1). The energy density of the mixture (38.0
MJ L) is significantly higher than the energy density of Jet-A (34.0 MJ L) [12].

To use the proposed polycyclic hydrocarbon fuels for aviation applications, it is

necessary to understand their combustion chemistry, which could help to predict important
3
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combustion properties, including ignition, extinction, heat release, and formation of potential
pollutants. There has been extensive experimental and theoretical literature on pyrolysis and
combustion behaviors of monocyclic alkanes, such as cyclohexane [13], methylcyclohexane
[14], ethylcyclohexane [15], n-propylcyclohexane, 1,3,5-triisopropylcyclohexane [16], and n-
butylcyclohexane [17], and representative polycyclic alkanes, such as decalin [18, 19] and JP-
10 [20-23]. However, there have been no studies of compounds such as HtH-1 that contain
four-membered carbon rings fused with other rings. There are also very few studies of
compounds like HtH-2 that contain cycloalkyl rings joined by a carbon-carbon single bond.
Yue et al. studied the thermal decomposition kinetics of 1,1'-bicyclohexyl, which has two
separated cyclohexyl rings, in a batch-type reactor and carried out quantum calculations to
explain the product distribution [24]. They found that the major initial product of 1,1'-
bicyclohexyl is cyclohexyl radical due to the relatively low energy of the C—C bond connecting
the two cyclohexyl rings. Despite this previous study, there is still a significant lack of
understanding of decomposition mechanism and kinetics of HtH polycyclic alkanes.
Understanding the reaction dynamics of a fuel species typically involves coordinated
efforts involving combustion kinetics-based experiments as well as quantum mechanics (QM)
calculations. QM-based methods have been extensively used to investigate combustion and
pyrolysis chemistry of fuels by calculating reaction energies and activation barriers [25]. The
kinetic parameters calculated from QM methods also have greatly contributed to the
development of detailed chemical kinetic models required to simulate practical combustion
devices [25]. However, the methods have limitations in system size and time scale due to the
high cost for computation. Moreover, QM calculations require that the reactions of interest be
provided a priori, and the reaction pathways suggested can depend on the user’s chemical
intuition. This greatly increases the efforts required to investigate the reaction chemistry of the

fuel of interest, especially for fuels which do not show close structural proximity with existing,
4
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well studied fuels such as n-alkanes, alkenes, etc. This makes it challenging to deal with
chemical processes of complex and large fuel molecules, such as polycyclic alkanes.

As an alternative to QM, ReaxFF reactive force field based molecular dynamics (MD)
can be a powerful computational tool to simulate complex reactive systems [26-28]. The
ReaxFF reactive force field is mainly trained against QM data and the ReaxFF methodology
describes chemically reactive events through the interatomic potential within a bond-order
formalism, thus describing bond formation and breaking without expensive QM calculations.
Since ReaxFF requires significantly lower computational cost than QM, it can simulate reaction
processes over longer time and larger scales. Additionally, ReaxFF does not require any user
intuition for possible reaction processes beyond its initial training, thus enabling it to simulate
complex reactive systems, such as combustion. This greatly facilitates the investigation of fuel
chemistry.

In the present work, we investigate, using ReaxFF-MD methods, the high-temperature
pyrolysis of the HtH polycyclic alkanes recently synthesized experimentally by Ryan ez al. [12].
The synthesis method led to a mixture of 91.2 % of cyclobutane moiety (CigHz»; 2,2,7,7,8a,8b-
hexamethyl-dodecahydrobiphenylene, termed HtH-1), as the desired product, and 8.8 % of an
impurity (CisHss; 1,1°,3,3,3",3'-hexamethyl-1,1'-bi(cyclohexane), termed HtH-2), which is a
cyclobutane ring-opening product (see structures in Figure 1). This work examines the
pyrolysis of both these compounds. As mentioned earlier, these compounds with high energy
density are potential fuels for the aviation industry, however, neither experimental nor
theoretical studies on combustion chemistry of these compounds have yet been reported. The
specific objectives of the present paper are three-fold. First, this work seeks to investigate fuel
decomposition kinetics in pyrolysis of HtH-1 and HtH-2. Arrhenius parameters for fuel
decomposition are calculated from the ReaxFF simulations and are compared with those of

existing jet-fuel components. Second, we aim to elucidate the initial decomposition mechanism,
5
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and identify the product distribution resulting from the decomposition. Our third goal is to
examine the pyrolysis behavior in mixtures of HtH-1 and HtH-2 to analyze the impact of the
impurity (HtH-2) on the pyrolysis of the desired product (HtH-1). The results reported in this
work provide important atomistic insights on the pyrolysis of HtH polycyclic alkanes, a

candidate fuel for aviation applications.

Fig. 1. Molecular structure of (a) HtH-1 (CigH3z; 2,2,7,7,8a,8b-hexamethyl-
dodecahydrobiphenylene) and (b) HtH-2 (CisHss;  1,1',3,3,3',3'-hexamethyl-1,1'-

bi(cyclohexane)). Cyan and white spheres represent carbon and hydrogen atoms respectively.

2. Simulation details
2. 1. ReaxFF reactive force field method

The ReaxFF reactive force field based molecular dynamics method allows bond
formation and bond breaking during simulation, which enables us to describe complex reactive
systems [26-28]. Briefly, in the ReaxFF methods, reactive events are described through a bond-
order concept, where the bond order is calculated directly from interatomic distance using an
empirical formula that contains the single, double, and triple bond order contributions. The

bond order is updated at every iteration, which allows ReaxFF to describe bond formation and
6
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bond breaking. Non-bonded interactions, such as van der Waals and Coulomb, are calculated
between every pair of atoms and they are independent from the bonded-interactions. Atomic
charges are calculated using a geometry-dependent charge calculation scheme, Electronegative
Equalization Method (EEM) [29]. The ReaxFF methods calculate the energy on each atom
using the following equation.
Esystem = Evond T Eover T Eunder + Eip + Eval + Etor + Evdwaals T Ecoulomb. (D)
In the above equation, Evonda (bond energy), Eover (Over-coordination penalty energy), Eunder
(under-coordination penalty energy), Eip (lone pair energy), Eval (valence angle energy), Eior
(torsion angle energy) are bond-order-dependent terms. Evawaas (van der Waals energy) and
Ecoulomb (Coulomb energy) are non-bonded terms. A more detailed description can be found in
previous ReaxFF-related papers [26-28].
Chenoweth et al. developed the first version of the combustion force field (CHO-2008)
[27], and it has been extensively applied to pyrolysis and combustion studies of single
component fuels, such as n-heptane [30], n-dodecane [31], toluene [32], 1,6-dicyclopropane-
2,4-hexyne [33], and JP-10 [27] as well as hydrocarbon mixtures, such as RP-1 [34] and RP-3
[35]. Initial oxidation reaction of a 24-component model bio-oil was also studied [36] using
the DREIDING force field [37]. Recently a new version of the CHO-2008 force field has been
developed by Ashraf et al. (CHO-2016) [38] to improve upon the C1 chemistry. The recent
combustion force field has also shown good capability to describe the pyrolysis and the
combustion of single component fuels [22, 38-41] or fuel mixtures [22, 42, 43]. In the current

work, the CHO-2016 force field is used for all the simulations.

2. 2. ReaxFF MD simulations
In this work, we investigate the pyrolysis of HtH-1, HtH-2, and mixtures of HtH-1 and

HtH-2. For single component systems, 40 energy-minimized molecules of each type are placed
7



170

171

172

173

174

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

in a cubic box with a dimension required to produce the desired densities (0.1, 0.2, and 0.3
kg/dm?). For mixture systems, the total number of fuel molecules is kept at 40, but the mixture
composition is changed by changing the amount of HtH-1 and HtH-2 molecules. We define the
ratio between the number of HtH-1 molecules and the total number of fuel molecules as o, and
this study considers three mixtures with o =10.9, 0.7, and 0.5 to assess the effects of the impurity
(HtH-2). As demonstrated in earlier ReaxFF studies [22, 27, 38], the selected number of fuel
molecules and system density are sufficient to investigate the reaction channels of hydrocarbon
initial pyrolysis and to estimate reasonable Arrhenius parameters.

For pyrolysis studies using ReaxFF, a well-established simulation framework is
followed here [22, 27, 38]. A system is prepared by randomly placing the desired number of
fuel molecules in their energy minimized structures in a periodic simulation box. The prepared
system is then equilibrated through NVT-MD simulations at 1500 K. Here, NVT-MD
simulation indicates that the number of atoms (N), volume (V), and temperature (T) are kept
constant during the simulations. The total time for the equilibrium simulations (2.5 ps) is short
enough that no fuel molecules thermally decompose at the chosen temperature. The Berendsen
thermostat [44] with a temperature damping constant of 100 fs is used to control the
temperature. Once the system is equilibrated, NVT-MD simulations are performed at different
temperatures ranging from 1500 K to 3000 K using a time step size of 0.1 fs. To get statistically
meaningful results, the simulations are performed with 10 independent starting configurations
at a given condition, and the results are ensemble-averaged.

In general, reaction events happen less frequently at lower temperatures for a given
simulation time, which makes it difficult to access low temperatures with regular MD
simulations due to the high computational expense. For NVI-MD simulations at 1500 K,
therefore, the control variable driven hyper-dynamics (CVHD) method [45, 46] is used to

accelerate the simulation. The CVHD method applies a biased potential in the potential energy
8
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surface of a system, filling energy minima and consequently lowering the reaction barrier. The
method has shown good agreement with experiments and existing chemical kinetic models for
pyrolysis and oxidation of hydrocarbons [22, 45, 46]. At very high simulation temperatures
(e.g., 3000 K), simulations with a smaller time step size of 0.05 fs are also performed and
shown to give almost identical results, which confirms that a time step size of 0.1 fs provides
the appropriate temporal resolution. These comparisons can be found in the supplementary
material (S1). The reaction dynamics of hydrogen atoms are typically very fast, and hence it is
essential to verify the temporal resolution especially for high temperature pyrolysis of

hydrocarbons.

2. 3. Potential energy surface calculations using ReaxFF

Along with the pyrolysis reaction mechanisms obtained using the ReaxFF-MD
simulations, we also report free energies for the reactant, transition state, and product
complexes to get further insight into the reaction kinetics and its temperature dependence. The
decomposition reactions are first identified using an in-house reaction analysis code based on
the results of NVT-simulations. The reaction dynamics of these reactions including the order
and location of bond breaking is traced using the ReaxFF-MD simulation trajectories. This
information is then utilized in Reax AMS modelling suite, which is a part of the ADF software
[47], to obtain the potential energy surface (PES) for the reactions. The transition state
geometries are identified by the presence of one imaginary frequency and further confirmed by
performing intrinsic reaction coordinate (IRC) calculations to ensure the correct transition state
is found for the corresponding reactant and product complexes. More details and an example
study for a sample hydrocarbon, cyclohexane [48], can be found in the supplementary material

(S2).
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2. 4. Quantum mechanical calculation

Density functional theory (DFT) calculations are performed for HtH-1 and HtH-2 to
calculate bond dissociation energy (BDE) using the Jaguar software package [49]. All
geometries are calculated using a hybrid method employing Becke’s three-parameters approach,
B3LYP [50], and the 6-311G™ basis sets [51], which were also used in the development of the

CHO-2016 force field [38].

3. Results and discussions
3. 1. Analysis of bond dissociation energy (BDE)

BDE, the energy required to break a chemical bond, is first calculated to provide
insight into the thermal decomposition via unimolecular reactions. Table 1 lists all the BDEs
relevant to the most important decomposition reactions identified by ReaxFF using both
ReaxFF and DFT. Additionally, various C-H BDEs are also calculated for reference. The
agreement between ReaxFF and DFT BDE results is in the acceptable range, similar to those
reported in previous studies [38]. Note that this ReaxFF parameter set was trained to reproduce
experimental atomization energies for hydrocarbons, which resulted in a systematically lower
BDE energy compared to DFT methods [38], since DFT methods tend to over-estimate
atomization energies [52, 53].

As expected, the C-C bonds have smaller BDEs than the C-H bonds, which implies
that thermal decomposition of the fuels should primarily involve C-C bond fissions. In HtH-1,
the connected cyclohexyl rings make a highly strained cyclobutyl structure in the middle. This
makes it easy to break the C2-C bond composed of two quaternary carbon atoms, and hence it
has exceptionally low BDE. This implies that C8-C' bond fission is likely to initiate thermal
decomposition of HtH-1, which will be confirmed in the next section. In comparison, the C?-

C¢, C*-C* and C#-C' bonds have much higher BDEs.
10



245

246

247

248

249

250

251

252

253

254

255

256

257

In HtH-2, ReaxFF and DFT results show that the C2-C! bond has the lowest BDE, since
the bond is formed between two quaternary carbon atoms. However, the BDE for the C&-C!
bond is only around 16 kcal/mol less than that for C¢-C' in HtH-2, compared to a much larger
difference of 66.3 kcal/mol in HtH-1. ReaxFF predicts similar BDEs (~60.0 kcal/mol) for the
C?-C¢, C*-C* and C&-C! bonds, although DFT predicts that the C3-C¢ and (78.1 kcal/mol) C*-C¢
(76.9 kcal/mol) bonds have a slightly larger BDE than the C&-C' bond (69.4 kcal/mol). In
general though, the DFT and ReaxFF results are very similar, which demonstrates that the
CHO-2016 force field employed in this study can be used to describe the complex polycyclic

compounds, HtH-1 and HtH-2.

Table 1. Bond dissociation energies (BDE) calculated for HtH-1 and HtH-2 using ReaxFF and

DFT. The values are reported in kcal/mol. Carbon “a” is defined as being out-of-the-plane in

73T
1.

the same direction as carbon

HtH-1

d Ak

Bond b—Jc ¢ j

a h I

ReaxFF DFT ReaxFF DFT
c-Ce 65.5 76.7 60.0 78.1
Cb-Ce¢ 65.4 76.7 60.0 76.9
Ce-C 67.3 78.7 59.7 69.4
Cce-C 1.0 10.8 43.7 49.0
C*-H 98.0 105.3 97.8 106.8
C4-H 86.8 102.7 87.0 102.5
C*-H 81.3 99.9 82.9 101.4
CLH 77.3 101.2 81.5 100.6

Ch-H 83.2 97.7 83.5 98.7
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C-H 923 102.8 92.6 102.2

3. 2. Pyrolysis in single component systems
3. 2. 1. Fuel decomposition rates

Gas-phase reactivity at combustion temperatures is important for determining the
location of combustion events and combustion efficiency in practical combustion devices.
Therefore, we investigate the thermal decomposition kinetics of HtH-1 and HtH-2 in this
section. The fuel decomposition rates extracted from the NVT-MD simulations performed over
a wide temperature range (1500-3000 K) are used to obtain global Arrhenius parameters for
each fuel investigated assuming irreversible unimolecular fuel decomposition. To calculate the
Arrhenius parameters, a well-established method widely used in previous ReaxFF papers [22,
31-33, 38, 54] is employed. The rate constant is determined at each temperature using the
following integrated first order-rate law equation,

In(N,) — In(N,) = kt, (2)

where Ny is the initial number of molecules, /V; is the number of molecules at any time ¢, and k
is the rate constant. The time evolution of the number of fuel molecules is shown in the
supplementary material (S3). In(Ny) — In(N;) computed using the ReaxFF simulation results
is found to vary linearly with time, which suggests that the first-order irreversible unimolecular
fuel decomposition is a reasonable approximation. The time required for 50% fuel consumption
is used to calculate the rate constants (k) at 1800-3000 K. Since a very long simulation time is
required to consume 50% of the fuel at 1500 K even using the CVHD method, the rate constant
at 1500 K is calculated with the time required for 25% fuel consumption. The Arrhenius

equation

—E,

k=Aerr 3)
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is then fit to these rates to obtain the pre-exponential factor (4) and the activation energy (£x)
values where R is the universal gas constant. The rate constants are determined using 50% (or
25%) fuel consumption to make sure that the fuel decomposition stays linear with respect to
temperature or in the simple Arrhenius form as specified above. The calculations are performed
at 3 different densities (0.1 kg/dm?, 0.2 kg/dm?, and 0.3 kg/dm?).

Figure 2 shows the logarithm of reaction rate constant plotted against the inverse of
temperature. It is observed that first-order kinetics fit very well to the Arrhenius equation above.
It also demonstrates that the methodology we are using which averages over 10 independent
ReaxFF simulations with 40 fuel molecules in each simulation is able to produce reaction rates
with minimal statistical uncertainties. E, and 4 at 0.2 kg/dm? extracted from Fig. 2 are 27.97
kcal/mol and 2.51 x 10'3 1/s for HtH-1 and 49.20 kcal/mol and 5.99 x 10'4 for HtH-2. System
density doesn’t affect the first-order kinetics of the fuels significantly, as shown in Fig. 2 and
Table 2. Although the pre-exponential factor is about one order of magnitude higher in HtH-2
than HtH-1, HtH-1 has higher decomposition rates due to the significantly low activation
energy.

As the fuels investigated in the current study were only successfully synthesized
recently [12], there is a lack of any kind of experimental data for validation. To compare the
reactivity of HtH-1 and HtH-2 with existing fuels, therefore, Table 2 also lists the Arrhenius
parameters calculated for other jet fuels or jet fuel surrogates from previous ReaxFF studies
[22, 54], which showed excellent agreement with their respective experimental data. Both HtH-
1 and HtH-2 have higher reactivity compared to the n-alkane, iso-alkane and aromatic
components representative of the jet fuel components. HtH-2 has similar reactivity as JP-10
(tetrahydrodicyclopentadiene) with its activation energy of decomposition approximately 5
kcal/mol lower than JP-10. HtH-1 is clearly the most reactive largely due to the highly strained

cyclobutane moiety, which is discussed later.
13
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Fig. 2. The logarithm of the global reaction rate constant (In(k)) plotted against the inverse of

temperature (1000/T) in the thermal decomposition of (a) HtH-1 and (b) HtH-2 with system

densities of 0.1 kg/dm3, 0.2 kg/dm?, and 0.3 kg/dm?.

Table 2. Fitted Arrhenius parameters for the thermal decomposition of HtH-1 and HtH-2. The

reaction rates (k) calculated based on these parameters at 2000 K using the Arrhenius equation

are shown in the last column. The parameters for other fuel components are obtained from

previous ReaxFF papers.

Molecule 5{233133) gzcal /mol) A (1/s) kaoook (S)
0.1 31.92 6.75 < 103 2.19 x 10'°
HtH-1 0.2 27.97 2.51 x 10 2.20 x 10'°
0.3 28.41 2.90 x 10 2.28 x 10'°
0.1 43.92 1.74 x 10 2.76 x 10°
HtH-2 0.2 49.20 5.99 x 10 2.52 x 10°
0.3 50.33 7.99 x 10*  2.53 x 10°
JP-10 [22] 0.2 54.33 1.56 x 101 1.80 x 10°
n-dodecane [22] 0.2 60.94 9.50 x 10> 2.08 x 10°
iso-octane [54] 0.14 60.22 1.23 x 10  3.23 x 108
toluene [22] 0.2 95.71 2.83 x 107  9.82 x 10°
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3. 2. 2. Initial fuel decomposition channels

ReaxFF is well suited for the investigation of fuel decomposition chemistry, especially
for fuels with complex molecular structures. A standard framework is proposed in this work
and applied to systematically determine the initial fuel decomposition chemistry and its
energetics for the two fuels. First, all reaction events that occur during the NVT-MD
simulations are identified at every temperature using an in-house reaction analysis code. The
in-house code considers that a reaction event occurs when formulaically different chemical
species are identified. Such reaction events are identified in each and every simulation, and
their occurrence is then averaged over the number of simulations at a given temperature. Table
3 shows the important initial reactions identified at different temperatures during the pyrolysis
of HtH-1 and HtH-2. It should be noted that these reactions are not necessarily elementary as
clarified later. Second, trajectories of the key reactions are visualized and tracked to elucidate
the bond breaking sequence in the elementary reactions involved. Third, the information is used
to calculate free energies of reactants, TS structures, and products in elementary reactions
following the methodology described in Section 2.3. This procedure can provide free energy
profiles, as shown in Figs. 3 and 4, and can be used to energetically understand the
decomposition mechanism identified by NVT-MD simulations. Considering the lack of
significant effects of density on the reactivity of the fuels as shown in Fig. 2, results are shown

only for the simulations at 0.2 kg/dm? in the following.

3.2.2.1. HtH-1 decomposition
Table 3. Initial decomposition mechanism of HtH-1 and HtH-2 in the single component

systems at different temperatures. Typical statistical error for these results is = 5 %.

Reactant Initial Products Percentage

15
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1500 K 1800 K 2000K 2500K 3000 K

(Al)CoHi6+ CoHis  81%  72%  61%  53%  40%
HtH-1 (CisHszs)  (A2) CiaHaa+ CaHs  14%  18%  16%  17%  15%
(A3)Ci7Ho +CH; 1% 2% 3% 10%  16%

(A4) CoHi17 + CoH17  26% 18% 20% 17% 10%
(AS) Ci7Hs1 + CH; 19% 26% 25% 37% 36%
(A6) CioHo2 + CeHiz  16% 11% 16% 12% 11%
(A7) Ci4Ha6 + C4Hs 8% 11% 10% 10% 10%

HtH-2 (CisH34)

ReaxFF simulations predict that HtH-1 decomposes mainly through 3 different
channels (Table 3). As discussed earlier in Section 3.1, the highly strained central cyclobutane
moiety is the easiest to break based on the BDE analysis. Consistently, reaction Al is the
primary fuel decomposition pathway at all the temperatures. The reaction A2 seemingly
involves the breaking of multiple bonds and results in the formation of Ci4H24 and C4Hs.
Another important pathway is the breaking of the CHj; groups attached to the rings. Breaking
of all the CH3 groups is grouped together for the comparison purpose. An interesting trend to
note here is that the CH3 breaking only becomes important at higher temperature at the expense
of central ring breaking. However, the BDEs alone cannot completely explain this trend.

Therefore, these reactions are further investigated to obtain their energetics following
the methodology described in Section 2.3. As mentioned above, the ReaxFF MD simulation
trajectories for reactions Al, A2, and A3 are extracted first to identify the bond breaking
sequence in each reaction. In reaction A1, as shown in Fig. 3, the central ring breaking in HtH-
1 takes place in two steps. First the C-C bond attaching the quaternary C atoms breaks followed
by the breaking of the C-C bond attaching the tertiary C atoms. It should be noted that, for
verification, the breaking of the tertiary C-C bond followed by the quaternary C-C bond is also

investigated, and this reaction sequence is found to be energetically less favorable due to higher
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377

378

barrier (not shown here). Reaction A2 involves the breaking of the C-C bond part of the
cyclohexyl ring followed by ring opening and breaking resulting in C4Hg and Ci4H24. A notable
feature of the HtH-1 decomposition is that the products of reactions A1 and A2, which account
for the majority of fuel decomposition, are stable species rather that radicals. In reaction A3,
the CH3 group attached to C° atom is found to preferentially dissociate from HtH-1.

To explain the temperature dependence of these reactions, the relative Gibbs free
energy (AG) diagrams for reactions A1, A2, and A3 at the two extremes of the temperatures
investigated (1500 K and 3000 K) are plotted in Fig. 3. Note that the percentages of the A3
reaction in Table 3 result from the breaking of C3-C¢, C-C¢, and C&-C' bonds as mentioned
above; however, the energy diagram in Fig. 3 only shows the C?-C¢ bond dissociation pathway
for simplicity. The reactant is set to have a Gibbs free energy of 0. At 1500 K, reactions Al and
A2 have a similar initial energy barrier. In reaction A2, however, the barrier for the backward
reaction is negligible, leading to a significant portion of the first intermediate formed (INT1)
to convert back to the reactant. Therefore, despite having similar energy barriers, reaction Al
is strongly favored over reaction A2. Figure 3 also shows that reaction A3 has a quite high
reaction barrier, resulting in the negligible occurrence of this reaction at 1500 K. This scenario
changes at 3000 K especially for reaction A3. At 3000 K, reaction A3 has the lowest energy
barrier due to a huge increase in entropy during the dissociation of CHs. Hence, the fraction of
fuel decomposition through reaction A3 increases significantly compared to that of 1500 K but
it is not the most dominant reaction (A1) despite having a smaller barrier due to the much larger
reaction energy. The free energy diagrams clearly explain the trends observed in the number of

occurrences of the reactions for the decomposition of HtH-1 with temperature.
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Fig. 3. Gibbs free energy profiles for HtH-1 decomposition reactions Al, A2, and A3 at 1500
K and 3000 K. The reactant (HtH-1) is labeled as “R”. The intermediates are labeled as “INT1”
and “INT2”. The transition states are labeled as “TS1”, “TS2”, and “TS3”. The products are

labeled as “P”.

3. 2. 2. 2. HtH-2 decomposition

The same analysis is applied to the HtH-2 decomposition reactions. Figure 4 shows
the free energy diagrams as well as elementary reaction sequences for reactions A4 and A5 that
are the most important reactions in HtH-2 decomposition. Although reaction A5 has three
possible pathways via the breaking of C3-C¢, C*-C¢, and C#-C' bonds, we only show the C&-C!
bond dissociation pathway in Fig. 4 for simplicity. As shown in Fig. 4, reaction A4 occurs

through the breaking of the C#-C bond. Energetically, reaction A4 has a lower barrier at 1500
18
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399
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K while reaction A5 has the lower barrier at 3000 K. Previously, Yue et al. reported that the
thermal decomposition of 1,1’-bicyclohexyl, structurally similar to HtH-2, is mainly initiated
through the dissociation of the C-C bond connecting the two cyclohexyl rings at 683-713 K
[24], consistent with our results. The BDEs given in Table 3 indicate that the central C-C bond
breaking should be favored over the bond breaking of the C-CH3; bond. However, a large
increase in entropy makes the C-CHj3 bond breaking more favorable at higher temperatures as
seen in Fig. 4. This result explains the temperature-dependent initial products observed in the
NVT-MD simulations shown in Table 3.

The systematic reaction analysis framework using ReaxFF discussed above provides
a reliable way to investigate the fuel decomposition chemistry without any manual intervention
and any a priori information at a fraction of the computational cost of equivalent QM
calculations. This strategy is particularly useful for the current fuels as there are no structural

equivalents to them which have been investigated with either QM calculations or experiments.
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Fig. 4. Gibbs free energy profiles for reactions A4 and A5 at 1500 K and 3000 K. The reactant
(HtH-2) is labeled as “R”. The transition state is labeled as “TS”. The products are labeled as

“P)’

3. 2. 3. Product distribution

The product evolution during the pyrolysis of HtH-1 and HtH-2 is tracked and
averaged from 10 independent simulations at each different temperature. The 10 species with
the highest concentration at the end of the simulation (0.5 ns) are shown at each temperature in
the supplementary material (S4). Figure 5 shows a comparison at 2000 K, where only
hydrocarbon species (> C2) with more than 5 molecules (on average) existing at any given time,
termed major species, are plotted. Other (minor) species are not shown here, because their

concentrations are too small and are subject to large statistical uncertainties, which makes it
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difficult to draw a clear trend from them. However, it should be noted that the list of major and
minor species identified from the criteria can change over the simulation time and with
temperatures, until the system reaches an equilibrium state. As discussed earlier, HtH-1 directly
decomposes to two molecules of CoHis at 2000 K (reaction A1), therefore, its concentration
initially increases quickly up to 0.05 ns. Since CoH1¢ decomposition leads to the formation of
CsHg and C4Hg by unimolecular C-C bond fission, CsHg and C4Hsg keep increasing over the
entire simulation time. Given that 23 CoHi¢ molecules are still remaining at 0.5 ns (our
simulation time), the number of CsHg and C4Hg would continue to increase beyond this time.
However, the detailed analysis with longer simulation time is not the aim of the current study.
As shown in Fig. 5a, C4Hg is produced about twice as much as CsHs, indicating that there are
other important pathways that produce C4Hs. As shown in Table 3, HtH-1 decomposition
produces Ci4H24 and C4Hs (reaction A2), and sequentially two pairs of products, CioHis + C4Hs
and CgHi4 + C¢Hio are produced from Ci4H24. Further unimolecular decomposition of CioHis
and CsHi4 leads to the formation of CsHio + C4Hs and C4Hg + CsHs, respectively.

In HtH-2 decomposition, Ci2H22, CsHio, C4Hs, C3Hs, and C2Hy are identified as major
intermediates or products (Fig. 5b), and they are produced through various pathways. As shown
in Table 3, Ci7H31 and CHj3 radicals are the major initial products from HtH-2 decomposition
(reaction AS5) at 2000 K, and Ci7H3; further breaks down to smaller fragments, such as CigHos
+ CHs, Ci3H2; + C4Hg, Ci2H2z + CsHo, and Ci2H21 + CsHio, by unimolecular decomposition
reactions. HtH-2 decomposition can be also initiated by reaction A4 which produces two CoH17
radicals, and sequentially the CoHi7 radicals easily decompose to CsHo + C4Hg, C7Hi13 + C2Ha,
and C4H7 + CsHio. The produced CsHy and C7H 3 are further decomposed to CoHs + C3Hs, and
CsHs + C4Hg and C3Hs + C4H7, respectively. HtH-2 decomposition initiated by reaction A6

produces Ci2H22 and CsHi2, and their further decomposition leads to the formation of Ci1Hio +
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CH; and CoHg + C4Hs, respectively. The final decomposition route (reaction A7) generates
C14H26 and C4Hg as shown in Table 3, and Ci4Ha26 breaks down to C12H22 and CoHa.

One of the important fuel properties for aviation applications is the sooting tendency,
and the Yield Sooting Index (YSI) is a well-established and widely-used metric for sooting
tendency quantification based on soot yield [55, 56]. YSIs have been determined for HtH-1 and
HtH-2 to be 248 and 173, respectively, ([12]; details in the supplementary material S5), which
means that HtH-1 has a much higher tendency to form soot during combustion than HtH-2,
even though they have the same number of carbons. Our ReaxFF simulation results of the
product spectrum from HtH-1 and HtH-2 agree qualitatively with the experimentally measured
YSI trend. As shown in Fig. 5, major products from HtH-1 are CsHg and C4Hs, and those from
HtH-2 are C4Hg and C;Ha. The unsaturated hydrocarbons are generally regarded as key soot
precursors leading to the formation of the first aromatic ring and consequently soot. However,
their effectiveness in forming soot is different. C2Hs is a relatively inefficient soot precursor,
because slow growth reactions are required to produce C3 species that are key species for
benzene formation [57-59]. In contrast, CsHg and C4Hg are more effective soot precursors, since
they can produce not only C3 species by fast C-C fissions but also additional C1 or C2 species
[57, 60, 61]. Therefore, the ReaxFF results suggest that HtH-1 has a higher sooting tendency
than HtH-2, which is consistent with the experimental YSI trend for the two compounds.

Moreover, the ReaxFF pathways are consistent with the absolute sooting tendency of
HtH-1. The group-contribution method we developed earlier [55] predicts that YSI = 121.2 +
14.7 for 1,5,5-trimethylcyclohexene (the CoHis isomer formed by (A1)). ReaxFF indicates that
at the temperatures where the fuel is consumed in the Y SI flames — which is below 1500 K [62]
— the dominant process (> 81%; Table 3) is HtH-1 — 2 CoHj6. Therefore, ReaxFF predicts that

the YSI of HtH-1 is = 2 x 121 = 242, which agrees well with the measured value of 248.
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Fig. 5. Time evolution of the major products observed during the pyrolysis simulations of (a)
HtH-1 and (b) HtH-2 at 2000 K. Results are averaged from 10 independent simulations. Only
species with more than 5 molecules (on average) existing at any given time are plotted. For

clarity, markers are only shown for every 400™ data point.

3. 3. Pyrolysis of HtH-1 and HtH-2 mixtures
3. 3. 1. Decomposition rates

As mentioned in Section 1, the synthesis method by Ryan et al. [12] produced a mixture
0f91.2 % HtH-1 (desired product) and 8.8 % HtH-2 (impurity). Given that the compounds are
hard to separate, real jet fuels based on HtH-1 are likely to contain similar or higher levels of
HtH-2. Therefore, this section investigates the impact of HtH-2 on pyrolysis of HtH-1 in three
different mixture systems with mixing ratio a = 0.9, 0.7, and 0.5 as defined in Table 5. Since
there are no significant density effects on the decomposition kinetics as shown in Fig. 2, these
simulations are performed only with a density of 0.2 kg/dm?. Figure 6 shows the global fuel
decomposition rate constant plotted against the inverse of temperature, similar to Fig. 2. It is

shown that the fitted straight lines shift downwards with decreasing mixing ratio of HtH-2,
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indicating that the decomposition rate of the mixtures decreases when more HtH-2 molecules
with less reactivity are added into the mixture. The effects of adding HtH-2 is more remarkable
at lower temperatures, similar to previous ReaxFF results for other binary mixtures [22]. In
single component systems, as shown in Fig. 2, the decomposition rate decreases more rapidly
in HtH-2 than HtH-1 with decreasing temperature, which makes the fitted lines for HtH-1 and
HtH-2 mixtures more divergent at lower temperatures in Fig. 6.

Based on the Arrhenius plot shown in Fig. 6, the activation energy and pre-exponential
factor for the thermal decomposition of mixtures are calculated (using Eq. (2)) and shown in
Table 5. The activation energy increases with higher fraction of HtH-2 in the mixture system,
since HtH-2 (49.20 kcal/mol) has a higher activation energy than HtH-1 (27.97 kcal/mol) as
shown in Table 2. The pre-exponential factor is about an order of magnitude higher for HtH-2
(5.99 x 10'* 1/s) than for HtH-1 (2.51 x 10" 1/s) in single component systems, leading to an

increase in pre-exponential factor when more HtH-2 is blended into the mixture.
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Fig. 6. The logarithm of the global reaction rate constant (k) plotted against the inverse of
temperature (1000/T) in thermal decomposition of fuel mixtures with mixing ratio o = 1.0, 0.9,

0.7, 0.5, and 0.0 and a density of 0.2 kg/dm?.
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Table S. Arrhenius parameters for thermal decomposition in HtH-1 and HtH-2 mixtures with
mixing ratio a = 0.9, 0.7, and 0.5. The Arrhenius parameters for HtH-1 (o = 1.0) and HtH-2 (o

= 0.0) in the single component systems are extracted from Table 2 and added for comparison.

Mixture composition

Mixture ratio (o) E. (kcal/mol) A (1/s)
HtH-1 HtH-2

1.0 100% - 27.97 2.51 x 1013

0.9 90% 10% 31.12 3.84 x 1013

0.7 70% 30% 32.25 4.26 x 1013

0.5 50% 50% 35.96 6.60 x 1013

0.0 - 100% 49.20 5.99 x 10

3. 3. 2. Initial reaction mechanism

To understand the underlying mechanism of the reduced decomposition rate by HtH-
2 blending, we plot the number of HtH-1 (or HtH-2) molecules normalized by the initial
number of HtH-1 (or HtH-2) molecules as a function of time in single component and mixture
systems. Figure 7(a) shows that the normalized number of HtH-1 over time has a very similar
behavior in all systems. These results suggest that the decomposition rate of mixtures is reduced
simply by the replacement of the more reactive HtH-1 by the less reactive HtH-2, but there is
no significant synergistic effect of HtH-2 addition on the initial thermal decomposition kinetics
of HtH-1. This conclusion is further confirmed by Fig. 7(b) which shows the normalized
number of HtH-2 in single component (o = 0) and mixture systems (o = 0.5 and 0.7). Since the
mixture system with o = 0.9 contains only 4 molecules of HtH-2, it is excluded from this
comparison. Figure 7(b) shows that HtH-2 decomposition kinetics is almost the same in all
cases, which indicates that HtH-1 and HtH-2 do not interact with each other in thermal

decomposition.
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Fig. 7. Normalized number of (a) HtH-1 and (b) HtH-2 at 2000 K in single component and
mixture systems. A mixing ratio of o = 1.0 corresponds to the single component HtH-1 case,

and a mixing ratio of a = 0.0 corresponds to the single component HtH-2 case.

Next, the important initial reactions are identified in the three different mixtures using
the same analysis described in Section 3. 2. 2. Table 6 shows the major initial reactions and
their relative percentages observed in mixtures at 2000 K. Note that in each mixture system the
relative percentages of reactions A1-A3 and reactions A4-A7 are calculated as the number of
occurrences of these reactions normalized by the initial number of HtH-1 and HtH-2,
respectively. In single component systems, A1-A3 and A4-A7 are the major initial reactions
observed in the decomposition of HtH-1 and HtH-2, respectively, and they are still the most
important reactions in mixture systems. In addition, Table 6 shows that the relative percentages
of reactions A1-A7 stay almost the same for all three mixing ratios. These results indicate that
there is no significant interaction between HtH-1 and HtH-2 during their thermal
decomposition, since each fuel is primarily decomposed by unimolecular reactions. Although
here we only show the results at 2000 K, the same conclusion is also observed at different

temperatures.
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Table 6. Initial decomposition reaction channels in fuel mixtures at 2000K.

Percentage
Reactant Initial Products
a=09 a=0.7 a=0.5
(A1) CoHis + CoHis 64% 68% 66%
HtH-1 (CisH32) (A2) Ci4Hos + C4Hg 20% 16% 16%
(A3) Ci7H29 + CH3 4% 4% 5%
(A4) CoH17 + CoHi7 20% 19% 18%
(AS5) Ci17H31 + CH3 26% 31% 33%
HtH-2 (CisH34)
(A6) C1oHaz + CsHiz 9% 14% 10%
(A7) Ci4Ha6 + C4Hg 20% 10% 10%

3. 3. 3. Product distribution

This section investigates whether the addition of HtH-2 affects the major product
evolution for the pyrolysis of fuel mixtures. We plot the number of CoHi6, CsHio, CsHg, and
C4Hg molecules normalized by the initial number of HtH-1 molecules in the single component
system (o = 1.0) and mixture systems (o= 0.9, 0.7, and 0.5). The four species are selected since
they are the main products derived from HtH-1 decomposition. Figure 8 shows that the time
history of the normalized numbers of product molecules are very similar although HtH-2 is
added up to 50% in the mixture system. These results demonstrate that decomposition of the
HtH-1 derived species occurs via unimolecular reactions, and is hardly affected by HtH-2 or
the HtH-2 derived species. However, it should be noted that further decomposition or growth
reactions of the HtH-1 products over longer time-scales might be influenced by the presence
of HtH-2 derived products, because it would provide different intermediates or radicals which
will potentially participate in bimolecular reactions. However, this is outside the scope of the

current work.
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Fig. 8. Number of product molecules derived from HtH-1, including (a) CoHis, (b) CsHio, (¢)
CsHs, and (d) C4Hs, in single component system (o = 1.0) and mixture systems (o = 0.9, 0.7,

and 0.5). Profiles are normalized by the initial number of HtH-1 molecules in the system.

4. Conclusions

The initial pyrolysis chemistry for HtH-1, a potential fuel candidate for aviation
applications, and HtH-2, which acts as an impurity produced by fuel synthesis, was investigated
in this work using ReaxFF based molecular dynamics (MD) simulations. The bond dissociation
energies (BDE) for important bonds were calculated using both ReaxFF and density function
theory (DFT) calculations to provide insight into fuel decomposition via unimolecular
reactions and to validate the force field employed in the study. ReaxFF-MD simulations were
performed at different densities (0.1 kg/dm?, 0.2 kg/dm?, and 0.3 kg/dm?) and temperatures
(1500 K, 1800 K, 2000 K, 2500 K, and 3000 K) to investigate the initial decomposition kinetics

and decomposition mechanism during the pyrolysis of HtH-1 and HtH-2.
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Global Arrhenius parameters, such as activation energies and pre-exponential factors,
were calculated, and used to analyze the overall decomposition kinetics of the fuels. It was
found that HtH-1 has a faster decomposition rate than HtH-2, and both fuels have higher
reactivity compared to several existing jet-fuel components, such as JP-10, n-dodecane, iso-
octane, and toluene. A temperature-dependent initial decomposition mechanism was also
elucidated using a systematic reaction analysis framework developed in this work. It was
shown that the central C-C bond connecting the two cyclohexane rings preferentially
decomposes at lower temperature in both HtH-1 and HtH-2 fuels. However, initial
decomposition via C-CH3 bond breaking becomes important with increasing temperature due
to the large increase in entropy during this reaction. We also identified the product distribution
during the pyrolysis process. HtH-1 mostly produces CsHg and C4Hs, while HtH-2 produces
C4Hg and C;H4. These results were consistent with the higher sooting tendency of HtH-1 than
HtH-2 observed in experimental measurements. To investigate the effects of HtH-2 on the
pyrolysis behavior of HtH-1, the same analyses were also performed in their binary fuel
mixtures. The ReaxFF results demonstrated that HtH-1 and HtH-2 decompose by unimolecular
reactions, and there is no significant interaction between the two fuels during the pyrolysis of
the mixtures.

It is worth reemphasizing that the analysis performed using ReaxFF offers a reliable
way to investigate hydrocarbon fuel chemistry at a fraction of the computational cost of the
equivalent DFT calculations without any a priori input and chemical intuition. The ReaxFF-
based systematic reaction analysis shown in this work can be used as a standard framework to
understand pyrolysis and combustion chemistry of existing or future fuels and to contribute to

the development of their chemical kinetic models.
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