BIT manuscript No.
(will be inserted by the editor)

Overlapping domain decomposition based exponential time
differencing methods for semilinear parabolic equations

Xiao Li - Lili Ju - Thi-Thao-Phuong Hoang

Received: date / Accepted: date

Abstract The localized exponential time differencing method based on overlapping domain
decomposition has been recently introduced and successfully applied to parallel computa-
tions for extreme-scale numerical simulations of coarsening dynamics based on phase field
models. In this paper, we focus on numerical solutions of a class of semilinear parabolic
equations with the well-known Allen—Cahn equation as a special case. We first study the
semi-discrete system under the standard central difference spatial discretization and prove
the equivalence between the monodomain problem and the corresponding multidomain
problem obtained by the Schwarz waveform relaxation iteration. Then we develop the fully
discrete localized exponential time differencing schemes and, by establishing the maximum
bound principle, prove the convergence of the fully discrete localized solutions to the exact
semi-discrete solution and the convergence of the iterative solutions. Numerical experiments
are carried out to verify the theoretical results in one-dimensional space and test the con-
vergence and accuracy of the proposed algorithms with different numbers of subdomains in
two-dimensional space.

Keywords semilinear parabolic equation - overlapping domain decomposition - localized
exponential time differencing - parallel Schwarz iteration - waveform relaxation -
convergence analysis

Mathematics Subject Classification (2000) 35K55 - 65M12 - 65M55 - 65R20

X. Li’s work is partially supported by National Natural Science Foundation of China grant 11801024. L. Ju’s
work is partially supported by US National Science Foundation grant DMS-1818438 and US Department of
Energy grants DE-SC0016540 and DE-SC0020270.

X.Li

Department of Applied Mathematics, The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong
Kong

E-mail: xiaolli@polyu.edu.hk

L. Ju
Department of Mathematics, University of South Carolina, Columbia, SC 29208, USA
E-mail: ju@math.sc.edu

T.-T.-P. Hoang
Department of Mathematics and Statistics, Auburn University, Auburn, AL 36849, USA
E-mail: tzh0059 @auburn.edu



1 Introduction

Semilinear parabolic equations have been widely used in many mathematical models for
various fields ranging from physics, chemistry, biology to materials and social sciences.
Some examples of semilinear parabolic equations include the reaction-diffusion equations
for chemical reactions and population dynamics [13], the Allen—Cahn and Cahn-Hilliard
equations for modeling phase transitions [2,3], the epitaxial growth models for simulating
growth of thin films [28], the phase field crystal models for predicting crystal nucleation
and growth [8], the time-dependent advection-diffusion and Navier—Stokes equations for
fluids dynamics [31], the Ginzburg-Landau equations for modeling superconductivity [5]
and so on. The analytic solutions of these models are usually not available, hence numerical
methods play an important role in studying these models. Applying spatial discretizations,
such as finite difference, finite element, or spectral collocation methods, to these semilin-
ear parabolic equations will lead to a system of ordinary differential equations (ODEs) in
time, which usually consists of highly stiff linear and/or nonlinear terms. When we con-
sider time-marching approaches to the resulting ODE system, this stiffness leads to a severe
constraint on the time step size for the sake of numerical stability. Therefore, traditional
time-stepping schemes based on forward and backward differentiation formulas are not ad-
equate for efficient numerical methods for the models mentioned above. In recent decades,
numerous researches are devoted to efficient and stable time discretizations for highly stiff
ODE systems, such as large stability domain ODE solvers [25,29], strong stability preserv-
ing methods [12,21,30], and exponential integrator methods [18,26].

Exponential time differencing (ETD) methods are efficient numerical methods for the
temporal integration of ODE systems based on exponential integrators. Thorough reviews on
ETD methods are given in [4,17,18]. The ETD methods are derived based on the variation-
of-constants formula with the nonlinear terms in the system approximated by polynomial
interpolations, followed by exact integration of the resulting integrals. Since the contribu-
tion of the linear part is evaluated exactly, the ETD methods provide desirable stability and
accuracy by further combining with linear splitting techniques for stabilization of the nonlin-
ear term, and hence, larger time step sizes are allowed while explicit methods often require
a severe restriction on time step sizes. By using the special structure of the linear operator,
the ETD methods often can be implemented via fast algorithms on regular domains, which
leads to successful applications of these methods to efficient simulations of coarsening dy-
namics in materials science, see, e.g., [7,22-24,33] for the excellent numerical performance
of ETD methods.

Applications of the ETD methods were limited initially due to the massive calculations
for evaluating multiplications of matrix exponentials and vectors, especially when the size
of the matrix is large. For the sake of practical implementation of the ETD methods, a large
number of studies were devoted to the development of efficient algorithms for the action
of matrix exponentials, see, e.g., [1,16]. Alternatively, a localized compact ETD algorithm
based on overlapping domain decomposition was first introduced in [32] for extreme-scale
phase field simulations of three-dimensional coarsening dynamics on supercomputers. The
key idea of this algorithm is that the ETD method is conducted locally in each subdomain in
parallel and the data in the overlapping regions is transferred to the corresponding neighbor-
ing subdomains for time marching. The numerical results showed satisfactory computational
efficiency and accuracy of the algorithm, though the theoretical analysis was not given there.

To our knowledge, the first literature on numerical analysis of localized ETD algorithms
with overlapping domain decomposition was provided by [14] for the diffusion equation
in one-dimensional space. For the continuous and space-discrete problems of the diffusion



problem, the equivalence of the multidomain problem to the corresponding monodomain
one was proven in [11] by showing the convergence of the iterative solutions generated by
the Schwarz waveform relaxation algorithm. In the fully discrete version, however, the local-
ized ETD scheme is not equivalent to the corresponding monodomain ETD scheme. In [14],
the fully discrete first- and second-order localized ETD solutions were proven to converge
to the exact solution of the space-discrete multidomain problem. Then, two types of iterative
algorithms were proposed for practical calculations: one is based on the Schwarz iteration
conducted at each time step and involves solving stationary problems in the subdomains in
each iteration, while the other is based on the Schwarz waveform relaxation algorithm where
the space-discrete problem is solved in the subdomains in each iteration. The iterative so-
lutions were then proven to converge to the fully discrete localized ETD solutions at the
same rate as the Schwarz iteration algorithm studied in [11] for the continuous and space-
discrete problems. The analysis given in [14] is mainly based on the maximum principle of
the diffusion equation and the corresponding discrete versions. The methods have also been
extended to the case of nonoverlapping subdomains in [15], where the convergence of the
localized ETD solutions is proven based on the variation-of-constants formula.

As a continuation of [14], we consider in this paper the numerical analysis of localized
ETD methods with overlapping subdomains for semilinear parabolic equations. It should be
noted that the equivalence between the semilinear parabolic problem and the corresponding
multidomain problem was shown in [10] by considering the Schwarz waveform relaxation
iteration for the continuous equations. The linear and superlinear convergence rates of the
iterative solutions were also proven for the cases of unbounded and bounded time intervals,
respectively. In this work, we first consider the semi-discrete problem and the corresponding
multidomain problem by using the central difference approximation in space. We obtain
the equivalence of both problems by proving rigorously the convergence of the iterative
solutions generated by the Schwarz waveform relaxation algorithm. Then, we derive the
fully discrete schemes by using the localized ETD approximation in time with first- and
second-order accuracy and, similar to [14], propose two types of iterative algorithms for
practical computations. Instead of the maximum principle for the diffusion problem, the
semilinear parabolic equations with suitable nonlinear terms satisfy the “maximum bound
principle” (see [6] and references cited therein), which says, there exists a constant such
that if the absolute value of initial and boundary data is bounded by this constant, then
the solution is also bounded by the same constant in the whole time and space. We show
that such a maximum bound principle can be preserved by the semi-discrete multidomain
problem and the fully discrete localized ETD schemes. The temporal convergence is proven
by standard consistency and stability estimates using the maximum bound principle.

The rest of this paper is organized as follows. In Section 2, the model initial-boundary-
value problem of semilinear parabolic equations is introduced along with the multidomain
problem based on overlapping domain decomposition. For completeness, we present the
convergence results of the Schwarz waveform relaxation methods studied in [10]. In Sec-
tion 3, we consider the semi-discrete system of the original problem and prove the linear con-
vergence of the overlapping Schwarz waveform relaxation algorithm for the semi-discrete
multidomain problem. The fully discrete first- and second-order localized ETD schemes are
presented in Section 4, as well as the iterative algorithms for solving the discrete coupled
problems. In Section 5, the convergence of the iterative localized ETD solutions and the
temporal convergence of the fully discrete solutions to the exact semi-discrete solutions are
proven. In Section 6, numerical experiments are carried out in one- and two-dimensional
cases to study the convergence behaviors of the proposed algorithms. Finally, some con-
cluding remarks are given in Section 7.



2 Model problem and overlapping domain decomposition

In this section, we first introduce the model problem of semilinear parabolic equations, then
we present the multidomain problem based on overlapping domain decomposition and recall
the convergence results of the Schwarz waveform relaxation algorithm given in [10].

Let us consider the following semilinear parabolic equation in one-dimensional space:

du ’u

— =D—= <

5 D x2+f(u), 0<x<L,0<t<T, 1
u(0,6) = g1(t), u(L,t) = (), 0<t<T, M
u(x,0) = up(x), 0<x<L,

where D > 0 is the diffusion coefficient and f € C!(R) satisfies

(F1) there exists p > 0 such that f(p) <0< f(—p);
(F2) the derivative f(s) is bounded from above in R and denote by R = sup f(s).

seR
It is shown in [6] that under condition (F1), problem (1) satisfies the maximum bound prin-
ciple which will be stated later. Condition (F2) actually gives a restriction on the increasing
rate of the nonlinear term and it will be used in the proofs of the convergence results (Theo-
rems 3, 7, and 8) in later sections. A simple example of f could be f(s) = —s with R = —1
and arbitrary positive p. Another important example is given by f(s) = s —s> with R= 1 and
p > 1, which corresponds to the Allen—Cahn equation. We assume that the given boundary
and initial data g;(¢), g2(¢), and up(x) are piecewise continuous, so that the existence and
uniqueness of a solution of (1) is guaranteed. We define the following norms for any function
veC([0,L] x[0,T)):

CDlle = max )], o)l = max o)l [l = max, max [v(xo).
The well-known maximum bound principle of problem (1) can be stated as follows (see, e.g.,
[6,9]): for the constant p > 0 in (F1), if max{||uo||«,||g1]l7,|lg2ll7} < p, then the solution
u(x,t) of (1) satisfies ||ulle,7 < p.

Let us decompose the domain 2 = (0, L) into two overlapping subdomains 2, = (0, L)
and 2, = (oL,L) with 0 < ot < B < 1 as given in Fig. 1.
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Fig. 1 A decomposition into two overlapping subdomains [14].



The solution u(x,) of (1) now can be obtained from the solutions v(x,7) on Q; x [0, 7]
and w(x,t) on Q3 x [0,T] of the coupled problems:

av 9%
E:Dﬁ—i_f(v)’ 0<x<PBL 0<t<T,
v(0,1) =g1(1), 0<r<T, (2a)
v(BL,t) =w(BL,t), 0<r<T,
v(x,0) = up(x), 0<x<PBL,
and
ow *w
W:DﬁJrf(w), aL<x<L 0<t<T,
w(aL,t)=v(aL,t), 0<t<T, (2b)
w(L,t) = g2(2), 0<t<T,
w(x,0) = up(x), oL<x<L.

Note that the pair (v,w) with v=u on 21 x [0,T] and w = u on Q3 x [0, T] is the solution
of (2). The uniqueness is obtained as a result of the convergence of the Schwarz waveform

relaxation algorithm, which involves, at each iteration k =0, 1,. .., the solution of
Jylk+1) 92y(k+1)
=D k+y 0 L0<t<T
3 g2 TS0, 0<x<BL 0<r<T,
v (0,1) = g1 (1), 0<t<T, (3a)
VD (BL 1) = w®(BL,1), 0<t<T,
VD (x,0) = up(x), 0<x<BL,
and
owlktD) 92plk+1) k
=D Dy oL L, 0<t<T
3 32 + k), <x<L, 0<t<T,
W<k+1)(aL,[) = V(k)(OCL,Z)7 0<t<T, (3b)
WD (L) = g2 (1), 0<I<T,
w1 (x,0) = up(x), oL<x<L,

where v(¥) (aL,r) and w(®) (BL,¢) are given initial guesses. The convergence of the Schwarz
iteration (3) is guaranteed by the following theorem in [10].

k)

Theorem 1 The Schwarz iterative solution (v, w®)) of (3) converges to the solution (v,w)

of (2) at the superlinear rate:

VD vl < max e 1 erfe (P DY 100 p1 ) (g,

VDT
k(B —a)L

||w(2k+1> = Weor < max{e?R” 1} erfc (W> HV(O)(OﬂL, ) =v(aL,)||r,

where erfc denotes the complementary error function.



3 Semi-discrete problems and maximum bound principles

In this section, we first consider the semi-discrete problem for (1) by finite difference dis-
cretizations and prove the semi-discrete maximum bound principle. Then, after presenting
some useful lemmas, we show that the semi-discrete multidomain problem, by the Schwarz
waveform relaxation iteration, is equivalent to the monodomain problem.

3.1 Monodomain problem

Let us consider the spatial discretization by using the standard second-order central differ-
ence with a uniform grid of size h = L/(N + 1). Denote by u(t) = (u(t),u2(t),...,un(t))"
with u(¢) representing the approximation of u(jh,t) for j=1,2,...,N. We obtain the fol-
lowing ODE system for the semi-discrete problem of (1):

% =Awu+fu)+B(gi(t),82(1)), 0<1<T,

u(0) = uy,

“

where the N x N matrix Ay, the vector-valued functions f(«) and B(gi (), 2(t)) are given
by

2ot Fn () ¢10)

N Flua(r)) o
Am=10 1270 , f(u) = : »3(81(1)782()):ﬁ ;

SRR Jlun-1(1)) 0

0 0 1 o flun(t)) 82(1)

and u is the initial vector, uy = (uo(h),uo(2h),...,uo(Nh))T. Define the following norms
for each function v = (v1,v,...,vy)T € C([0, T|;RN):

V)l = max vy, vyl = max ()], [yl = max, max [v,(0)|

We now establish the semi-discrete version of the maximum bound principle. It should be
noted that the general framework proposed in [6] gives a systematic analysis on the max-
imum bound principle. In spite of this, we still present a brief statement for the special
case here for completeness of this paper. By introducing a stabilizing constant S > 0, the
semi-discrete problem (4) is equivalent to

du
o =Apu—Su+f5(u)+B(g1(1),8(t), 0<t<T,

u(0) = uy,

&)

where f5(u) = f(u) + Su. In the following, we impose a condition on the stabilizing constant
S such that

§z max 1F' (&) (6)

éel-p



Lemma 1 Under condition (6), we have
) [/5(8)| < Sp for any & € [-p,p];
(i) [£5(&1) = f5(&)| <2881 — & for any &1,& € [—p,p].

Proof We have f5(§) = (&) +S& and (£°)'(§) = f"(§) + . To prove (i), as (f*)'(§) >0
for any & € [—p, p] (deduced from (6)), we use condition (F1) and obtain

=Sp < f(=p)+S(=p) < f*(§) < f(p) +Sp < Sp.
Again by (6), we have |(f5)'(&)| < 28 for any & € [—p, p], which leads to (ii).

Theorem 2 Suppose that max{||uo ||, ||g1]|7, ||g2||7} < p, then the semi-discrete system (4)
admits a unique solutionu € C([0,T;RN) and ||u|r < p.

Proof Denote By ={& e RV : ||€||. < p} and X; = C([0,]; Bp). Clearly, X;, equipped with
the norm || ||x, = || - ||eos» becomes a Banach space for each ¢ € [0,T]. We need to show that
there exists a unique solution # € X7 of the system (4).

Given 7; € (0,T] and ¢ € X7,, we denote by ¥ the solution of

Y Ay SV @) B (0).00). 0<1<T,
y(0) =uo.

Obviously, y is uniquely defined since Ay — SI(y) (with [y the N X N identity matrix) is
symmetric and negative definite. If || W||e 7, < max{|jto||,||g1]|7,|g2]/7}, then ¥ € Xr,.
Otherwise, suppose that there exists (jo,fo) with 1 < jo < N and o € (0,71] such that
Wjo(t0) = [|W]le7; » then we have

deo
dr

(to) >0, and (A(N)W(IO)+B(g1(t0)’g2(t0)))j0 <0,

which implies that
Swiy(t0) < f*(@)y (10)). ()

Since |9, (t0)] < p, by Lemma 1-(i), we deduce from (7) that y;, (fo) < p, and thus, ||||e 7, <
p. Similarly, if there exists (jo,%)) with 1 < j; <N and £, € (0,7i] such that yy (5) =
—||¥||o,1; » We can also show that ||| 7; < p. In any case, we obtain the unique solution
ye XTI .

Denote by <7 the mapping ¢ — ¥ from X7, to Xr,. Next we demonstrate that 7 is a
strict contraction if 77 is small sufficiently. To this end, we choose ¢7$ € X7, and define

V= (9), ¥ =/ (). The difference &, = Yy — ¥ satisfies

de ~
Ty :A(N)s.,,—Ss.,,+fS(¢) —f5(¢), 0<r<T,
8‘4’(0):07

or equivalently,

ey(t) = /Ote‘s("”e(’*”/*<~> [F5(0(1) — f5@(0)]dr, 0<r<T.



Since Ay, is strictly diagonally dominant with all negative diagonal entries, we know from

[6] that the set of operators {etA(N) }>0 becomes a contraction semigroup in the sense of
matrix eo-norm, namely, [|e”*®)|| < 1. Thus, using Lemma 1-(ii), we derive

||€w(t)|\oo_/le’ “I AW £5 (9 (7)) — £5 (@ (7)) [l dT
<2S/ St |19 (7) - @(1)||dT
<2(1—e%))|p —Bllx,.

and then,

1 (9) =/ (@) 1xs, <2(1 = )19 —Pllx, -

Choose T small sufficiently such that 77 < S~'In2, then 2(1— e ST ) < 1, which means .o/
is a strict contraction.

Since X7, is complete, we can apply the Banach’s fixed-point theorem to obtain a unique
solution u € Xr, of the system (5) (or equivalently, of the system (4)) on the time interval
[0,T1]. Note that 77 depends only on the constant S, so we can repeat the same argument
to extend the solution to the time interval [77,27;]. After finite steps, we obtain the unique
solution # € X7 on the time interval [0, T].

3.2 Preliminary lemmas

We now establish the semi-discrete analogue of the positivity lemma [10, Lemma 2.1]. For
vectors @,y € RY, we write ¢ >  if ¢; > y;forall 1 <j<N.

diag{ci(#),c2(t),...,cn(t)} and there exists a constant Ry

Lemma 2 Assume that C(t) =
1 <j<Nandt€[0,T]. If a function W(t) satisfies the system

such that c;(t) < Ry for all

(:TZ’—A Wy—Cliy >0, 0<t<T, ®
y(0) >0,

then y(t) > 0 for any t € [0,T].

Proof First, we consider the special case: ¢j(r) <O forall 1 < j<Nandr € [0,T], namely,
the diagonal entries of C(¢) are negative. Assume that there exists (jo,7) with 1 < jo <N
and 7y € (0, T] such that

Vj(to) = _ min y;(t).

1<j<N, 0<t<T

We shall show yj, (fo) > 0 by contradiction. Suppose that v, (f9) < 0, then it is implied that

lV’O( t0) <0, and (A ¥(%)), >0.

In addition, as ¢, (fo) < 0, we obtain

(e

5 )~ A(N)'I’(fO)—C(fO)llf(fo)), <0,

Jo



which is contrary to the first inequality in (8). Hence, y;,(f9) > 0 and so y(r) > 0 for any
te0,T].

Next, we consider the general case. For any fixed € > 0, let Rg := Rp+ € and ¢(¢) :=
e Rety(¢). Then y(r) = e®e'@(¢) and we have

W g ) —cw) = (0 4 k() 200) ~C00)).

which means that the function ¢ (¢) satisfies the inequality

% — A9 — (C(t) = Rely))¢ >0

and ¢(0) = y(0) > 0. Since c;(r) < Re, namely, the diagonal entries of C(r) — Rel(y) is
negative, by the above argument, we have ¢ (r) > 0, and consequently, y(z) > 0.

Corollary 1 Suppose that W (r) satisfies the system

d
Y Ay COW =B ().6()), 0<<T.
v(0)=0,

where C(t) satisfies the assumption given in Lemma 2. Then it holds that

D rt _ _ _
ly;(r)] < ﬁ/o eRolt r)((e(z T)A(N))j$1|gl(r)|+<e(l T)A(N))jA,N‘&(T)D dr,
orany 1 < j<Nand 0 <t <T, where (-); denotes the (j,k)-entry of a matrix.
1<j<Nand0<t<T, wh jkd he (j,k f ]
Proof Let ¥(t) be the solution of the following system:

dy

3 —Aw)¥ —Ro¥ =B(lg1(1)],[g2(1)]), 0<r<T,

or equivalently,
t
F0) = [ Rl Mg (5)lga (o)) .
0
From Lemma 2 we have that (¢) >0 for 0 <t < T. Note that
—RoY +C(1)y = —Ro¥ +C(1)y —C(1)§ +C(1)y = —C(1) ey (1) — (Roly) — C(1)) ¥, (9)

where &y () := Y(r) — y(r). By the definitions of y, ¥ and using (9), we deduce that &y (r)
satisfies the system:

de

d—;” —Awyey —C(t)ey >0, 0<t<T,

According to Lemma 2, we have ¥(¢) — y/(¢) > 0. A similar result holds for the sum ¥ (¢) +
y(t) > 0. Hence, we obtain

ly;()| <w;(t), 1<j<N,0<t<T,
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that is,
' A
Wi(0)] < [ R0 (el IAWB(|g (7). ga(7))) de
0 J

D [ _ _ _
:ﬁ/o eRolt r)((e(t T)A(N))j11|g1(f)|+<e(t T)A(N))j’N‘gz(TH) dr,

which completes the proof.

The following lemma gives the estimates related to the entries of the matrix ¢”*® and
will be used in the analysis later.

Lemma 3 For the tridiagonal matrix Ay defined above, we have

D ! N+1—j

],72/0 (e(l—‘t')A(N))j#1 dr < %7 (10a)
D (t—7)A J

NG ICES (10b)

forany 1 < j<Nandt>O.

Proof Since A(y) = 0(—2[(y)+J), where 6 =D/ h?* and J contains only nonnegative entries,
we have

)

oo k
70
eTAW) — o =2%01() o707 _ o—276 Y Q,k
= k!

which implies that the matrix "™ has only nonnegative entries. Thus, forany 1 < j .k <N
and r > 0, we derive

ot ot 00
y () e = [ (o) de< [ () an an

Since A(y) is symmetric and negative definite and

° 1

TA

dt=——, VA<O0
/Oe T 7 <0,

according to the property of matrix functions (see, e.g., [19, Theorem 6.2.9]), we have

| /0‘” (™), dr = ( /O ~ A dr) = A (12)

The entries of the inversion of Ay is given by [20]

iy k=i —k)@N+2—j—k—|j—k])
(A = 20N T) . (13)

Combining (11)—(13), we obtain

9/’ (M) gr < UHKZI—k)@N+2 =) —k=|j— k)
0 Sk 4(N+1) '

Setting k = 1 and k = N lead to the inequalities (10a) and (10b), respectively.




3.3 Multidomain problem and Schwarz waveform relaxation method

For the overlapping domain decomposition as given in Fig. 1, we assume that oL = Nyh
and BL = Ngh for some integers Ny and Ng such that 1 < Ny < Ng < N. Denote by Ny =
Ng —1and N, = N — Ny, the numbers of interior grid points in £2; and £2,, respectively. Set
Np,o = Ng — Ng. As in the continuous case, the solution u(t) of (4) can be obtained from
the solutions v(¢) = (v(t))1<j<n, on 21 x [0,T] and w(t) = (w;(t))1<j<n, on 23 x [0,T]
of the following two coupled problems:

dv
& =AW+ f1(v) +Bi(g1(t),wn,, (1), 0<t<T, (14a)
vi(0) = uo(jh), 1<j<N,
and
w
—_— = B 0 <T
o Ayw+ fo(w) +Ba (v, (1),82(1)), 0<t<T, (14b)
w;(0) = uo((Ne + j)h), 1< j<N,

where A1 IA(N1>,A2 :A(Nz)’ and
F10) = (FO1 (), f 02 (1)), fom, (1))
F2w) = (FOwi(0)), Fwa (1)), fwny (1))

Bi(1(1), Wy 0 (1) = 3 (81(6),0,., 0,y , (1)

G
B (o, (1), 82(0)) = 1 (9, (1),0,.--,0,82(1)

Applying the Schwarz waveform relaxation iteration to the coupled problems (14), we obtain

dv(k+l> k

dt :A1v("“)+f1(v<k+l>)+31(gl(f)vwgvﬁ),a(t))’ O<e=T, (15a)
\;5.k+1>(0):u()(jh)> 1< j<Ny,

and
dwk+1) k
— Aw(kD o CDY L By (W (1), g2(r)), 0<t<T,

- W FrWD) 4 Ba (v, (1), 82(1)) = (15b)

W0 (0) = o (N + ), 7=t

where VI(\(’)DZ () and w%;)a (r) are given initial guesses. The convergence of the semi-discrete

Schwarz iteration (15) is guaranteed by the following theorem. Note that in [10], the Schwarz
iteration was proven to converge only for continuous problems.

Theorem 3 The Schwarz iterative solution (v®) ,wK)) of (15) converges to the solution
(v,w) of (14) at a linear rate:

[V ]l < max (e 1} (e B)) ), — w7
(WD — Wl < max{e®7 1} (x(ct, B)) |V, — v 7

a(1-p)

7[3(1—05) <L

where 0 < k(o) :=
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Proof Letd™ (t) :=v®) (1) —v(r) and e (r) := w®) (r) —w(r), which satisfy the error equa-
tions

dd(k+1) )
o = A LBy 0.0y (), 0<r<T o
d(k+1)(0) =0,
and
dek+1)
— AreUkt1) o gl (o (k1) 5 (k1) (k) <
dr Aze +f2(77 )e +BZ(dNO‘(t)v()L 0<t_T7 (16b)

e (0) =0,
where f’é denotes the Jacobian of f, i.e.,
Fi(Q) =diag{f'(51): f(&),- . f' ()}, CERM, =12,
EWHD (1) Ties between v**1)(7) and v(r) componentwisely for 0 < < T, and **1(z) lies

between w1 (r) and w(r) componentwisely for 0 < r < T.. Since f'(u) <R for all u € R
(condition (F2)), we apply Corollary 1 to the system (16) and obtain

D g
a0 ()] < h2/ eR(m)(e(H)A,)LM|e§5;a(f)|df, 1<j<N,0<t<T, (17a)
and

t
el ()\_hz/ RU—D) (el=D42)  |ay)(z)]dT, 1<j<Np, 0<i<T.  (ITb)

Evaluating (17b) at j = Ng  and combining with (17a), we deduce that

k42 D 2 rt _ B T _ -~ k
‘dﬁ' + )(t)| < (ﬁ) /0 SR rl)(e(z rl)Al)LNl/O eR(n rz)(e(rl r2)A2)Nﬁ'a7]|d[(\,02(72)|d’52d‘51

D\2 t "T1
= (ﬁ) /0 (e(rirl)Al)j,Nl(/O (e(rl772)A2)Nﬁ'a,leR(FTz)|d1(\2(72)|d72d71~
Setting j = Ny, by induction, we have
(2K) DN (—r)a o (n-m)A U2 (gt A
|dNa ()| < (ﬁ) A (e(f 1) I)Nale A (e<"-'l ) Z)N/Lavl”. A (e(fzk 2= Tk-1) 1)Na.N1
Dk—
/0 : (e<T2k—l*T2k>A2) Nyl CR<[7T2k)|d1(\§))(T2k)|dT2de2k71 - ddT
7
<max{eR’ l}HdN ” ( ) / ( (t—=7 Al)Nle/O (e<T1—Tz)A2)Nﬁ‘a71..‘

To
Y (e<72L 2= k-1 Al T2k—1*72k>A2> dTod o1 - - - dTod1y.
Jo Na7N1 0 Nﬁ,a‘rl -

(18)

(I

By using Lemma 3, we have

D\2 [Tx—2 _ T2k—1 _
(}72)/0 (e<T2k—2 12k71>A1)Na3N1/() (C(TZk—l TZk)Az)NB.aﬁldTdeTZkfl

D [Tk B D [Tk-1 _
— ﬁ/o (e(fzkfz T21<71)1“1)N%N1 (172/0 (e(TZk—l T2k)A2)NB,a-,1 dTZk> dTor_q



< %/012/{72 (e(TZk—Z*TZk—I)AI)N
< Ny 'N2+1_Nﬁﬁtx

N +1 N> +1

 Ne N+1-Np

= NTS : m =k(a,B).

Thus, we obtain from (18) that
dyer (6)] < max{e®, 1} (e(cr,B) |y ;0 <1 <T,
and consequently,
d. < RT | Ky 4©)
l[dy, Iz < max{e™, 1}(x(a, B))"||dy, |-
Similarly, we have

2k 0
ey I < max{ef” 1} (e, B) ey 7 (19)

From (17a), we deduce that

2%k+1 2% D [t
@0 0] < max{e® ey -5 [ () ar, 20

in which, by Lemma 3, one finds that

D [t j
= t=mAy gr< 1.
hZ/O (e )],Nl — N1+l

Thus, combining (20) and (19) yields the following estimate:

2k+1 0
[ 0] < max{e®T 1} (00, B) el I

Similarly,
(2k+1) 2RT ky| 7(0)
eV (1)) < max {71} (ic(a, B))ldy. |7,
which completes the proof.

We remark that Theorem 1 implies the superlinear convergence rate of the Schwarz
iteration solution in the continuous case while we only obtain linear convergence rate in
Theorem 3 due to some technical difficulties for the semi-discrete case. However, we still
expect to observe the superlinear convergence rate in numerical experiments. Theorem 3
also guarantees the uniqueness of the solution (v,w) of (14), and hence, implies the equiv-

alence between the multidomain problem (14) and the monodomain one (4). Moreover, the
maximum bound principle of the multidomain problem is a direct corollary.

Corollary 2 Suppose that (v,w) is the solution of the multidomain problem (14). If

max{{|uo|le, lg1 |7 lg2ll7} < p,

then we have ||V < p and |[W||e1 < p.
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4 Fully discrete localized ETD schemes

In this section, we study the fully discrete localized ETD schemes. For completeness, we first
present the monodomain ETD schemes and the corresponding maximum bound principle.
Then, we introduce the first- and second-order localized ETD schemes and show their unique
solvability. Finally, two types of iterative algorithms for the localized ETD schemes are
derived: the first one is based on the Schwarz iteration applied at each time step and involves
solving stationary problems at each iteration, and the second one is based on the Schwarz
waveform relaxation algorithm.

4.1 Monodomain ETD schemes

Consider a partition of the time interval [0,T] by {#,, = mAt¢ : 0 < m < M} with a uniform
time step size At = T /M. The exact solution of the equivalent system (5) at each time level
is given by the variation-of-constants formula:

At
(i) = Wu(e,) + [ 40 S w4 )+ Bty ),
JO

form=0,1,...,M —1, where A?N) =A(y) —SI(y)and B(t) = B(g1(t),82(t)). Denote by U™
the approximation of u(z,,) by the ETD methods.
The first-order ETD (ETD1) scheme is obtained by approximating £ (u(¢)) on [t,n,tm 1]

by the constant f5(u(t,,)) and approximating B(¢) by the constant B(t,, 1 ):

s At _ K
yntt = eA’A(MU’”—f—/O A DA U™ +B(tys1)]dt

AW Ly S U™ + Bt 1)), @1

The second-order ETD Runge—Kutta (ETDRK?2) scheme is obtained by approximating
F5(u(t)) +B(t) on [ty,t,11] with its linear interpolation polynomial:

N
_ eA[A(N)Um + (A.(S'N))fl(

m+1 _ A’A‘(SN) m /'At (Af*T)A'(YN) T S (pym T S Fim
U Mgy [T {(1 At)[f U") +B(tn)] + 4, [FO )+B(tm+])]}d‘t

_ eAzAfN) U /OAte(AFT)AfN) {[fS(Um) +B() + [FSumh) +B(lm+1A)]t— [FSU™) +B(t)] ‘L'} dr
0 1) £S5 (U™) + B(t)]

0~ Ly — At S @) = FSU™) + Bltsr) ~ B, 22)

S
:eA[A(N)Um—F(A‘(gN))il(
_ _ AtA
+(an) 7N (Afy) (™

where the predicted value U™ is given by

- s S
g =My 4 (a) T MW — 1) [ U™) + B(tn)).

We define the following norms for each function V = (Vj’”) 1<j<N, 0<m<M:

V" lleo = max V7", IVillr =

m - m
o gianMWj l, [Vl = max max [V/"].

0 1<j<NO<m<M

Now we establish the fully discrete counterparts of the maximum bound principle for the
ETD1 and ETDRK?2 schemes. To this end, we always assume condition (6) for the rest of
the paper.
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Theorem 4 Suppose {U™ }o<m<m is the solution of the ETD1 (21) or ETDRK2 scheme (22).
If max{||uo||, lg11|7, |821I7} < P, then, for any At > 0, we have ||U || < p.

Proof We prove this theorem by induction. Obviously, [|[U°||« < ||uo||~ < p. Now assume
that the result holds for m = k: ||U*||.. < p. We will show that it also holds for m = k+ 1.

We note that the solution U¥*! is actually given by U*"! = w(At) with the function
v : [0,At] — RY solving

d ~ ~
d%, = AV =S¥+ (.U + B (0 +1). 820 +1)), 0<r<Ar
w(0)=U",
where
f‘S(Uk)7 for ETD1,
fS(ZaUk): ! S yrk U oS fk+1
(1_i)f U*) + ——f5(0*"), for ETDRK2,
At At
and
go(tis1), for ETDI,
Sn+1)= 1 t £=12.
(1 - E)gg(;k) + - 8e(iks1),  for ETDRK2,
Note that

(1)) < t £=1,2.
fkéntléaf)k(ﬂ lge(®)l < tkénllgl):ﬂ lge(®)] ’

Since [U**!||co < ||W]|c.as» We just need to consider the case

k ~ ~
Wloar > max { |0 max [@i(0)]. max |&(0)]}.

and proceed as in the semi-discrete case (cf. Theorem 2). If there exists (;ﬂ with 1 <j<N
and 7 € (0, At] such that y/f@ = ||¥|e0, 2, then

dl,l/f N .
T/@EQ and (A(N)‘I’@+B(gl@;gz@))f§07

which implies that
sy;(0) < (FEUY) (23)
For the ETD1 scheme, since |Uj5| < p, by using Lemma 1-(i), we deduce from (23) that

Sy;(0) < £°(U5) < Sp.

Therefore, l,l/j{t) < p, and as a consequence, ||[U**!||.. < p. For the ETDRK2 scheme, since
the predicted value U**! is calculated by the ETD1 scheme, it holds that |l7]f+1| < p. Thus
again, by using Lemma 1-(i), we obtain from the inequality (23) that

Ny sy < (1o ) spa bsp—
Swﬁ)g(l At)f W)+ 5, 705 )S(l At) Spt 4, 5P = 5P,

which yields y+(7) < p, and thus, [[U**! ]| < p.
Similarly, if there exists (;/,7) with 1 < j' <N and 7 € (0,At] such that vy () =
—||¥|l.a1, One can show that |[U**!||.. < p. This completes the proof.
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4.2 Localized ETD schemes and iterative algorithms

We apply the ETD methods to the semi-discrete multidomain problem (14) (with overlap-
ping subdomains as depicted in Fig. 1) to obtain the fully discrete localized ETD schemes.
The exact solution of (14) at each time level is given by the variation-of-constants formula:

At
v(tm+l) _ eAtA‘lgv(tm) + /0 e(Al‘—‘L')Af [ff(v(tm + ‘L')) + B (81 (tm + T)’WNﬁ_zx (tm + T))] dT,
At
Wltns1) = Bw(t) + [ OIS (1 + 7)) 4 B (in + ). 2t + )]
0

form=0,1,... M—1, whereAf =A¢— Sy, andfg(r) = fi(r)+ Sr with £ =1,2. Denote
by V" and W™ the approximations of v(z,,) and w(#y,).
The localized ETD1 scheme for solving the coupled problem (14) reads

V= MY () A - [ + By, (24a)
Wm+1 — E:AtA‘zs‘“/m 4 (A§)71 (eAtAg 7]2)[f§(wm) +Bgl+l]7 (24b)
form=0,1,...,M—1, where I} = I<N1), b :I(Nz),
BT:Bl(gl(tm)vW;/rl;a)a Ban:BZ(VZQZﬁgZ(Im))'
The localized ETDRK2 scheme for solving the coupled problem (14) reads
{‘7"'“ = AV (Af) ! A — 1) (V) + By,

Vel ST ()7 (AT) 2 (A — 1 — A7) — V) + By - By,
(25a)
Wl — edtASyym 4. (Ag)’l (eAtAg —Iz)[fg(W’”) +BY],
W =W (A (A) P - b - A W) — W) + By - BY,
(25b)
form=0,1,.... M—1.
Theorem S The localized ETD schemes (24) and (25) are uniquely solvable.

Proof We first show the case of the localized ETD1 scheme (24). For £ = 1,2, denote by qf j

.. . _ N ) '
the (i, j)-entry of the matrix (A§)~! (e —1I;) and ¢ = (q{ ;43 ;.- - 4y, ;)" - Note that

¢ AL (Ar-pa
g = [ ) e =12
Thus, from Lemma 3 we find that
D

(ﬁ)2QA/a,NIQ%157a7l <x(e,B) <1

with k(o B) as defined in Theorem 3. For given V" and W", the coupled problem (24) is
indeed a linear system with respect to V""*! and W”+!:

D s _ s D
v Dk, = etV (af) A - AV + (el =5 G

D s _ s D
W - DV = AW (A3) A BUS) + (iR, = G,



or equivalently,

L P Vm-H Gm
BN -(@)

Clearly, the Ng gth column of Py € RM*M2 s given by —Bqy, , the Ngth column of P, €
RN2XM i given by —h%q%, and all other entries of Py and P, are zero. Thus, the Ng 4th

column of PP, is given by (h%)zq}va N q% and all other entries of P,P; are zero. Then, the
determinant of the coefficient matrix of the system (26) is

I P D\2
det (P‘Z ,2‘) = det()det(l,— P2P) = 1= (35 ) ka1 = 1 k(@ B) >0,

which implies the unique solvability of (26), and thus, the localized ETD1 scheme.
For the localized ETDRK2 scheme (25), note that
Y

. (e(Alir)Af)i,j dr < ql{j’ {=1,2.

0< [(AN -1 (AS)2(eAAS _ 1 _ AsAS .<:/
> [( ) ( Z) (6 4 /)]1,1 0o At

Therefore, using a similar argument as above, we can obtain the unique solvability of (25).

We remark that, unlike the semi-discrete case, the localized ETD schemes (24) and (25)
do not give exactly the same fully discrete solutions as those obtained by the corresponding
monodomain ETD schemes (21) and (22). However, we shall show in Section 5.2 that the
localized ETD solutions converge to the exact solution of the semi-discrete problem (14)
as At tends to zero. This property is specific to the ETD time integration, and was first
discussed in [14] for the case of linear parabolic problems.

Since the localized ETD schemes (24) and (25) are both coupled systems with respect
to V"1 and W+, in the following, we construct two types of iterative methods to solve
them.

S-LETD: Space localized ETD method Applying the Schwarz iteration to the localized
ETD1 scheme (24) at each time step, we obtain the S-LETD1 method:

YL — ey (a8 ( 1)V 4B 1 () W), @)

Wm+1,(k+1) _ eAtAng + (Ag)71 (eAlAg _ 12) [fg(wm) +Bz(vlc;+1,(k)7g2 (tm+l ))]’ (27b)

for k =0,1,..., where V" O and W,G; +a1’(0) are given initial guess. The iteration stops
when )
m+1,(k+1) m+1,(k) m+1,(k+1) m+1,(k)
Vo Vo T e e (28)
Vm+l ,(0) ’ Wm-H ,(0) ’
e W)

for a given tolerance tol > 0. Applying the Schwarz iteration to the localized ETDRK?2
scheme (25), we obtain the S-LETDRK?2 method:

~ S S

Pl edraiym o (45)71 (AT ) [£S(vm) +B1(g1(fm)7W1(/y;3_a)]» (29a)
~ S N

W = MW 4 (A3) 7 (2 — ) [F3 (W) + Ba(Vi 82(6))], (296)
VL EED) A (AS) 22 g — ArAS)

L) = V™) + B (1 () Wapy ) =B (1 (1) WR L)), (290)
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WL @l (Ar)TH(AS) 2 (A3 — I — ArAS)
AW — W)+ BV Y o tni1)) ~ Ba(V 2], (294)

fork=0,1,..., where Vy~ 10 W,’;H and W;,'; J;l’(o) = VT/'N'”;;. The iteration stopping cri-

terion is still chosen as (28).

ST-LETD: Space-time localized ETD method Instead of the S-LETD methods (27) and (29),

if we apply the ETD schemes to the Schwarz waveform relaxation iteration system (15), we
(0)

can obtain the space-time localized ETD methods. For a given initial guess of VZGZ and

W,G;(s) for all 0 < m <M, the ST-LETD1 method (for the (k4 1)-th iteration) reads

3 — s m m-r1,
Vm+1,(k+l) _ eAtAlvm,(k-H) + (Af) l(eAzAl *Il)[ff(v 7(k-"—l)) +B (81 (tm+l)aWNﬁJ.;1 (k))L
(30a)

WLk _ AAdgm (k1) 4 (AS)~! (eArAg 7[2)[fg(wm.(k+l)) +Bz(V,\ZH’(k>,gz(fm+l))],
(30b)

form=0,1,...,M — 1, where Vlg’(k) = up(or) and W,8’<k> = up(PB) for any k. The iteration

o B.a
stops when
max |V1<7~,(k+l> _ V[(’[“\(") | max ‘W[Glﬂ(k+l) _ W[:/”(k) ‘
1<m<m ™ 7'¢ o 1<m<M o B.a
< tol, < tol, 31)
m,(0) m,(0)
max [V | max_|[Wy |
1<m<m’ "¢ 1<m<M B.a

for a given tolerance tol > 0. The ST-LETDRK2 method (for the (k + 1)-th iteration) reads

PrtLerl) _ gAtAfym (k1) + (A?‘)fl(eAtAf _Il)[ff(vm,(kﬂ)) +B1(g1(lm),W1q;f))]7
(32a)
yrrthktl) gt (At)—l(Af)—Z(eAzAf "y —AtAf)
@) - D) B (1 (1), W)~ B (g1 ). W ),
(32b)
Wm+1,(k+1) _ eAtAgwm,(k+l) + (A§)71 (eAtAg 712)[f§(wm‘(k+l)) +BZ(V1<;Z(k>ag2(tm))L
(32¢)
WL k) — gLk (A[)fl(Ag)fz(eAtAg YA —AtAg)
LS D) — WD) By (VY o (111) B (Ve ga (i),
(32d)

form=0,1,...,M — 1, and the iteration stopping criterion is still chosen as (31). Note that
the S-LETD algorithms (27) and (29) can be regarded as the ST-LETD methods (30) and
(32), respectively, evolving for only one time step 7' = At.



5 Convergence analysis

This section is devoted to the convergence analysis at the theoretical level. In the first part,
we prove the convergence of the localized ETD iterative algorithms when the number of
iterations goes to infinity; then, as a direct corollary, we derive the maximum bound principle
of the localized ETD schemes. In the second part, we show the convergence of the localized
ETD solutions to the semi-discrete solution as the time step size goes to zero.

5.1 Convergence of the localized ETD iterative algorithms and the maximum bound
principle

The following theorem suggests that the S-LETD methods (27) and (29) both converge at
the linear rate.

Theorem 6 Given (V" ,W™), the iteration sequence {(V"*10) W10\, o eenerated
by the S-LETD1 method (27) (resp., the S-LETDRK?2 method (29)) converges to the solution
(VL WY of the localized ETDI scheme (24) (resp., the localized ETDRK2 scheme
(25)) as k — oo. In particular, we have

n " mil. m m+1,( m
V) _ym < G < (e, BV O v,
m+1, m m m 1,(0 n
(W@ gy <yt D _ym < (e, B))F Wi )—WN;‘-

Proof Define the errors at each iteration by e"fﬂ K L (k) _ymtl ang egﬂ’(k)

WLk _wmtl which satisfy the following equations:
(1) if the localized ETD1 scheme is used, then

At
el\7/1+1’(k+1) :/0 eW’T)A?Bl(O (ew)x;r1 ®)ydr,
At
er‘;ﬂ,(kﬂ) :/0 e(At—f)Ang((e )x:l (k)7 0)dr:
(i1) if the localized ETDRK?2 scheme is used, then

m+1,(k+1) m+1,(k
eyt / e 1B1(0, (ew )y, ),

At
e$+1.(k+1) = Afte(m 7)AS ’B, ((ev)mﬂ (k),O)dT.

(Ar—1)

For both cases, since Ail <lande™ S < 1, using Lemma 3, we have

mlL () T m+1,(k) < i<
[(ev); | < Nt [(ew)ng, 1 1<j<Ni, (332)
mil,(k), _ Na+1—j m+1,(k—1) .
‘(eW)j | < Ny +1 ‘(eV)Na , 1<j<N. (33b)

Evaluating (33b) at j = Ng  and (332) at j = Ny, we obtain

(v i) < (@, B) (e )i 1),
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from which we deduce that

[(ev) P91 < (x(at B (ev ) ), (34a)

and similarly,

m+1,(2k m+1,(0
[Cew g o 21 < (e, B)) ] Cew g v - (34b)
Combining (33) with (34), we finally obtain

m1,(2k+2 1,(2k+1 ! HO
e < ey P < e ) < (B e i,

+1,(2k+2) +1,(2k+1) +1,(2k +1,(
ey § D < Yew ) 1 < (o B (ew )y

e < e}

which completes the proof.

As a consequence of the convergence, we obtain the following maximum bound princi-
ple for the localized ETD schemes which will be used in the proof of temporal convergence
in the next subsection.

Corollary 3 Suppose that {(V",W™)}o<m<m is the solution of the localized ETDI scheme
(24) or the localized ETDRK2 scheme (25). If max{||uo ||, ||g1 |7, llg2||7} < p. then, for any
At >0, we have ||V |7 < p and |[W ||l < p.

Proof We prove this by induction. Clearly, max{|[V?|e, |[W?||.} < ||luo|l < p. Now we
assume that max{||V"||«, |[W™"||~} < p for some 0 < m < M — 1 and check the result for
m+ 1.

Consider the S LETD methods (27) and (29), where the initial guess for (27) are chosen
m+1 \<pand| m+1

to satisfy \ \ < p. For both first- and second-order cases, the

subproblems are decoupled with respect to VL) gnd wmtL(k+1) - Applying Theorem
4 to these two subproblems, we obtain

(v ®), <p and WL <p,  Vk=1,2,....
By passing the limit k — oo, according to Theorem 6, we obtain
V"™ Hle<p and W™, <p.
This completes the proof.

We recall that the ST-LETD algorithms (30) and (32) could be viewed as the mon-
odomain ETD schemes applied to the semi-discrete Schwarz waveform relaxation problems
(15a) and (15b). Therefore, the ST-LETD algorithms are expected to have similar conver-
gence behaviors as stated in Theorem 3, that is, only linear convergence rate could be ob-
tained theoretically while the superlinear convergence is again expected to be observed nu-
merically. Furthermore, unlike the case of linear diffusion equations studied in [14], it is
also necessary to require 7 < T* for some T* in the analysis (as done in the proofs of the
following Theorems 7 and 8) due to some technical gaps, and we omit the details here.
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5.2 Convergence of the localized ETD schemes to the semi-discrete problems

The following two theorems guarantee the convergence of the first- and second-order lo-
calized ETD solutions (24) and (25) to the exact solution of the semi-discrete multidomain
problem (14) as At tends to zero.

Theorem 7 For sufficiently smooth initial and boundary data, and for T < T* with some
T* =T*(h,D,R) > 0, the localized ETD1 scheme (24) converges to the semi-discrete prob-
lem (14) as At — 0. More precisely, we have the error estimates:

[V =Vler+|w-Wler <CAt
where C is a constant depending on T, R, S, h, g (1), g5(1), V' (t) and W' (¢).
Proof Denote by e} =v(t,,) —V™ and el =w(t,,) — W™, satisfying
m+1 AtAS m A (At—T)AS [ £§ S (yym
e —edle i [ W9 [ v(s, + 7)) - £IV7)

+B1(g1(tm+ ) = 81(tm+1),0) +B1 (0, wy , (tm + 7) —Wz(/';fal)} dt

s At _\AS
= ettley - [l I 0(0,) V) + B (0w (i)~ W] de

[ [ v+ 2) - 00
+ B (81 (tn+T) = 81 (tm+1), W o (tm + T) — Wiy, (m1))] T
=M ie) + /0 Ve (£ (E7)er +B1 (0, (ew)iy ] AT+ + 87, (35)
and

el =etiel) + / W) (el + Bal(en)ii 0] dr 1+ 85 (36)

form=0,1,...,M—1 with & = €, =0, where " lies between v(t,,) and V" component-
wisely, ™ lies between w(t,,,) and W™ componentwisely, and

Yanrl:/o e / (D) W(tm +5)V (t +s) dsdz,
At

5! :/0 o(At=1)A /AtBl(g’l (zmJrs),w;\,M(t,,,Jrs))dsdr7
At T

,),En-s-l :/0 e(Al—T)Ag/O (£3) W(ty +5))W (1, +5) dsd,

At T
sl = (/0 o(Ar-1)A3 /A,Bz (Viv, (tm +5), 85 (tm +s)) dsd.

Since A; is strictly diagonally dominant with all negative diagonal entries, the set of op-
erators {e’A' }=0 becomes a contraction semigroup in the sense of matrix co-norm, namely,
lle41]|e < A, <e St (see also [27, Theorem 2]). According to (6) and (F2),
we find that |(£5)'(&)| = f'(§) +S < R+ S for any & € [—p, p]. Therefore, we can bound
Yy and 87! by

At B s T
! < /O @04t /O 1CFSY 9t +9)) e[V (1 +5) | dsdT
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At
< R+S)|V||or / e S@r-1) 147
JO

—SAt
e —1+8SAt R+S
= (R+S)HV/H0°,T' SZ S ) ||v/||oo7T(A[)27

and

Sl < 2 At (At—7)AT At / ’ dsd
167 Hoo_hz |l le /- max{|gi (im +5)[, Wiy , (tm+5)[} dsd

nwxﬂwnv,waJh}/’ (4= (41 — 1) d

— e SA _ §Are—SA!
S2

D
= 7 max{lg1lr, Hvaﬁ_allT}'
D
< D (gl Iy, I} (402
According to Corollaries 2 and 3, we have [|£™]|. < p and ||9™|| < p. Hence, we obtain
from (35) that
N N
el oo < e | ||em|\oo+/ e @A | (£ () <l |- dT
+/0 447 | |B1 (0, (ew)iy )l dT+Ci(Ar)?
At
Se*mwmu+4R+$wm@/’e*M“”m

m+1‘/ S(Ar—1) dT+C1(Al‘)

wINg o
1 *CiSAt + 1 7efSAt )

= (1 +R- f) €5 [l + ﬁ|(ew)%ﬁﬁa g TGi(4)

<1 +RA;)||em|m+At(h2 e+ ||m+C1At) 37)

R+ D
where Cj 1= 5 ||v lloor + =5 2 max{HngT,HwNBaHT} An application of the discrete
Gronwall’s inequality leads to

1

D
(T =) (5 llew o +CiAr). (38)

levllor < &

Similarly, we have from (36) that

lewller < (e —1)(2 ). (39)
where C; := RT_FSH Noor + ZZ max{|[vy, |7, lg>|l7}. Substituting (39) into (38), we ob-
tain (eRT — 1)2D? oRT _ (kT —1)2D

levller < 5y llevllesr + ——CiAl + = — oAt
Lfbt;; T = Ilfeln (1 + %hz>, then % < 1 for any At > 0. Consequently, we

llev]|eo, 7 < C3AL,
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and similarly,
”eW”w,T S C4Ata

where Cs and C4 depend on T, R, S, h, ||& |7, [|g5]I7 V' ||ee.r and [|W ||co 7.

Theorem 8 For sufficiently smooth initial and boundary data, and for T < T* with some
T* =T*(h,D,R,S) > 0, the localized ETDRK?2 scheme (25) converges to the semi-discrete
problem (14) as At — 0. More precisely, we have the error estimates:

IV =Vlleos7 +[IW = W||eo.7 < C(A1)%,

where C is a constant depending on T, R, F, S, h, g/ (¢), &5(t), V" (t) and w' (t), where F; is
the supremum of |f"| on the interval [—p, p).

Proof Denote by €' =v(t,,) —V" and e/} = w(t,,) — W™, which satisfy
e::wl QAIAT m_,’_-/ (At—7)A [fS( (tw+7)) — ( _i)ff(vm)_if?’("‘;mﬂ)] dr
+/ @=947 [B) (1 + 1) — ( )B’"—EB'"“}dr
:e“"*le%/ I (1= L) (A 0) = F5V™) + L (FT (i) — 1) g
+/ W [(1= D )B1(0.wny , (0n) ~ WR, )+ LB (O (i) — W) de
b [ [+ ) (1 ) 00— S lame)] a2
+/ B<AI_T)AA' [B](IerT) ( E)B] (tm) iBl (t/;1+1)] dz
sty [ (1 )y Emen+ L@ e as
+ /0 W[ (1- L )B1(0, (ewfy )+ B (O (ew i) de sy 4 874, (40)

and

e:t;+l AtAZe +/ (Ar— 'E)Az[( )( 2)( ) (fS)( m+l)~m+l} dr
At— AS T 1 1 1
+/O eI (1= L )Bi((e) 0) + 4 Brl(e)i! )| eyt 4 8777,
41)
form:O,l,...,Mflwithe‘v):eazo, where
?\ZH_I :v(tm+l) _vm+l, E’;Hl :W(lm+1)—ﬁ’l7l+l,

E™ lies between v(t,,) and V™ componentwisely, "1 lies between v(1,4 1) and V! com-
ponentwisely, 11" lies between w(z,,) and W componentwisely, 1! lies between w(t,, 1 1)
and W1 componentwisely, and

et [ e )~ (1 ) A0~ i) 05

At
At
! :/0 C(Ar-0)AS [Bl (tn +T) — (1 _ l)Bl (tm) —

T
At 781 (thrl )i| dT?

At
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7ot = [ e [+ 1)~ (1 1 ) 7Swlon)) — Sl )] 0
sl = /0 Y elaroas [Batn+7) = (1= . )Baltn) — - Baltms1)] d.
Noting the fact that for any ¢ € C%(0,T),
Pt +7) — (‘P(l‘m) n (P(tmﬂit— @(tm) 1‘)
—/ o’ ( tm+s)ds+A " (At — ) Q" (ty +5)ds

([[e9ast & ["@ar-50)10"lon,

1
= S (@ +740)|6" o),

then we can bound '}’f’“ and 8'1”“ by

e [ T £+ )~ (1 ) A n)) — At

At
1 /012 " At —S(At—1) (2
< 5 BV l%r +R+S)|v IIDO,T)/0 e (t"+14r)de

1—SAt+ 1(SA1)? —e=541

= (BVIIZ 7+ R+ SV llwr) -

S3
< (BRI + (R4 S) V) (A1), @)
and
1871l < o max{l . Ik ) (A0 3)
According to the last step in (37), we have
[l < (1 RAG e o+ At (el +Cre).

Using the maximum bound principle, we find that

max{[|E" [los, |1 loo, 1§ {|oo, 77 F[|oo} < -
Thus, it is deduced that

(1= 5 )ty @mer+ ey @ e

< (1= £ )R+ S) el + 5 (R4S
D
< (1= 5 ) R+S) el + - (R+5)(1+ RAD € oo+ 7(R+8) (3 et + C141)
— (1+R0)(R+S)[je) |+ T(R+S) (h2 el +Cr4t). (44)
In addition, we have
T T D
(1= )BiO. ()il )+ B0 < llewller. @9)
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Using the estimates (42)—(45), we obtain from (40) that

D At
7|ew||m7T]/ e S(Ar=7) 4
0

el o < e e oo + [(R+S)Hei”llm +53

D At
+ [RR+5) €]t (R+5) (33 llewller +C1ar) ] [“e S Drar+ s(ar)

—SAt —SAt
e SA | 4 SAL D l—e
- (1+RAt+R2, = )||efvn|‘m_i_ﬁ”ewum‘f.T
D e SA — 14 SAt
+ (R+3) (5 llewlle +Citr) - S22 s Ar)?

RA1)?
< (1+RA1+ %) el

R+S R+S
+Az{( + —At) - ||ew|\wT+( C +c5)(A;)2},

1 ..
where Cs == (B IW|12.7 + (R+8)| ) + <oy max ]I, I , 17} An application

of the discrete Gronwall’s inequality leads to

6h2

ekl —1 [( R+S

D R+S
oy < At)— . ( c C)Azz}. 46
el < 25 (14 5520) Blevllr + (520 cr) k). o

Similarly, we have from (41) that

eRT — 1 R+S \D R+S
My < I At)— o ( C c)mz}, 47
levlle < 2 rrem |1+ hzneln r+ (e G) @], @

1
where Cg := E(FQHW/HEOI +(R+9)|[W||eor) +
into (46), we obtain

max{||v l7,|l&5 |7 }. Substituting (47)

lev]leor < (RiiRzlAt)z(HR;Sm) jHeva’T_,_ [% (RerSCI )
+ (Rej;;:t)z(l + R;Sm) (R+SC2+C6) hz} (A1)?
< () O 5 R
N [eRTR, 1 (R;SC1 +C5) n (e Rf I)ZR;S(R;SC2+C6) hZ}(At)z'
WhenT < T* := %ln (1 + (RRj};Z)D), we have

(Y (1 a2 <
R+ JR2At 2 ht
for any At > 0, and then, obtain

lev[lee.r < Co(A1)?,

and similarly,
lewllw.r < Cs(Ar)?,

where C; and Cg depend on T, R, P>, S, h, ||} |7, Ig5 117 V" ||ee,7 and [|[W ||co. 7.
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6 Numerical experiments

In this section, we will carry out numerical experiments to investigate the convergence be-
havior and the accuracy of the localized ETD schemes. In the first part, we consider the
one-dimensional problem to verify the theoretical results on the convergence of the first- and
second-order localized ETD schemes. In the second part, we focus on the two-dimensional
problem to show the convergence behaviors of the iterative algorithms for the second-order
localized ETD scheme.

6.1 One-dimensional examples

Let us consider the one-dimensional problem (1) with the spatial domain 2 = (0,1), the
reaction term f(u) = u — u?, and the parameter D = 0.01. Two subdomains are given by
Q; =(0,B) and £, = (a, 1) with % < B < 1and a=1-— . The spatial mesh size is set to
be /1 =1/200 and the overlap size is Ng ;1 = B — a. The stabilizer is chosen to be § =2 in
all the experiments.

Example 1 Consider problem (1) with the initial and boundary conditions given by
up(x) =x%, g1(t)=0, g)=e".

Under this setting, we investigate numerically the temporal convergence of the localized

ETD schemes with different overlap sizes.

We calculate the numerical solutions at time t = 1 by the localized ETD1 scheme (24)
and the localized ETDRK2 scheme (25) with various time step sizes At = § x 27K =0.1
and K =0,1,...,6) and different overlap sizes Ng o € {4,8,16,32}. To compute the numer-
ical errors, we use the solution obtained by the ETDRK2 scheme (22) with At = 10710 as
the reference solution. Note that, once converged completely, the solutions of the localized
ETD schemes computed by the S-LETD methods (27) and (29) are identical to those com-
puted by the ST-LETD methods (30) and (32), respectively. Thus, we adopt the S-LETD
methods (27) and (29) with the tolerance 10!, The maximum-norms of the numerical er-
rors and corresponding convergence rates are given in Tables 1 and 2, where the expected
convergence rates are obviously observed. In addition, the orders of the temporal accuracy
of the localized ETD schemes are better preserved when larger overlap sizes are considered.

Example 2 We consider problem (1) with zero initial and boundary conditions so that it
admits uniquely the zero solution. We will investigate the relation between the convergence
of the S-LETD/ST-LETD methods and the overlap size Nﬁ‘a, the time step size At, and the
final time T, respectively. All the components of the initial guess for the S-LETD/ST-LETD
methods are chosen randomly in the interval [—1, 1].

First, we study the convergence of the S-LETD (27)—(29) and ST-LETD methods (30)-
(32) with respect to the overlap size Ng 4. For that purpose, we fix the time step size Az =0.1
while varying Ng € {2,4,8,16,32}. Theoretically, since

Sy

the larger Ng , means the larger B and the smaller k(a, 3), which implies the faster con-

k(0. B) = (1B, B) = (

vergence. Fig. 2 and 3 plot the iteration errors |[V(*)|..7 with respect to the number of
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Table 1 Results on errors and convergence rates in the maximum norm by localized ETD1 in Example 1.

ETD1

localized ETD1

e

Npgo=4 Npg.o =8 Np.o =16 Npo=32

Error Rate Error Rate Error

Rate Error Rate Error Rate

4.324e-2 — 2.777e-2 — 3.086e-2
2.263e-2 | 0.934 | 1.899¢e-2 | 0.548 | 1.607e-2
1.158e-2 | 0.966 | 1.333e-2 | 0.510 | 8.265e-3
5.859¢-3 | 0.983 | 7.675e-3 | 0.797 | 4.201e-3
2.947e-3 | 0.991 | 3.988e-3 | 0.945 | 2.117e-3
1.478e-3 | 0.996 | 2.049¢-3 | 0.961 | 1.062e-3
7.400e-4 | 0.998 | 1.047e-3 | 0.968 | 5.322e-4

Rlo Blor oo colen Bleaolen &

— 3.506e-2 — 3.853e-2 —
0.941 | 1.842e-2 | 0.929 | 2.019¢-2 | 0.932
0.959 | 9.443e-3 | 0.964 | 1.034e-2 | 0.965
0.976 | 4.782e-3 | 0.982 | 5.235e-3 | 0.982
0.989 | 2.406e-3 | 0.991 | 2.634e-3 | 0.991
0.994 | 1.207e-3 | 0.995 | 1.321e-3 | 0.996
0.997 | 6.046e-4 | 0.998 | 6.616e-4 | 0.998

Table 2 Results on errors and convergence rates in the maximum norm by localized ETDRK2 in Example 1.

ETDRK? localized ETDRK2
At Npo=4 Npo=8 Npo =16 Npo =32
Error Rate Error Rate Error Rate Error Rate Error Rate

5.008e-3 — 1.177e-2 - 9.230e-3
1.370e-3 | 1.870 | 3.568e-3 | 1.722 | 2.613e-3
3.587e-4 | 1.934 | 9.997e-4 | 1.835 | 6.998e-4
9.179e-5 | 1.966 | 2.654e-4 | 1.914 | 1.823e-4
2.322e-5 | 1.983 | 6.844e-5 | 1.955 | 4.663e-5
5.839e-6 | 1.992 | 1.742e-5 | 1.974 | 1.186e-5
1.464e-6 | 1.996 | 4.400e-6 | 1.985 | 3.005e-6

Rler Bler e vl lerolen &

— 7.388e-3 - 6.635e-3 —
1.821 | 2.065e-3 | 1.839 | 1.853e-3 | 1.840
1.900 | 5.517e-4 | 1.904 | 4.935e-4 | 1.909
1.941 | 1.434e-4 | 1.944 | 1.282e-4 | 1.944
1.967 | 3.680e-5 | 1.963 | 3.274e-5 | 1.969
1.975 | 9.319e-6 | 1.981 | 8.305e-6 | 1.979
1.981 | 2.351e-6 | 1.987 | 2.090e-6 | 1.990

iterations k with various overlap sizes for S-LETD with T = A¢ and ST-LETD with T =1,
respectively. Clearly, the larger overlap size leads to the faster convergence, which meets
the theoretical prediction, and the linear and superlinear convergence rates are observed for
S-LETD (Fig. 2) and ST-LETD (Fig. 3) methods, respectively. In addition, the second-order
localized ETD schemes converge a little faster than the first-order ones.

LETD1

10

Iteration errors
Iteration errors

1010 L . L L L
0 10 20 30 40 50 60
Number of iterations

LETDRK2

30 40
Number of iterations

Fig. 2 [Example 2] Error curves of the S-LETD method with various overlap sizes: the localized ETD1

scheme (left) and the localized ETDRK2 scheme (right).
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LETD1

LETDRK2

Iteration errors
Iteration errors

|
1010 L 1010
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
Number of iterations Number of iterations

Fig. 3 [Example 2] Error curves of the ST-LETD method with various overlap sizes: the localized ETD1
scheme (left) and the localized ETDRK2 scheme (right).

Next, we investigate the convergence of the S-LETD and ST-LETD methods with differ-
ent the time step size by taking Ar € {1/10,1/20,1/40,1/80,1/160} and fixing the overlap
size Ng o = 4. The curves of the iteration errors with different time step sizes are shown in
Fig. 4 and 5 for the S-LETD method with T = At and the ST-LETD method with T = 1,
respectively. For S-LETD, it is observed that the linear convergence rate is sensitive to the
time step size, that is, the smaller time step gives the faster convergence. However, for ST-
LETD, we see that the superlinear convergence rate is quite independent of the time step
size, especially if the second-order scheme is applied. This means that one could use larger
time step sizes without yielding much more iterations. In addition, the second-order schemes

gives smaller iteration errors than the first-order ones when conducting the same number of
iterations.

LETD1

LETDRK2

—e—At=1/10
—e—At=1/20

At=1/10
—e—At=1/80
—o— At =1/160

—e—At=1/10
—e—At=1/20

At =1/10
—— At =1/80
—e— At =1/160

Iteration errors

Iteration errors

1010
0

1010
5 10 15 20 25 30 0

5 10 15 20 25 30
Number of iterations

Number of iterations

Fig. 4 [Example 2] Error curves of the S-LETD method with different time step sizes: the localized ETD1
scheme (left) and the localized ETDRK2 scheme (right).

Finally, we study the convergence of the ST-LETD method with different final times
by setting 7' € {1,2,4,8,16} and fixing the overlap size Ng , = 32 and the time step size
At = 0.1. The discrete L(0,T;L*(£2)) iteration errors are plotted in Fig. 6. We observe

that the convergence is faster on the shorter time interval. Besides, the first- and second-
order schemes have similar convergence rates.
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5 LETD1 o LETDRK2
10 10° 3
X —e—At=1/10 —e—At=1/10
0
%’ —o— At =1/20 —o— At =1/20
At =1/40 At =1/40

—e— At=1/80
—e— At =1/160

—— At=1/80
—e— At = 1/160

Iteration errors
Iteration errors
»

10'10 10'10
0 10 20 30 40 50 60 0 10 20 30 40 50 60
Number of iterations Number of iterations

Fig. 5 [Example 2] Error curves of the ST-LETD method with different time step sizes: the localized ETD1
scheme (left) and the localized ETDRK2 scheme (right).

LETD1 LETDRK2
10° T T 10° T
——T=1
——T=2
T=4
2 ——T=38 2
10 A 10
2 @
5 10% s 10*
© @
g S
g 8
e 10° & 100
10 \ 10°
1010 . . \ 1010 . . .
5 10 15 20 25 0 5 10 15 20 25
Number of iterations Number of iterations

Fig. 6 [Example 2] Error curves of the ST-LETD method with different final times: the localized ETD1
scheme (left) and the localized ETDRK2 scheme (right).

6.2 Two-dimensional example

We now carry out numerical simulations for the two-dimensional problem to study the con-
vergence of the localized ETD methods and compare their accuracy with the ETD methods.
Again, we set the stabilizer S = 2.

Example 3 We consider the two-dimensional reaction-diffusion problem
u=DAu—Du, (x,y)€ (0,1)% ¢ € (0,1],

where the initial and Dirichlet boundary conditions are determined by the exact solution

3D

u(x,y,t) = e " sinxcosy.

By setting D = 0.01, 7 = 1/200 and Ar = 0.01, we will compare the accuracy of the ETD
schemes on the whole domain and the localized ETD schemes based on the domain decom-
position consisting of p x p overlapping and congruent squares with a fixed overlap size
Ng o = 20.

Table 3 collects the relative L (€2) errors at time ¢ = 1 between the exact solution and the
localized ETDRK?2 solutions, as well as the errors of the ETDRK2 solutions for comparison.
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The numbers in brackets are the numbers of iterations. We observe that S-LETD costs a few
iterations to reach the accuracy of the ETDRK2 solution with the errors at the same order
of magnitude. However, ST-LETD converges slower and needs more iterations to reach the
desired accuracy. If one uses the same numbers of iterations as S-LETD, the numerical errors
are much larger than the ETDRK?2 solution by five orders of magnitude. Therefore, we see
S-LETD is more efficient than ST-LETD, at least for this example.

Table 3 The relative L*(£2) errors between the exact solution and the (localized) ETDRK2 solutions with
different numbers of the subdomains for Example 3.

ETDRK? localized ETDRK?2 with p x p subdomains
2x2 3x3 4x4
S-LETD 4.2944e-6 [2] 5.2051e-6 [3] 5.8515e-6 [4]
2.6879e-6 - - -
STLETD 6.6384e-1 [2] 4.8766e-1 [3] 3.2051e-1 [4]
4.0291e-6 [12] | 5.0900e-6 [12] | 5.7039e-6 [12]

7 Conclusion

In this paper, we focus on the development and analysis of the localized ETD methods based
on overlapping domain decomposition for a class of semilinear parabolic equations. We first
investigate the space-discrete multidomain problem and prove the linear convergence rate of
the Schwarz waveform relaxation algorithm. For the fully discrete localized ETD schemes,
we establish the corresponding discrete maximum bound principle and demonstrate the con-
vergence of the solutions to the exact semi-discrete solution as well as the convergence of
the iterative solutions. All the theoretical analyses are carried out in one-dimensional case.
Numerical experiments for one- and two-dimensional problems confirm the expected con-
vergence rates. In addition, we study numerically the relations between the convergence of
the S-LETD/ST-LETD methods and the overlap size, the time step size and the final time,
where the results show that larger overlap size and shorter time interval lead to faster con-
vergence while the time step size has little effect on the convergence rate.

It should be noted that although the theoretical results for temporal convergence of the
localized ETD schemes, as well as the convergence of the ST-LETD algorithms, hold only
for the small enough final time T, the convergence behavior could be observed in numerical
experiments for large 7. Whether the restriction on 7' could be removed is still an open
question at the theoretical level. Some novel technical skills may be necessary to remove
such restriction in convergence analysis and we leave this problem as one of our important
future works.
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