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Geodetic Measurements of Slow Slip Events Southeast of

Parkfield, CA

Brent G. Delbridge,1, 2 Joshua D. Carmichael,3 Robert M. Nadeau,1 David R.

Shelly,4 Roland Bürgmann1

Abstract. Tremor and low-frequency earthquakes are presumed to be indicative of sur-
rounding slow, aseismic slip that is often below geodetic detection thresholds. This study
uses data from borehole seismometers and long-baseline laser strainmeters to observe both
the seismic and geodetic signatures of episodic tremor and slip on the Parkfield region
of the San Andreas Fault near Cholame, CA. The observed occurrence rates of both the
tremors and co-located families of low-frequency earthquakes are not steady, but instead
exhibit quasi-periodic bursts of increased activity. We show that these periods of elevated
seismic activity correlate with statistically significant stacked strain signals consisting of
44 slow slip events. Modeled individual slow slip events and their total summed moment,
which are constrained by seismic signals and stacked strain respectively, indicate that
the individual moment magnitudes of these events range from Mw4.6−5.2. We find that
the measured geodetic signal likely precedes the seismic signal by several hours, consis-
tent with the aseismic slip preceding, and driving the observed seismic tremor activity.
We confirm that strike-slip faults, in addition to subduction zones, are capable of pro-
ducing episodic tremor and slip.

1. Introduction

The San Andreas fault (SAF) is one of the few strike-
slip faults hosting tremors and low-frequency earthquakes
(LFEs) [Nadeau and McEvilly , 2004; Shelly , 2017]. Both
LFEs and tremors are associated with deep fault slip, and
are thought to represent small embedded asperities which
are driven to failure by otherwise aseismic slow slip within
the surrounding fault [e.g. Obara and Hirose, 2006; Shelly
et al., 2006; Peng and Gomberg , 2010; Rubinstein et al.,
2007; Thomas et al., 2018]. LFEs are repeating short-
duration (seconds) seismic signals with identifiable phase
arrivals resembling a traditional earthquake depleted in high
frequencies [Ide et al., 2007a; Obara, 2002], where as tremors
are relatively long-duration (minutes) seismic signals lacking
impulsive phase arrivals [Nadeau and Dolenc, 2005; Shelly
et al., 2007]. Further, LFEs are often observed to occur in
rapid succession, and on the SAF are thought to comprise
the majority of tremor signals [Shelly , 2017]. In contrast
to the seismic component, aseismic fault slip is slow enough
that inertial forces and thus seismic radiation are negligible.
The durations of observed aseismic slip events range from
minutes to decades, with displacements of up to tens of cen-
timeters [e.g. Peng and Gomberg , 2010; Bürgmann, 2018].
In subduction zones, quasi-periodic burst of tremors accom-
panied by aseismic slip are referred to as episodic tremor
and slip (ETS), and found to occur downdip of large locked
fault zones where the fault is thought to transition from be-
ing fully locked to freely sliding [e.g. Rogers and Dragert ,
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2003; Obara et al., 2004; Obara and Kato, 2016]. The goal
of this study is to provide direct geodetic evidence of slow,
aseismic slip in the Parkfield region of the strike-slip SAF
during periods of increased seismic signals presumed to be
indicative of aseismic slip events.

While the deep portion of the SAF is believed to be creep-
ing, continuous monitoring of LFE activity on the Parkfield
section of the SAF suggests a spatio-temporally complex
deformation style Shelly [2017]. Stress transfer to the over-
lying locked patches may also lead to an increased prob-
ability of triggering a large event if this up-dip region is
critically stressed [Mazzotti and Adams, 2004; Beeler et al.,
2016]. Understanding the stress accumulation and release
in the Cholame region may provide valuable information
about the seismic hazards associated with future ruptures
analogous to the 2004 Mw6 Parkfield and the 1857 Mw7.9
Fort-Tejon Earthquakes.

In this study, we present an updated catalog of quasi-
periodic tremor bursts which are thought to represent the
seismic representation of ETS on the SAF [Guilhem and
Nadeau, 2012]. The tremor catalog from which these quasi-
periodic bursts of tremor were identified is compared with
co-located LFEs [Shelly , 2017], and they are shown to ex-
hibit similar spatio-temporal behavior. Regions containing
a high density of located tremor are used to estimate the
spatial extent of the slow slip source, and empirical scal-
ing relations are used to estimate the total moment asso-
ciated with the observed quasi-periodic bursts of tremors.
Using these estimates of the moment release and slip area,
the amount of slip associated with each quasi-periodic burst
of tremor is estimated. Further, due to the high spatio-
temporal resolution of LFE detections and their similarity
to repeating earthquakes, the LFEs are used to develop a
kinematic model of deep slow slip on the SAF in which the
total cumulative slip is equal to the plate rate times the ob-
servational period. The source region is divided into discrete
patches and the location and event timing of highly episodic
low-frequency earthquake families are used as creepmeters
to assign slip to the patches. This model is used to esti-
mate a high-resolution timeseries of fault slip from which
observable geodetic quantities such as surface strain are cal-
culated. Both the empirical scaling relations (i.e. tremor
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derived), and the kinematic model (i.e. LFE derived) yield
consistent estimates of the slow slip magnitudes. The mod-
eled synthetic strain timeseries is used to coherently stack
the strain data from two nearby long-baseline laser strain-
meters at times of modeled peak strain-rates.

Rousset et al. [2019] found GPS offsets associated with
peaks of LFE activity to the northwest of Parkfield, using
stacked GPS time series and a matched filter analysis, how-
ever, they where unable to resolve geodetic deformation for
the Cholame area. We use long-baseline strainmeter mea-
surements to observe and quantify the slow slip accompany-
ing these large bursts of quasi-periodic tremors and LFEs on
the Cholame section of the SAF. We confirm that similar to
subduction zones, transform faults are capable of producing
ETS.

2. Seismic Observations

2.1. Tremor Sources

We used borehole seismometer data from the High Reso-
lution Seismic Network [HRSN , 2016] to locate tremors be-
tween 8/21/2001-6/1/2017 on the SAF beneath the north-
ernmost rupture area of the Mw 7.8 Ft. Tejon earthquake
of 1857 (Figure 1a). Using an envelope cross-correlation
method [Nadeau and Dolenc, 2005; Nadeau and Guilhem,
2009], we located tremor sources (or tremors) to a depth
range of 10−40 km, with most tremors concentrating below
the locked Cholame segment of the SAF. We find that the
tremor durations are exponentially distributed with typical
bursts lasting ∼5 to ∼20 minutes. Our tremor location un-
certainties at the 95% confidence level are ±4.7 km and ±4.5
km in horizontal direction and depth respectively [Nadeau
and Guilhem, 2009]. While the locations of the tremor
sources appear to be located in a wide cloud around the
SAF (Figure 1a), they are largely consistent with being lo-
cated on the fault interface since the perpendicular distances
from the fault are normally distributed about the fault inter-
face with a standard of deviation of 4.6 km (Supplemental
Figure S1). Further, Guo et al. [2017] show that by using
a local 3-D vs velocity model, and implementing a double-
difference relocation scheme these tremors concentrate more
strongly about the inferred fault interface. However, since
the spatial distribution of tremors does not appear to be
strongly elongated along fault (Figure 1a), and the distribu-
tion of tremor distances from the fault are too wide to be
consistent with tremors only being located directly on the
fault (Supplemental Figure S1), we cannot rule out the case
that at least some of the tremor may be generated by off-
fault sources which are distinct from those which generate
the Cholame LFEs.

We denote a 25-km long portion of the SAF located
within the high density cluster to the southeast of the rup-
ture area of the 2004 Mw.0 Parkfield (black line, Figure
1a) at depths of 15 − 30 km (black rectangle Figure 1b)
as the “tremor source region”. The temporal behavior of
the tremors located with the tremor source region is not
constant, but rather exhibits quasi-periodic bursts of high
activity wherein the occurrence rate is > 5 times the back-
ground rate which is measured as average tremor rate be-
tween the bursts (Figure 2a). Using the cross correlation
method detailed in Guilhem and Nadeau [2012], we identify
82 burst episodes (Table 1), with recurrence intervals rang-
ing from ∼ 30-150 days (Table 1). We find that individual
burst episodes last 2 to 10 days. These short bursts ac-
count for about one third (33%) of all tremor detections and
correspondingly, a similar fraction (31%) of the total mea-
sured tremor duration. The total measured tremor duration
of each individual episode ranges from tens to hundreds of
minutes of recorded coherent tremor (Table 1).

It has been established that there is a physical relation-
ship between ETS and large earthquakes with a causal rela-
tionship possible in either direction; that is, ETS may trigger
large earthquakes, and large earthquakes may trigger ETS
via static stress transfer [Obara and Kato, 2016]. In the case
of the 2004 Parkfield earthquake, there have been reports of
elevated tremor and LFE activity prior to the mainshock
[Nadeau and Guilhem, 2009; Shelly , 2009]. Following the
2004 Parkfield Earthquake, there was a large and persistent
increase in the rate of tremor occurrence [Nadeau and Guil-
hem, 2009; Shelly and Johnson, 2011]. The average tremor
occurrence rate increased from ∼1.5 min/day to ∼5 min/day
during the 100 days following the earthquake. In addition,
the peak episode rates increased from 6.64±0.9 to 9.10±1.8
min/day. These results are consistent with those of previous
studies which carefully examined the response of tremors
and LFEs to the 2004 Parkfield Earthquake [e.g. Nadeau
and Dolenc, 2005; Nadeau and Guilhem, 2009; Shelly and
Johnson, 2011].

The largest burst of tremor is observed directly following
the Mw6.0 2014 Napa Earthquake, which occurred nearly
350 km to the northwest. The peak rate that directly fol-
lowed the mainshock was 23 min/day, about 10 times the
background rate, and twice the average peak rate, where the
average peak rate is measured as the mean tremor duration
of the identified burst episodes (Figure 2a). The elevated
peak tremor burst rates following the 2014 Napa Earth-
quake slowly decayed at a rate of −0.04 min/day while the
background tremor rate remained elevated (∼4.5 min/day)
from August 2014 though the end of the observational pe-
riod in June 2017 (Figure 2b).In addition to elevated rates,
the periodicity of the bursts also increased and became more
regular.

To put these changes in context, we note that there are
significant variations in the background rate prior to the
earthquake. Following a lull in tremor activity that began
in 2013, there was an acceleration in tremor activity begin-
ning in July, 2014, prior to the occurrence of the 2014 South
Napa Earthquake. We also examined the tremor response to
all earthquakes that occurred within 350 km of the Cholame
region a year before and after the 2014 Napa Earthquake,
and find additional peaks in the tremor rate that appear to
be associated with regional seismicity (vertical dashed lines,
Supplemental Figure S2). We note two events of particular
interest which are associated with large rapid increases in
tremor rate, a Mw 4.5 earthquake which occurred ∼150 km
away in Central California on Nov. 20, 2014, and a pair
of Mw 4.5 and Mw 4.7 earthquakes which occurred approxi-
mately 300 km away on the California-Nevada border region
on Feb. 11, 2014.

2.2. Low-Frequency Earthquakes (LFEs)

The LFE catalog of Shelly [2017] contains more than one
million LFEs which are associated with 88 families, approx-
imately half of which are located on the Cholame segment
of the SAF (Black Box, Figure 1b). The LFEs are located
on or very close to the SAF fault interface (Figure 1). The
template matching approach used for LFE detection [Shelly ,
2009] is reminiscent of the methodology and assumptions
used for the detection of repeating earthquakes [Uchida and
Bürgmann, 2019]. Consequently, LFEs are thought to be
analogous to repeating earthquakes which occur on small
fault zone asperities with failure being driven by aseismic
fault slip on the surrounding fault interface [Uchida and
Bürgmann, 2019]. Additionally, focal mechanisms of P-wave
first motions and moment tensors using S waves from LFEs
found in subduction zone settings show that those events
represent shear slip on the plate interface [Ide et al., 2007b].
Further, the SAF LFEs have been shown to occur prefer-
entially during times when tidal stresses encourage right-
lateral shear slip [Thomas et al., 2012, 2016]. The precise
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spatio-temporal identification, proximity to the fault inter-
face, and shear slip mechanisms make LFEs good indicators
of fault slip at depth.

We examine the temporal behavior of the LFEs located
within the tremor source region(black box shown in Figure
1). Similar to our results for the tremor behavior, we observe
that the LFEs exhibit quasi-periodic bursts of high activity
which persist for 2-10 days, with the burst rates exceeding
on average 5 times the background rate (average rate during
inter-burst periods, see Supplemental Figure S3). However
we also note that the episodicity is highly variable, and the
LFE distribution is more continuous at greater depths, sug-
gesting less ETS-like accelerations. Many of the families
that are highly episodic, with activity that tends to occur in
bursts rather than at regular intervals, are clustered within
the red rectangle in Figure 1, and denoted by warm colors.
The more than one hundred thousand episodic LFEs we use
represent 10% of the total SAF LFE catalog, and 23% of the
LFEs located along the Cholame segment. These, highly
episodic families have been shown to be particularly robust
creepmeters Thomas et al. [2018].

Similar to the tremors, the largest increase in LFE rate
occurred in response to the Mw 6.0 2014 Napa Earthquake
[Peng et al., 2015]. Peng et al. [2015] argue that the spatio-
temporal propagation of LFE activity during the large burst
initiating 12 hours after the mainshock reflects a large
triggered slow slip event. The LFE peak directly follow-
ing the mainshock of this event has an amplitude of ∼ 900
LFEs/day, which reflects an increase of 30 times the back-
ground rate, and twice the average peak rate (Supplemen-
tal Figure S4). Similar to the observed tremor rates, the
peak rates following the Napa Earthquake remain elevated,
and decay at similar rates (Supplemental Figures S4 and
S5). However, in contrast to the significant increase in back-
ground tremor rate observed after the Parkfield earthquake,
we only observe a ∼ 1% in the background LFE rate (Sup-
plemental Figures S4 and S5). Similar to the observed back-
ground tremor rates prior to the Napa Earthquake, we also
observe a steady decrease in the background LFE rate begin-
ning in ∼ 2013. This decrease in background LFE rate cul-
minates in a ∼3-month period of quiescence from December
2014 to February 2015, following which the background LFE
occurrence rate returns to its pre-Napa levels. This decrease
in background LFE rate is marked by a period of decreased
LFE detection due to low-correlation values [Shelly , 2017],
and is coincident with increased background tremor levels.
However, it is difficult to compare these observations with
the change in the background LFE rate following the Park-
field Earthquake due to gain changes in the HRSN in 2003,
which reduced overall noise levels [Shelly , 2017]. Since there
are no static stress changes imposed by the Napa Earth-
quake, we expect the response to differ significantly from
that of the Parkfield Earthquake.

3. Geodetic Detection

The 82 quasi-episodic episodes identified using cross-
correlation (Table 1), represent periods of increased lower-
crustal seismic activity (i.e., LFE and tremor occurrence
rates) well above the background rate, and are localized in
the region in Figure 1. While there is ample micro-seismic
evidence (tremors and LFEs) to support episodic aseismic
slip on the deep extent of the Cholame SAF, there has pre-
viously been no observable geodetic evidence to support this
inference [Smith and Gomberg , 2009; Rousset et al., 2019].
Due to the similarity of these quasi-periodic bursts with ETS
and slow slip in subduction zones, we propose a simple model
to explore the mechanics of this process and to predict the
size of these candidate ETS events. The surface deforma-
tion associated with these inferred slow slip events is esti-
mated by modeling them as deep shear dislocations, where
the geometry of the slipping region is defined by the region

of high tremor density and locations of the low-frequency
earthquake sequences. The location and timing of highly
episodic low-frequency earthquake families is used to assign
slip to the discretized portions of the source region such that
there is no net strain stored over the observational period.
Using the modeled surface deformation and modern geodetic
instrumentation, we devise a procedure to overcome the ob-
stacle faced by previous studies in order to detect the geode-
tic signal associated with these proposed slow-slip events.
Rousset et al. [2019] were not able to resolve a GPS signal
along the Cholame section of the SAF, likely due to the low
strains thought to be associated with these events. How-
ever, long-baseline laser strainmeters (LSM) and borehole
strainmeters (BSM) are thought to be capable of measur-
ing the small magnitude surface geodetic signals associated
with these short-duration slow-slip events [Agnew and Wy-
att , 2003]. Due to the proximity and stability of the LSM
Figure 1, the high noise levels present in the Parkfield BSMs
and the failures of previous targeted attempts to observe
these signals [Smith and Gomberg , 2009], we will only focus
on the LSMs.

In Section 3.1 we estimate the cumulative and average
SSE slip only using constraints on the fault slip rate and
tremor-derived estimates of the source geometry and recur-
rence intervals (A and TR, Table 1), under the assumption
that all slip in the source region is accommodated during
the seismically inferred slow slip events. We then inde-
pendently use the measured tremor durations to estimate
the source magnitude using an empirical relationships de-
rived for ETS in the Cascadia subduction zone. Section 3.2
then uses the highly-episodic LFEs as creepmeters, and dis-
tributes the moment estimated in Section 3.1 spatially and
temporally to discrete patches on the plate interface. This
spatiotemporal distribution of slip is then used to calculate
synthetic surface strain times series. Sections 3.3-3.5 then
use the seismic observations to guide the stacking of strain
data, using the model developed in Section 3.2, in order to
geodetically validate the modeled SSEs in Section 3.1.

3.1. Estimation of Slow-Slip Magnitude

The deformation at depth (> 14km) is assumed to be ac-
commodated entirely by the quasi-periodic slow-slip events
that accompany the observed bursts of micro-seismic energy,
and the amount of slip released in these events maintains the
average plate sliding rate (or plate rate), such that there is
no net stored strain. The long-term SAF slip rate in the
vicinity of the proposed slow-slip zone, at depths below ∼14
km, is ∼33mm/yr [Ryder and Bürgmann, 2008].

In order to maintain plate rate over the duration of the
observational period, the slow slip events must release a cu-
mulative slip of ∼ 512 mm (Duration × plate rate= 15.5 yr
× 33 mm yr−1). If all events are assumed to be equal, then
the slip associated with an individual ETS event is ∼ 6 mm
such that that the slip is equally divided amongst the 82
identified episodes. However, in order to account for the
inter-event time differences the amount of slip d is assumed
to be equal to the tectonic loading rate (Ṡ) times the re-
currence interval preceding the slow-slip event (TR, Table
1)

d = TRṠ. (1)

This results in uniform slip (d) over the entire slow-slip
region (A), which is exactly equal to the slip deficit accu-
mulated from preceding tectonic loading.

The total moment release of the slow slip events is given
as

M0 = µAd, (2)
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where µ is the shear modulus (here assumed to be 30GPa),
A the area of the slow-slip plane in meters squared, and d
is the amount of slip in meters accommodated by all ETS
and background activity. For ease of comparison, we convert
event moments to moment magnitudes

Mw =
2

3
log10

(
M0 · 107)− 10.7, (3)

where M0 is given in newton meters (N·m).
Assuming a constant deep fault slip-rate (Ṡ), and a fixed

slow-slip area associated with Model 1 (20 km by 5 km) of
100 km2 (red rectangle, Figure 1b), or Model 2 (25 km by
15 km) of 375 km2 (black rectangle, Figure 1b), the calcu-
lated cumulative slip results in a cumulative moment magni-
tude release of 6.2 Mw and 6.5 Mw, and average individual
event magnitudes of 4.8 Mw and 5.2 Mw respectively. The
slips and moment magnitudes estimated for each individual
slow-slip event are reported in columns 4-6 of Table 1. These
values strongly depend on the assumed area of the slow-slip
event and the amount of slip accommodated by background
activity between the 82 events. While the geodetic surface
deformation from several millimeters of slip at this depth
may be too small to detect from a single individual event
(∼ 5Mw), we may be able to observe the cumulative geode-
tic moment release through proper stacking to utilize the
full moment release.

Alternatively, it has been observed in both Japan and
Cascadia that the geodetic moment release is linearly pro-
portional to the cumulative duration of tremor during a
slow-slip event [Aguiar et al., 2009; Obara et al., 2010]. The
empirical relation uses the estimated duration of tremor in
hours (TD, Table 1) to estimate the geodetic moment re-
lease. In northern Cascadia, this relationship was estimated
as [Aguiar et al., 2009]

M0 = 5.2 · 1016TD. (4)

Applying this empirical relation to the total cumulative du-
ration of tremor (151.2hours), results in a cumulative mo-
ment release of 7.2 · 1018 or 6.5 Mw. This estimate is at the
upper bound of the the estimate based purely on recurrence
interval TR. The moment-duration estimated moment mag-
nitude (Mw) for each episode is given in column 5 of Table
1. These magnitude estimates refer to the inferred slow slip
driving the activity on the small seismic patches, rather than
the slip, and the moment of the seismic patches themselves,
which can be smaller by several orders of magnitude [Kao
et al., 2010].

3.2. Modeled Surface Deformation

Following Thomas et al. [2018], we use the highly episodic
LFE families as creepmeters to quantify the deep slip-rate.
In order to calculate the expected surface deformation as-
sociated with these inferred ETS events, we discretize the
slipping patches (solid red and black rectangles, Figure 1)
into patches of five km length (dashed red and black rectan-
gles, Figure 1) and normalize the slip assigned to each LFE
such that the cumulative slip from each patch is equal to the
plate rate times the observational period. The slip of the ith

patch is calculated by weighting the cumulative slip (Stotal)
by the number of LFEs within the patch (Li) and the total
number of occurrences for the jth family (Nj). Thus the slip
sij assigned to the ith patch associated with an occurrence
of the jth LFE family is:

sij =
STotal
NiLj

. (5)

The total fault slip time series is constructed by adding
the contribution of each episodic family such that the jth

occurrence of that LFE family represents an amount of slip

sij (Equation 5) on the ith patch (Figure 1b) that contains
it. The corresponding surface deformation is then calculated
using a rectangular 3D Okada dislocation corresponding to
each patch’s geometry and fault slip time series [Okada,
1985; Thompson, 2014].

One year (2012) of the modeled north-south synthetic
strain time series calculated at the location of a nearby long-
baseline laser-strainmeter (LSM, purple triangle, Figure 1)
is shown in Figure 3 (The full time series over the observa-
tional time period for the North-South and East-West com-
ponents of strain are shown in Supplemental Figure S6).
The total cumulative North-South and East-West surface
strain associated with the LFE-inferred deep-fault slip over
the ∼ 15.5 year observation period is on the order of a few
micro-strain, and the strain associated with any one given
slow-slip episode is on the order of several nano-strain (Fig-
ure 3a). While the total cumulative surface strain is not
large due to the depth of the inferred aseismic slip, there are
significant rate variations that we expect to be observable at
the surface ( Figure 3b). The bottom panel of Figure 3 shows
the strain-rate calculated using a 2 day smoothing window.
Recall that while all of the surface strain is associated with
deep fault slip, the quasi-periodic episodes of accelerated
slip characterized by peaks in strain-rate are what we refer
to as slow-slip events. Note that the inter-event deforma-
tion is not zero (Figure 3a). By using the LFEs as creepme-
ters, we capture both the deformation associated with the
quasi-periodic bursts and the inter-event background creep,
which we neglected in our “back of the envelope” estimates
in the previous section. The mean strain-rates of the slow-
slip events are larger by a factor of ∼ 3.5 over the mean
background strain-rate, and the maximum strain-rate is as-
sociated with the episode triggered by the 2014 M6.0 Napa
earthquake. Note that the amplitude of the surface strain
is strongly dependent on the moment and the distribution
of that moment with depth, however, since the lateral ex-
tent of the slip region is largely the same, the synthetic time
series for Model 2 is linearly proportional to Model 1, with
Model 2 = 3.85 ·Model 1. Model 1 has one third the mo-
ment of Model 2, corresponding to the smaller depth range
of 20 - 25 km versus 15 - 30 km.

3.3. Deformation Detection Levels

The deep-fault slip model (section 3.2) predicts surface
deformation signals with amplitudes on the order of 10’s
of nano-strain with durations ranging from 1 to 10 days.
Surface geodetic deformation measurements are of differ-
ential displacement with borehole strainmeters measuring
over baselines of 10−4 km, long-baseline strainmeters over
baselines of 10−1 − 100 km, and GPS over baselines of
10 − 103 km. The detection level of various geodetic in-
struments are largely set by environmental noise levels, and
thus the deformation detection levels of these geodetic in-
struments are a function of the period of the desired sig-
nal we wish to measure [Agnew , 1992]. At short periods
(days or less) borehole strainmeters have the best perfor-
mance (i.e. lowest detection threshold), and at longer peri-
ods (greater than a year) GPS instruments have the best
performance. However, at intermediate periods (days to
months) the long-baseline strainmeters are the most suit-
able instrument [Agnew and Wyatt , 2003]. At periods of one
week, long-baseline strainmeters show wander rates that are
a ∼ 100 times smaller than GPS, and ∼ 10 smaller than
borehole strainmeters. For a full description of instrument
wander, we refer to [Agnew and Wyatt , 2003].

3.4. The Cholame Long-baseline Laser Strainmeters
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In order to detect the geodetic signature of the the slow-
slip events (Section 3 and Section 3.2), we use strain data
from the two Cholame long-baseline laser strainmeters, con-
veniently located near the slow-slip region(Figure 1a). We
use strain time series with five-minute sampling rate span-
ning September 4, 2008 to August 27, 2018. The two
co-located instruments (CHL1 and CHL2) are oriented to
measure strain in the North-South (CHL1) and East-West
(CHL2) directions. These long-baseline laser strainmeters
are half-kilometer-long interferometers which use laser light
to measure the change in the relative position of two monu-
ments. Figure 4 shows one year (2012) of raw LSM derived
North-South strain data (red curve), and the corrections
applied to the data (blue and grey curves). There exist
three main sources of error which affect laser-strain mea-
surements: (1) variation in optical path length, (2) changes
in laser frequency over time and (3) local motion of the end
point monuments. The motion of the monuments is by far
the largest source of error, and is mitigated by measure-
ments from “optical anchors” [Wyatt et al., 1982] which are
installed at both end points. The blue curve in Figure 4 rep-
resents the corrections estimated for both end point monu-
ments of the LSM. Corrections for variations in the strength
of vacuum, changes in laser frequency, and effects of temper-
ature and pressure are estimated to be an order of magni-
tude smaller than the tidal correction, and several orders of
mangitude smaller than the optical anchor correction (grey
curve, Figure 4). The next largest signals present in the data
are from the tides, which are shown by the purple curve in
Figure 4. After removing all corrections and tides, we are
left with signal which we refer to as the “observed strain”
shown by the black curve in Figure 4. We note however,
that the long-baseline laser strain meters are very sensitive
to hydrological deformation caused in response to rainfall.
The optical anchors mitigate this hydrological effect and at-
tempt to remove the local deformation near the end point
monuments, however, for some rain large rain events the op-
tical anchors are not able to fully mitigate this deformation
signal, leaving large hydrological signals (> 10 nano-strain)
in the data (e.g. Supplemental Figure S7).

3.5. Observed Surface Strain

We identify strain-rate peaks from the synthetic strain
timeseries, and then align and stack the signals from the
corresponding strain data (Figure 5). The LSM was in op-
eration and able to capture 49 of these events. Five of these
time periods were excluded from analysis due to large ex-
cursions that are not associated with deep slow slip and are
likely related to local hydrology and precipitation (Supple-
mental Figure S8). In order to increase our ability to detect
the small surface strain signals associated with these events,
we first bandpass filter the observed strain data between
1 and 20 days using a fourth-order Butterworth filter, to
remove spurious signals, such as hydrological deformation,
and increase the signal-to-noise ratio of the expected signal
we are attempting to observe. We then select 25 days of
the filtered observed strain before and after the peak strain-
rate estimated from the modeled synthetic strain time series
(Figure 5). We then detrend the 50 day strain data segment
only using the first 15 days of the time series (Figure 5).

We then stack 44 of the 50 day periods aligned on the
peak strain rate, which have a signal-to-noise greater than 10
(See Appendix A). We note that this additional data qual-
ity check was employed in order to ensure that our stacked
signal is not dominated by spurious large-amplitude signals,
which can be on the order of tens to hundreds of nano-strain
(i.e., the large offsets around 2012-10 in Figure 4 and Sup-
plemental Figures S7 and S8). Figure 6 shows the resulting
average stack of 44 aligned chunks of filtered LSM-derived
observed strain data for both the North-South and East-
West components (yellow curves). The average stacks of
the corresponding filtered Model 1 and Model 2 synthetic
strains are shown by the thick and thin dashed black lines
(Figure 6).

4. Discussion

The modeled synthetic strain stack is in good agreement
with the observed geodetic strain (solid yellow and dashed
black curves, Figure 6), with the exception of a brief excur-
sion several days following the time of the inferred slow-slip
events (∼ 8 days), which is not explained by our simple LFE
model. We find that the lower-magnitude Model 1 fits the
data better than Model 2, suggesting that the slow-slip re-
gion more-closely corresponds to the smaller area denoted by
the red rectangle in Figure 1. In order to test the robustness
of this result we perform a jackknife test to estimate both
the mean and variance of the observation, and importantly,
since this an average stack we want to ensure that the ob-
servation is not dependent on only a few observational time
periods. To perform the jackknife test, we randomly remove
10% of the 50-day filtered observed strain samples (i.e., five
observations from each component) and re-calculate the av-
erage stack. A thousand realizations of the jackknife test
are plotted as semi-transparent black curves in Figure 6.
For each time step we calculate the variance and mean of
all the jackknife observations. The mean and 2σ bounds
are plotted as red and blue curves in Figure 6, however the
mean (red curve) is mostly hidden by the yellow curve since
it is nearly identical to the full stack average.

To further ensure that our stacked results are not biased
by our processing scheme, or generated by random chance,
we generate synthetic stacks using random peak times. We
use the same processing steps and data selection criterion
that was used to create the stacks shown in Figure 6. We
then measure the misfit of the generated random stack with
the modeled stack, using two metrics 1) the normalized RMS
misfit and 2) the misfit of the mean long-term offset. We
then generate 104 random stacks and estimate the random
distribution for both metrics. The resulting probability and
cumulative distributions are shown in Figure 7. Using met-
ric 1 (normalized RMS misfit) the observed geodetic strain
is more than 2σ different from the random distribution. Fur-
ther, no single realization of the random stacks can match
the long-term offsets of both components (Figure 7b), sug-
gesting that we cannot create the observed offsets randomly.

In summary, the stacked strain results are consistent with
the source area defined by the highly episodic LFEs (Model
1) exhibiting quasi-periodic slow-slip events, and the slip-
history of this region being well described by using the highly
episodic LFEs as creepmeters (e.g. [Thomas et al., 2018] and
Section 3.2). Both the tremors and LFEs in the Chalome
region exhibit quasi-periodic bursts of increased activity as-
sociated with these geodetically observed slow-slip events.

4.1. Statistical Significance

In order to further assess the statistical significance of
our detection we developed a formal hypothesis test which
is detailed in Appendix A. We applied this test with a dig-
ital signal detector against the observed and aligned stack
of observed strain-rate (as opposed to strain). This detec-
tor tests between the competing hypotheses that the strain-
rate either does not show a tectonic signal above expected
background variability (only noise), or that the strain-rate
includes a significant signal that is elevated above this noisy
background. This statistical procedure uses the same peak
times and data processing steps as Section 3, with the key
differences being that an additional step is taken to calculate
the strain-rate, a more rigorous definition of “statistical sig-
nificance” is developed, and we determine if the strain data
is temporally shifted relative to our modeled time series.
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We process our observed strain data with a finite differ-
ence method over time and normalize the result to assess
the distributional form of the observed observed strain-rate.
The resulting histograms revealed that our unstacked ob-
served strain-rate signal is dominated by a random back-
ground field that includes normally distributed, Gaussian
noise.

Having determined that random background strain-rate
values dominate our unstacked, post-processed observed
strain-rate records, we then tested our stacked data. We
ran our detector (Equation A7) on randomized stacks of
44 strain-rate realizations, ∼104 times (Figure A1a). This
statistic again showed some spurious peaks that we could
mostly attribute to end-of-file mismatches. We then fit our
predicted F PDF to normalized histograms of the binned
detection statistic to estimate its distributional parameters
and threshold for detection; we chose a threshold to be con-
sistent with a rate of one false alarm per 10 years of strain-
rate data (Figure A1b). We then aligned and stacked our
strain-rate data using the peak times from the LFE derived
Model 1 following the procedure detailed in Section 3.5. The
detection statistic that we computed from this stacked data
showed a maximum near the time of peak modeled strain-
rate where it exceeded our threshold, and indicates that
this stack represents a geodetic signal that is unlikely to
be present in the background strain-rate field (Figure A2).

Finally, we evaluated the choice of our temporal align-
ment at peak modeled strain. Specifically, we determined
if stacking the 44 observed strain-rate signals after aligning
them with other phase shifts could elevate or depress de-
tection rates, since a subsequent absence of any detection
could indicate weakened evidence for a geodetic signal. We
sampled temporal phase shifts uniformly distributed over
±2 days (based on the LFE and tremor burst durations,
Figures 3), shifted our data, and stacked the results. This
test showed that some small shifts (mostly phase shifts near
± +4 hrs) elevated the presence of a geodetic signal (larger
z (ε̇). Larger shifts (many phase shifts nearly ±2 days) de-
pressed the presence of a geodetic signal so that ∼ 10%
of stacked and shifted data produced no detectable geode-
tic signal. This phase-shift and stack exercise revealed that
more optimal phase shifts produced a 15 dB geodetic signal.
This result suggests that aligning our data to peak mod-
eled strain-rate is sub-optimal, and refined phase shifting
and stacking can significantly improve our ability to detect
a geodetic signal. To test if phase shifted stacking on noise
could similarly result in a geodetic signal, we duplicated our
test 104 times on 103 randomized realizations background
strain-rate records of equal duration. This latter exercise
produced no detections on random realizations of strain-
rate data (Figure A3). This improvement in detection arises
from the fact that these small temporal shifts improve the
coherency of our data stacks that include signal, but do not
improve coherency between realizations of a random back-
ground field. We conclude that a random superposition of
background observed strain-rate realizations is unlikely to
produce a geodetic signal that triggers our detector at its
threshold.

Cumulatively, our hypothesis test shows that a geodetic
signal that is aligned to our peak model strain-rate (± <
2 days) has < 0.1% probability (a one in a ten-thousand
chance) of being observed in expected background strain.
We therefore accept the hypothesis that our stacked data
reveal a geodetic signal and thus conclude that we have
recorded transient strain-rate signals that are geodetic evi-
dence of slow slip deep on the SAF near Chalome.

5. Conclusions

We have used borehole seismometer data from the High
Resolution Seismic Network and Tremor Scope to resolve
tremors between 8/21/2001-6/1/2017 on the SAF beneath

the rupture area of the M7.8 Ft. Tejon earthquake of 1857.
We observe that the tremor rate is not constant but shows
quasi-periodic bursts of high activity wherein the burst rates
exceed the background rate by ∼5 times. We find that the
largest burst of tremor observed in our data set represents
a ten-fold increase in the tremor rate and likely reflects a
response to the 2014 M6.0 Napa Earthquake that is located
nearly 350 km to the northwest. The long-term average
tremor occurrence rate following this event increased signif-
icantly (> 150%) and remained elevated throughout the du-
ration of the observational period, however, this persistent
increase is not observed in the LFE occurrence rate. We
speculate that while tremor and low-frequency earthquakes
are intimately related, in practice, the highly-episodic re-
peating low-frequency events are directly recording slip on
the plate interface, whereas the tremor may represent both
deformation on the fault interface and possibly, distinct off-
fault deformation associated with slow slip. Whether the
differences between the spatial distribution, temporal evo-
lution and response to external forcing of tremors and LFEs
result from differences in detection algorithms and network
status or whether they represent distinct indicators of the
physical state of the fault zone remains elusive and requires
further study.

We identified 82 quasi-period bursts using cross-
correlation [i.e. Guilhem and Nadeau, 2012], which represent
periods of increased seismic activity (i.e. LFE and tremor
occurrence rates) that are well above the background rate,
and that are localized to the slow-slip region. The recur-
rence intervals of these events range from 30 to 150 days,
with individual burst durations ranging from 2 to 10 days.

We identify highly episodic low-frequency earthquake
families from the catalog of Shelly [2017], which are located
within the source region of the resolved episodic burst of
tremor. We assume that these highly episodic LFEs may be
used as creepmeters [Thomas et al., 2018], and are analo-
gous to repeating earthquakes that occur on small fault zone
asperities, with failure being driven by aseismic fault slip
on the surrounding fault interface [Uchida and Bürgmann,
2019]. The amount of aseismic slip assigned to the surround-
ing fault that drives the LFE failure is scaled to match the
total slip expected during the full observation period. As-
suming a fixed slow-slip area (A) of 100 km2 (Figure 1b),
and constant deep fault slip-rate (Ṡ), the calculated cumu-
lative slip of 512.4 mm / 15.5 yr times 33 mm/yr results in
a cumulative moment release or 1.9 ·1018 or 6.2 Mw. We es-
timate the surface deformation associated with these events
by discretizing the inferred slow-slip zone into five patches
and use a rectangular Okada dislocation model to estimate
the associated surface strain. By stacking the strain records
from the long-baseline laser strain-meters, we are able to
observe the average surface geodetic deformation associated
with these events and conclude that these large bursts of
tremor activity are accompanied by geodetically detectable
slow-slip. This positive result warrants revisiting the BSM
instruments, despite their increased sensitivity to environ-
mental and hydrological noise, and ought to provide a fruit-
ful avenue for future research.

We develop several statistical tests to determine the sig-
nificance of these observations, and conclude that there is
less than a one in ten-thousand chance of a false detection.
Further, our detection statistic indicates that the measured
geodetic slip proceeds the modeled slip (Figure A2), which
is causally consistent with the aseismic slip proceeding and
driving the LFE activity. Additionally, small temporal shifts
improve the coherency of our data stacks, with an optimal
mean shift of +4.8 hours, suggesting that the onset of geode-
tic slip may proceed the seismic signature of slip by a period
of several hours. However, we are unable to resolve whether
this precursory slip occurs within, or adjacent to, the tremor
source region.

In summary, we find that the Cholame region of the
strike-slip San Andreas Fault produces seismically and
geodetically observable ETS of magnitudes of Mw 4.8− 5.2.
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Table 1: Identified quasi-Episodic tremor burst episode characteristics.
Column 1: Peak correlation time. Column 2: Tremor recurrence inter-
val TR measured in days since previous episode. Column 3: Duration
of tremor burst TD measured in minutes of observed seismic tremor.
Column 4: Amount of slip associated with each burst based on recur-
rence interval. Column 5-6: Moment magnitudes based on the slip d and
source areas of Model 1 and Model 2 respectively. Column 7: Moment
magnitude based on the empirical moment to tremor duration scaling of
Aguiar et al. [2009].

TR(day) TD(min) d(mm) M
(A1)
W M

(A2)
W M

(Emp.)
W

2001-10-20 - 46.1 - - - 5.0
2001-12-08 49.20 61.7 4.4 4.7 5.1 5.1
2002-01-07 36.70 93.2 3.3 4.6 5.0 5.2
2002-02-03 56.90 104.0 5.1 4.8 5.1 5.3
2002-05-11 61.00 50.2 5.5 4.8 5.2 5.1
2002-06-28 47.00 50.0 4.2 4.7 5.1 5.1
2002-11-05 130.30 85.0 11.8 5.0 5.4 5.2
2003-01-03 58.80 65.7 5.3 4.8 5.2 5.1
2003-04-23 110.00 108.2 9.9 4.9 5.3 5.3
2003-08-05 104.70 53.4 9.5 4.9 5.3 5.1
2003-09-05 30.30 48.8 2.7 4.6 5.0 5.1
2003-10-25 50.00 43.5 4.5 4.7 5.1 5.0
2004-01-01 69.10 57.8 6.2 4.8 5.2 5.1
2004-03-28 86.20 109.3 7.8 4.9 5.3 5.3
2004-05-02 35.50 54.6 3.2 4.6 5.0 5.1
2004-06-29 57.80 54.7 5.2 4.8 5.1 5.1
2004-09-07 69.50 184.9 6.3 4.8 5.2 5.4
2004-10-08 31.30 294.9 2.8 4.6 5.0 5.6
2005-01-16 45.10 73.2 4.1 4.7 5.1 5.2
2005-01-24 108.00 78.6 9.8 4.9 5.3 5.2
2005-02-28 34.80 120.3 3.1 4.6 5.0 5.3
2005-04-25 55.70 180.9 5.0 4.8 5.1 5.4
2005-07-25 46.00 189.2 4.2 4.7 5.1 5.4
2005-09-18 55.10 96.7 5.0 4.7 5.1 5.2
2005-11-27 70.20 85.4 6.3 4.8 5.2 5.2
2006-01-03 63.50 137.9 5.7 4.8 5.2 5.4
2006-01-18 62.10 94.8 5.6 4.8 5.2 5.2
2006-04-28 88.50 92.7 8.0 4.9 5.3 5.2
2006-09-15 78.00 58.6 7.1 4.9 5.2 5.1
2006-12-01 76.40 112.5 6.9 4.8 5.2 5.3
2007-02-18 79.20 122.0 7.2 4.9 5.2 5.3
2007-05-07 77.80 127.7 7.0 4.8 5.2 5.3
2007-07-17 71.20 70.7 6.4 4.8 5.2 5.2
2007-10-06 81.10 162.7 7.3 4.9 5.2 5.4
2008-01-11 97.00 159.4 8.8 4.9 5.3 5.4
2008-05-05 116.00 124.6 10.5 5.0 5.3 5.3
2008-09-10 127.00 175.1 11.5 5.0 5.4 5.4
2008-12-18 99.10 134.8 9.0 4.9 5.3 5.3
2009-02-21 65.10 59.8 5.9 4.8 5.2 5.1
2009-04-15 52.90 147.1 4.8 4.7 5.1 5.4
2009-06-14 60.10 128.6 5.4 4.8 5.2 5.3
2009-08-10 56.80 84.5 5.1 4.8 5.1 5.2
2009-09-28 49.20 173.1 4.4 4.7 5.1 5.4
2009-11-03 35.90 125.0 3.2 4.6 5.0 5.3
2010-01-02 78.90 109.0 7.1 4.9 5.2 5.3
2010-03-17 55.90 88.5 5.1 4.8 5.1 5.2
2010-06-30 105.10 49.0 9.5 4.9 5.3 5.1
2010-09-03 64.10 114.3 5.8 4.8 5.2 5.3
2010-10-29 56.90 47.8 5.1 4.8 5.1 5.0
2010-12-28 59.60 103.8 5.4 4.8 5.2 5.3
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2011-01-03 32.60 97.2 2.9 4.6 5.0 5.3
2011-01-07 40.10 77.1 3.6 4.7 5.0 5.2
2011-01-23 97.90 186.1 8.9 4.9 5.3 5.4
2011-05-12 62.30 94.9 5.6 4.8 5.2 5.2
2011-12-02 106.30 80.9 9.6 4.9 5.3 5.2
2012-01-03 80.50 32.6 7.3 4.9 5.2 4.9
2012-01-04 68.30 97.0 6.2 4.8 5.2 5.2
2012-04-28 79.20 37.8 7.2 4.9 5.2 5.0
2012-06-16 48.50 85.3 4.4 4.7 5.1 5.2
2012-08-06 51.00 69.8 4.6 4.7 5.1 5.2
2013-01-15 80.80 136.4 7.3 4.9 5.2 5.3
2013-01-25 109.00 25.0 9.9 4.9 5.3 4.9
2013-02-20 36.30 72.7 3.3 4.6 5.0 5.2
2013-05-21 90.70 60.6 8.2 4.9 5.3 5.1
2013-10-09 31.20 76.8 2.8 4.6 5.0 5.2
2014-01-02 103.00 81.1 9.3 4.9 5.3 5.2
2014-02-21 32.00 60.6 2.9 4.6 5.0 5.1
2014-04-25 62.90 98.7 5.7 4.8 5.2 5.3
2014-06-10 46.60 108.1 4.2 4.7 5.1 5.3
2014-08-26 76.30 297.6 6.9 4.8 5.2 5.6
2014-11-20 86.10 324.5 7.8 4.9 5.3 5.6
2015-02-18 89.90 232.2 8.1 4.9 5.3 5.5
2015-05-05 76.20 126.6 6.9 4.8 5.2 5.3
2015-06-24 49.80 183.5 4.5 4.7 5.1 5.4
2015-10-22 120.50 204.6 10.9 5.0 5.4 5.5
2016-03-03 132.30 181.4 12.0 5.0 5.4 5.4
2016-06-05 94.60 141.5 8.6 4.9 5.3 5.4
2016-07-20 45.00 70.2 4.1 4.7 5.1 5.2
2016-08-28 38.20 164.7 3.5 4.6 5.0 5.4
2016-11-01 64.60 148.2 5.8 4.8 5.2 5.4
2017-01-15 75.10 166.4 6.8 4.8 5.2 5.4
2017-04-28 102.80 101.5 9.3 4.9 5.3 5.3
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Appendix A: Hypothesis Tests on the
Significance of Geodetic Signal

Following the same data processing steps as Section
3.5, we detrend and bandpass filter both channel records
(CHL1 and CHL2) of the observed strain with a first or-
der, zero phase, Butterworth filter. Our usage of the term
“signal” herein does not presume that our post-processed
data includes a geodetic signature aside from that present
in the background strain-rate field. We term such back-
ground strain-rate features as non-target signals, and tran-
sient geodetic features in the stacked data that are not noise
as “target signals”. We emphasize these tests process strain-
rate ε̇ rather than strain ε data.

We first assess the distributional form of the post-
processed, background observed strain-rate. We estimate
time-derivatives with a finite difference approximation that
exploits the method of undetermined coefficients [LeVeque,
2007]. We then bin and normalize the post-processed strain-
rate data to form empirical density functions (histograms).
The resulting histograms show an approximately Gaussian
distribution that includes heavy tails and indicates that our
data are punctuated by occasional, large amplitude peaks.
We find that these peaks mostly result from finite differ-
ences between sample mismatches at the ends-of-files result-
ing from the concatenation of year-long time series. These
histograms reveal that our unstacked observed strain-rate
signal is dominated by a random background field that in-
cludes normally distributed, zero-mean Gaussian noise of
variance σ2 (that is, ε̇ ∼ N

(
0, σ2

)
). Thus we assume that

our stacked strain-rate data are sufficiently Gaussian and
compare two competing hypotheses (H0 versus H1) at each
time sample t:

H0 : ε̇(t) = n ∼ N
(
0, σ2) , versus:

H1 : ε̇(t) = ṡ+ n ∼ N
(
ṡ, σ2) . (A1)

Our binary hypothesis test (Equation A1) models the ob-
served observed strain-rate data ε̇ at time t as either a Gaus-
sian field with zero mean (hypothesis H0), or as a Gaussian
field with mean ṡ (hypothesisH1). We assume that the noise
variance σ2 is unknown underH0. Similarly, we assume that
the sum of the target signal variance and the background
strain-rate variance is unknown under H1. To make this hy-
pothesis test more tractable, we mark a change in the total
variance at an unknown time with tS . We physically inter-
pret this time to index the appearance a strain-rate signal
in the stack. Equation A1 is then equivalent to:

H0 : σ2(t < tS) = σ2(t > tS), versus:

H1 : σ2(t < tS) < σ2(t > tS)
(A2)

We derive a test statistic z (ε̇) from these competing hy-
potheses as a generalized likelihood ratio test on our strain-
rate data that is identical in form to a test statistic for a
generalized short-term to long-term average (STA/LTA) de-
tector [e.g. Arrowsmith et al., 2015; Marcillo et al., 2019;
Carmichael and Nemzek , 2019]. In other words, the sta-
tistical test of Equation A2 compares the sample variance
estimate σ̂2

1 of the observed strain-rate in a leading, short
term window, to the sample variance estimate σ̂2

0 of the ob-
served strain in a following, long-term window as:

z(ε̇) =
σ̂2
1

σ̂2
0

∼ FŜ,L̂ (λ) (A3)

in which z ∼ FŜ,L̂ (λ) indicates that the detection statis-
tic z is distributed as a noncentral F random variable with
degrees of freedom Ŝ and L̂ and noncentrality parameter λ.

The quantities Ŝ and L̂ relate to the data as the effective
number of statistically independent samples in the short-
term window (S samples long) and the effective number of
independent samples in the long-term window (L samples
long), respectively. The best parameter estimates are posi-
tive scalars Ŝ and L̂ that minimize the norm of the difference
between a normalized data histogram of z(ε̇) and discretized
central F PDF:

[Ŝ, L̂] = argmin
S,L

∣∣∣∣Hist(z(ε̇))|99.50.05 − fZ (z;H0)
∣∣∣∣ (A4)

where Hist(z)|99.50.05 bins excludes data outside the upper and
lower 0.5% quantiles. The resultant histogram misfit e:

e =
∣∣∣∣Hist(z(ε̇))|99.50.05 − fZ (z;H0)

∣∣∣∣∣∣∣∣
Ŝ,L̂

(A5)

measures our confidence in how well FŜ,L̂ represents the
data. The parameter λ is proportional to the standard defi-
nition of the signal-to-noise ratio (SNR) of the target signal
that is included in the short term window at times t > tS :

λ = SNR · (S − 1) , (A6)

where SNR =
∑S
k ṡ

2
t /

∑S
t n

2
t (t is time sample). Under

the null hypothesis H0, λ = 0 (no signal present), and under
H1, λ > 0. Our geodetic target signal detector tests this de-
tection statistic for evidence of geodetic signal as a decision
rule that chooses H1 if z(ε̇) meets or exceeds a threshold
η (z(ε̇) ≥ η) and chooses H0 if the threshold exceeds the
statistic (z(ε̇) < η):

z(ε̇)
H1

≷
H0

η. (A7)

Our detector defines the threshold η from a constant false-
detection constraint. This constraint relates the threshold
to the probability PrFA = C (typically, C < 10−2) of erro-
neously decidingH1 whenH0 is true as η = F−1

Z (1− C,H0),
where F−1

Z (z,H0) is the inverse, central F cumulative dis-
tribution function (CDF) for z ∼ FŜ,L̂ (0). The CDF should
not be confused with the random variable notation. With
this threshold selection, the probability PrD that the detec-
tor in Equation A7 detects a geodetic signal with a given
SNR is:

PrD = 1− FZ (η;H1) , (A8)

in which FZ (z;H1) is the noncentral F CDF for z ∼
FŜ,L̂ (SNR (S − 1)); again, the CDF should not be confused
the the random variable for z. In practice, λ and the SNR
under H1 in Equation A6 are each unknown. The following
estimate λ̂ for λ uses post-detected statistics to determine
the signal strength of any geodetic signal in the stack of a
observed strain-rate signal [Carmichael and Nemzek , 2019,
Equation A11]:

λ̂ = z(ε̇)

(
Ŝ

L̂

)(
L̂− 2

)
− Ŝ,

where: z(ε̇) > η,

(A9)

so that SNR ≈ λ̂
S

. We select S to be 5 days to scale with
LFE and tremor burst duration, and L to exceed twice this
duration (L = 10 days). Other sources more fully docu-
ment more general details of our detector’s implementation
[Carmichael and Nemzek , 2019, Appendix A].

Having determined that random background strain-rate
values dominate our unstacked, post-processed observed
strain-rate records, we then tested our stacked data. We
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ran our detector (Equation A7) on randomized stacks of
44 strain-rate realizations, ∼104 times (Figure A1a). This
statistic again showed some spurious peaks that we could
mostly attribute to end-of-file mismatches. The remaining
peaks that were not artifacts agreed in number with the
false alarm rate of our detector, for each particular detector
run. We therefore accepted these data as consistent with
our data model, and assembled degree-of-freedom estimates
(Ŝ, L̂, Equation A3) that we computed for each detector
run and estimated the ensemble parameter mean and vari-
ance (we performed a bootstrap). The bootstrap process
showed very low variances in our empirical parameter esti-
mates and instilled further confidence in the hypothesized
distributional form of our detection statistic. We selected
the error-weighted average of Ŝ and L̂ over all such runs to
parameterize a central F PDF (N total runs, runs indexed
by k):

[Ŝ, L̂] =

∑N
k e
−1
k [Ŝk, L̂k]∑N
k , e

−1
k

(A10)

where e is defined in Equation A5 defines and thereby com-
pute a threshold for detection that was consistent with a
PrFA = 1

300
false alarm rate (see text after Equation A7).

We chose this false alarm rate to roughly agree with one
false alarm per 10 years of strain-rate data processing(Figure
A1b):

1/300 FA

1 window
· 1 window

14 days
· 365 days

1yr
<

0.09 FA

yr
(A11)

We then aligned and stacked our strain-rate data using
the peak times from the LFE derived Model 1 following the
procedure detailed in Section 3.5. We then stacked observed
strain-rate signals recorded 25 days prior to this peak mod-
eled strain-rate and 25 days after peak modeled strain, for
each of 44 distinct burst events.The detection statistic that
we computed from this stacked data showed a maximum
near the time of peak modeled strain-rate where it exceeded
our threshold, and indicates that this stack represents a
geodetic signal that is unlikely to be present in the back-
ground strain-rate field (Figure A2). To further assess the
significance of this peak, we collected 103, 102 day samples
of random, post-processed observed strain-rate signals and
re-applied our detector. 0.08% of this data produced peaks
that exceeded our threshold. These spurious peaks (detec-
tions) are again consistent with the expected false alarm rate
of the detector.

Finally, we evaluated the choice of our temporal align-
ment at peak modeled strain. Specifically, we determined
if stacking the 44 observed strain-rate signals after aligning
them with other phase shifts could elevate or depress de-
tection rates, since a subsequent absence of any detection
could indicate weakened evidence for a geodetic signal. We
sampled temporal phase shifts uniformly distributed over
±2 days (based on the LFE and tremor burst durations,
Figure 3), shifted our data, and stacked the results. This
test showed that some small shifts (mostly phase shifts near
± +4 hrs) elevated the presence of a geodetic signal (larger
z (ε̇). Larger shifts (many phase shifts nearly ±2 days) de-
pressed the presence of a geodetic signal so that ∼ 10%
of stacked and shifted data produced no detectable geode-
tic signal. This phase-shift and stack exercise revealed that
more optimal phase shifts produced a 15 dB geodetic signal.
This result suggests that aligning our data to peak mod-
eled strain-rate is sub-optimal, and refined phase shifting
and stacking can significantly improve our ability to detect
a geodetic signal. To test if phase shifted stacking on noise
could similarly result in a geodetic signal, we duplicated our
test 104 times on 103 randomized realizations background

strain-rate records of equal duration. This latter exercise
produced no detections on random realizations of strain-
rate data (Figure A3). This improvement in detection arises
from the fact that these small temporal shifts improve the
coherency of our data stacks that include signal, but do not
improve coherency between realizations of a random back-
ground field. We conclude that a random superposition of
background observed strain-rate realizations is unlikely to
produce a geodetic signal that triggers our detector at its
threshold.

Cumulatively, our hypothesis test shows that a geodetic
signal that is aligned to our peak model strain-rate (± <
2 days) has < 0.1% probability (a one in a ten-thousand
chance) of being observed in expected background strain.
We therefore accept the hypothesis that our stacked data
reveal a geodetic signal and thus conclude that we have
recorded transient strain-rate signals that are geodetic evi-
dence of slow slip deep on the SAF near Chalome.
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Figure 1. Map and transect view of inferred Parkfield
slow-slip region. a) The red circles denote tremor detec-
tions and blue circles denote the location of LFE Fami-
lies identified by Shelly [2017]. The grey curves represent
minimum contours which contain 95% and 50% of the
Cholame tremors. The thick black line represents the sur-
face trace of the inferred slow slip region (A) which shown
in transect view in the panel below (Figure 1b). The
gold star denotes the Mw 6.0 2004 Parkfield Earthquake
epicenter. The triangle symbol denotes the location of
the two long-baseline laser strainmeters CHL1 (oriented
North-South) and CHL2 ( oriented east-West). b) The
x-axis denotes distance along strike, with the origin at
the location of the 2004 Parkfield Earthquake, and the
y-axis denotes depth. The black and red rectangles de-
note the slip areas (A) described in the main text as
Model 1 and Model 2, respectively. The grey hexagons
represent tremor density within 5 km of the fault with
darker regions denoting higher tremor density. The cir-
cles represent the location of LFEs, with color denot-
ing episodicity as measured by the minimum fraction of
days which contain 75% of the tremor activity, warm col-
ors (e.g. red) indicate highly episodic families, where as
cooler colors (e.g. blue) denote more continuous behav-
ior. The “highly-episodic” families are denoted by black
x’s. The upper and lower dashed horizontal black lines
denote the down-dip extent of the seismogenic zone and
the Moho [Ozacar and Zandt , 2009], respectively.



X - 14 DELBRIDGE ET AL.: PARKFIELD SLOW SLIP

Figure 2. Tremor rate and cumulative tremor duration
timeseries. The vertical dashed red bars denote the ori-
gin times of the 2004 Mw6.0 Parkfield Earthquake and
2014 Mw6.0 South Napa Earthquake. a) The blue curve
represents a 10-day moving average of the tremor rate
[min/day]. b) The red curve represents the cumulative
tremor duration detrended by the pre-Parkfield Earth-
quake tremor-duration rate.



DELBRIDGE ET AL.: PARKFIELD SLOW SLIP X - 15

Figure 3. Modeled North-South surface strain at the
long-baseline strainmeter calculated using five rectangu-
lar Okada dislocations with slip assigned to each LFE
occurrence using equation 5. The blue and red curves
represent the surface strain assuming the rupture areas
in models 1 and 2 respectively (See Figure 1b). The top
panel shows the raw strain time series, and the lower
panel shows the strain-rate time series. The vertical black
lines denote times of identified strain-rate peaks. Note
that the results for the East-West strain are qualitatively
the same, but with opposite sign.
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Figure 4. A yearlong North-South strain time-series
measured at Station CHL1. The red curve shows the
raw strain measured by the instrument. The blue curve
shows the component of raw strain due to motion of the
end point monuments. The grey curve corresponds to
the component of raw strain attributable to instrument
corrections. The purple curve shows the estimated tidal
signal. The black curve shows the observed strain follow-
ing corrections described in text.
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Figure 5. Comparison of the 50-day raw and processed
LSM data with the raw and processed Model 1 derived
synthetic strain centered about the time of the strain-
rate peak identified on 2012-06-16 (The largest peak in
Figure 3). The black and blue curves correspond to the
LSM derived observed strain and the Model 1 synthetic
strain respectively. The vertical dashed line denotes the
time of the peak strain-rate. a) The solid and dashed
lines represent the raw and filtered signals respectively.
b) The strain-rate estimated from the Model 1 derived
synthetic strain timeseries.
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Figure 6. Stacked strain signals for all inferred slow-
slip events observed at the two long-baseline laser strain-
meters at Chalome, CA (Figure 1). The yellow curve
represents the strain timeseries obtained from stacking
the strain data associated with all the available strain
peaks. The individual semi-transparent grey curves show
the results of a bootstrapping analysis where 10% of the
time periods are removed before constructing the stacks.
The red line represents the mean of the bootstrapped re-
sults at each time period, and the blue lines represent 2σ
bounds. The thick and thin dashed black lines represent
the stacked modeled strain assuming the ruptures areas
of Model 1 and Model 2 (denoted by the red and black
rectangles in Figure 1b respectively.)
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Figure 7. Distribution of random stack residuals. The
grey bars denote the probability density and the red curve
denotes the cumulative distribution. The vertical black
bar denotes the values associated with the data stack
and Model 1. a) Sum of the squared error of the random
stacks from Model 1 normalized by the data stack’s error.
b) Simultaneous misfit of the means of the long term
offsets from channels CHL1 and CHL2.

a) b)

artifacts

Figure A1. Test statistics from ∼ 3.3 · 104 random-
ized stacks of 44 CHL1 observed strain-rate data. a: A
time series of z (ε̇) shows the ratio of two sample vari-
ance estimates of post-processed strain-rate ε̇ measure-
ments collected from CHL1 (Equation A3). Samples of
z (ε̇) that exceed the horizontal red line (η) mark where
a test statistic has < 1

300
chance of being observed in the

typical background strain. b: A normalized histogram
shows the empirical density function of z (ε̇) at left, over-
lain with its predicted central F PDF (black curve). The
false detection constraint (PrFA = 1

300
) determines the

threshold η (red, vertical line). Orange circles mark peaks
that exceed the threshold and indicate end of file artifacts
that we reject as inconsistent with the assumptions of our
hypothesis test. The few remaining detections are statis-
tically expected from the false alarm rate.
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a)

LTA

STA

b)

Figure A2. Test statistics for a stack of 44 CHL1 tec-
tonic signals that we aligned to the peak modeled strain-
rate that is predicted by Model 1 to follow slow slip
events. a: The statistic z (ε̇) for a possible geodetic sig-
nal. The beginning and end of each time series show zero
values where the long-term window (10 days) and short-
term window (4 days) do not fully overlap the data. The
horizontal line marks the threshold set by the same PrFA
= 1

300
false alarm rate in Figure A1b. b: The histogram

of the background observed strain rate and the predicted
null PDF that predicts the threshold η, duplicated from
Figure A1b.
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Figure A3. Test statistics for 44 CHL1 observed strain-
rate signals that are phase shifted and then stacked.
Phase shifts are randomly sampled from a uniform distri-
bution of ≤ ±2 days, 104 times. Blue curves show five of
104 realizations of the test statistic that processed strain-
rate data for 44 observations that we pre-aligned to peak
modeled strain-rate, then re-shifted and stacked. Orange
curves show five of 104 realizations of the test statistic
that processed 44 observations of random realizations of
strain-rate data that we similarly shifted and stacked.
The threshold η (red line) matches that in Figure A2 and
Figure A1. Both cases (blue and orange) show the five
largest values of z (ε̇) among the 104 realizations. Peaks
that exceed the threshold are evidence that a geodetic
signal is present in the stack of 44 records. Figure A2 de-
scribes the leading and ending zero data. The peak SNR
(
∑S
t ṡ

2
t /

∑S
t n

2
t ) has units of decibels (10 log10 (SNR)).


