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Many problems in engineering and sciences require the solution of large scale optimization constrained by partial
differential equations (PDEs). Though PDE-constrained optimization is itself challenging, most applications pose
additional complexity, namely, uncertain parameters in the PDEs. Uncertainty quantification (UQ) is necessary to
characterize, prioritize, and study the influence of these uncertain parameters. Sensitivity analysis, a classical tool in
UQ, is frequently used to study the sensitivity of a model to uncertain parameters. In this article, we introduce “hyper-
differential sensitivity analysis” which considers the sensitivity of the solution of a PDE-constrained optimization
problem to uncertain parameters. Our approach is a goal-oriented analysis which may be viewed as a tool to complement
other UQ methods in the service of decision making and robust design. We formally define hyper-differential sensitivity
indices and highlight their relationship to the existing optimization and sensitivity analysis literatures. Assuming the
presence of low rank structure in the parameter space, computational efficiency is achieved by leveraging a generalized
singular value decomposition in conjunction with a randomized solver which converts the computational bottleneck of
the algorithm into an embarrassingly parallel loop. Two multi-physics examples, consisting of nonlinear steady state
control and transient linear inversion, demonstrate efficient identification of the uncertain parameters which have the
greatest influence on the optimal solution.

KEY WORDS: sensitivity analysis, PDE-constrained optimization, randomized linear algebra, low rank
approximations

1. INTRODUCTION

Many critical applications in science and engineering require the analysis of multi-physics phenomena across several
spatial and temporal scales. For instance in material science, fusion energy, hydrocarbon extraction, and climate sci-
ence, the ultimate goal is to solve large scale optimization problems while reconciling uncertainties that arise in con-
stituent models, material properties, boundary conditions, initial conditions, and multi-phyiscs interfaces.Although
the desire is to apply modeling, uncertainty quantification, and optimization to arrive at robust solutions, the culmina-
tion of such analysis poses a formidable computational challenge rendering many algorithmic strategies ineffective.

In this article, we propose a sensitivity analysis framework to determine the importance of uncertain parameters
in the context of optimal solutions. To aid in distinguishing our approach from existing sensitivity analysis techniques,
we introduce the term “hyper-differential sensitivity analysis” or HDSA for short. We compute the Fréchet derivative
of the solution of a PDE-constrained optimization problem with respect to uncertain parameters. Assuming a low
rank structure in the parameter space, a truncated generalized singular value decomposition is employed to efficiently
estimate sensitivity indices which enables an identification of inconsequential uncertain parameters and a prioritiza-
tion of the uncertainties. By identifying low dimensional structure in high dimensional parameter spaces, HDSA is a
goal-oriented analysis which considers the sensitivity of the optimal solution.
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The complexities of PDE-constrained optimization consists of incorporating the discretization of PDEs as well
as implementing complicated linear algebra constructs, including adjoints and Hessians. Furthermore, the large scale
nature of these problems requires efficient computational implementation with scalable parallel linear algebra. Con-
siderable research and development has been conducted and the interested reader is referred to a small sampling
of the literature [2—14]. Although a range of algorithmic strategies are possible, we use standard methods to solve
the underlying PDE-constrained optimization problem, consisting Newton-based solvers, trust region globalization,
Tikhonov regularization, finite element discretization of the PDE constraints, and matrix-free operators. The focus of
this paper is sensitivity analysis with respect to the solution of PDE-constrained problems and therefore inherits all
the associated complexities.

Traditional sensitivity analysis can be divided into two subfields: local sensitivity analysis and global sensitivity
analysis [15,16]. There are a plurality of methods within each subfield; we highlight one class of methods from each
to provide background for this article. Local sensitivity analysis studies the influence of uncertain parameters on a
quantity of interest (for instance, a functional of the PDE solution) at some fixed parameter value. Computing the
derivatives of the quantity of interest with respect to the parameters is one measure of local sensitivity. A large
derivative indicates that the quantity of interest is sensitive to the parameter. In the context of PDE-constrained
optimization, finite difference, direct, and adjoint-based sensitivities are local sensitivities of the objective function
with respect to the optimization variables, whereas HDSA is the local sensitivity of the optimal solution with respect
to uncertain parameters. The limitation of local sensitivity analysis is that it is only valid in a neighborhood of the
fixed parameter value. Global sensitivity analysis [17-21] seeks to alleviate this problem by varying the parameters
over a set (typically with an associated probability measure) and measuring the importance of the parameters by
averaging over this set. The approach of [19] connects local sensitivity analysis to global sensitivity analysis. Since
the derivative is local in the sense that it depends on the user specifying a nominal parameter value, a global approach
computes the expected value (in parameter space) of the squared derivative. Both local and global derivative-based
(hyper-differential) sensitivity indices are defined in this article, though additional complexities arise in the context
of HDSA which do not occur in the traditional sensitivity analysis framework.

Building on the work of Brandes and Griesse® [22] (and related work [23-29]), we define sensitivity indices,
provide algorithmic developments, and implement software which enables analysis for large-scale optimization prob-
lems with high dimensional uncertain parameter spaces. The evaluation of these sensitivities requires an eigenvalue
computation involving the optimality system. To that end, we have reformulated the eigenvalue problem and intro-
duced the use of a randomized eigenvalue solver which allows for parallelization of the underlying matrix-vector
products [30]. Our implementation is in C++ with parallel linear algebra constructs. The parallel randomized solver
extends the use of the native parallelism for a second level of parallelism. Having developed an efficient computational
framework, we introduce global sensitivity indices in the context of PDE-constrained optimization, demonstrate how
they may be estimated, and highlight the challenges involved. Finally, we demonstrate our approach on the control
of a thermal-fluid flow multi-physics problem and a source inversion problem constrained by Darcy flow and ad-
vection diffusion. The main contributions of this paper are: 1) the introduction of local and global hyper-differential
sensitivity indices as tools to analyze the sensitivity of optimal solutions in the service of robust design and decision
making, 2) the development of C++ software infrastructure to leverage state of the art (matrix free) PDE-constrained
optimization and parallel linear algebra, and 3) the formulation of a symmetric generalized eigenvalue problem (to
estimate sensitivities) and its numerical solution via randomized methods to achieve (nearly) embarrassingly parallel
efficiency.

The article is organized as follows. We first define hyper-differential local and global sensitivities in Section 2.
Our algorithmic contributions to accelerate the computation of local sensitivities are given in Section 3, followed by
Section 4 which overviews our algorithms, provides an analysis of computational cost, and a strategy for interpret-
ing the sensitivities. Our proposed framework is demonstrated through two applications in Section 5. We provide
conclusions and highlight areas of future work in Section 6.

*R. Hertzog was formerly R. Griesse
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2. HYPER-DIFFERENTIAL SENSITIVITY ANALYSIS FOR SOLUTIONS OF PDE-CONSTRAINED
OPTIMIZATION PROBLEMS

This section provides necessary background and formally defines hyper-differential local and global sensitivities. The
implicit function theorem forms the mathematical foundation for the proposed approach. The concept of sensitivities,
defined through the implicit function theorem, are present in different portions of the optimization literature with mul-
tiple titles and in various contexts. For instance, it is called post optimality analysis, sensitivity analysis, or parametric
programming in the operations research literature [31], sensitivity analysis, stability analysis, and perturbation anal-
ysis in the nonlinear programming community [32], and parametric sensitivity analysis in PDE-constrained optimal
control [24,25]. We follow Brandes and Griesse [22] who introduced such sensitivity analysis for PDE-constrained
optimization.

2.1 Local Sensitivity Analysis

Consider the PDE-constrained optimization problem

rﬂiZnJ(u,z,G) ¢))

s.t. c(u,2,0) =0
welzeZ

where U is the state space, Z is the optimization variable space, © € © are uncertain parameters which are fixed in the
optimization problem, J : U x Z x© — R is an objective function, ¢ : U x Z x© — A* is the weak form of a PDE, and
A* denotes the dual of A. It is assumed that U and A are reflexive Banach spaces, and Z and © are Hilbert spaces. The
stronger assumptions on Z and © are to enable subsequent analysis with the generalized singular value decomposition
(GSVD). The spaces U, Z, 0, and A may be finite or infinite dimensional. In particular, the optimization variable
space Z may correspond to euclidean space or a function space in either a control, design, or inverse problem setting,
and the parameter space © may represent a finite number of parameters or a functional representation (for instance,
a spatially dependent parameter), in which case © is infinite dimensional. The PDE represented by ¢ may be time
dependent or in steady state. We assume that J and ¢ are twice continuously differentiable with respect to (u, z, 0)
and that the Fréchet derivative of ¢ with respect to u is surjective.

Our goal is to develop a computational framework which may by used for large scale PDE systems with infi-
nite (or large finite) dimensional parameter uncertainty. In particular, appealing to the use of HDSA for transient,
nonlinear, and multi-physics systems with spatially and/or temporally dependent parameters where it may identify
important structure embedded in complex physics.

To analyze (1) as an unconstrained problem, define the Lagrangian £ : U X Z x A x © — R as

L(u,z,N,0) = J(u,z,0) + (A, c(u, 2,0)), 2)

where A € A is the (unique) Lagrange multiplier, in the context of PDE-constrained optimization it is called the
adjoint state. Throughout the article the subscripts J,. and c, are used to denote the Fréchet derivative of J and ¢ with
respect to *, respectively. After discretizing, J,. and c, will denote the gradient of .J and Jacobian of c, respectively.

We seek to perform derivative-based analysis, specifically the derivative of the optimal solution with respect to
the parameters. Care must be taken since (1) may admit multiple local minima. The following result (Lemma 2.6 in
[22]) is foundational for our sensitivity analysis.

Let (ug, o) be a local minimum of (1) when 8 = 6, and A be the unique adjoint state. Assuming the second order
sufficient optimality condition holds, see [22] for details, there exists neighborhoods A/ (8y) C © and N (ug, 20, Ao) C
U x Z x A and a continuously differentiable function

- N(eo) — N(UQ, Zo,)\o)
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such that for all © € N(0¢), F(0) = (uopt(0), 2opt(0), Aopt (0)) is the unique stationary point of L(-,-,-,0) in
N(U(), 20, )\()), that is,

V‘E(u,z,?\) (F(9)7 9) =0.
The Fréchet derivative of F at 0 is given by
./—"/(60; Z()) — K:(e(); Zo)_IB(e(); Zo)

where
ﬁuu Euz C: Lu,e
’C<60; zO) = ﬁzu ‘sz C; and B<607 ZO) = - £2,9 y (3)
Cii Cy 0 Lo

with the second derivatives of £ evaluated at (ug, 20, Ao, 00); * denotes the adjoint of an operator. We only write
explicit dependence on (0g; o) to simplify notation. The operator K is the Karush-Kuhn-Tucker (KKT) operator.

This gives a computable expression for the change in the optimal solution when the parameters 0 € © are
perturbed. We emphasize that this is a local result in the sense that the optimization problem (1) may have many
stationary points; F is only defined in the neighborhood of a particular stationary point, A (uy, 29, Ag), ensuring
existence of the mapping and its derivative.

The directional derivative of optimal solution in the direction 0 is given by the solution, (u, 2z, A), of the linear
system

u
K(B0; 20) z = B(09; 20)0. )
A

To determine the sensitivity of the optimization variables to changes in 0, define the projection operator P :
UxZxNAN— Zby

U
Pl =z = 2
A

Then the Fréchet derivative of the optimal solution, z, with respect to the parameters 6 may be expressed as the linear
operator D(0g;29) : © = Z,

D(eo;ZQ) = PK(G();ZQ)_IB(G();ZQ). (5)

Note that the sensitivity of the state, or a function of the state, adjoint, or combination of them may be considered by
using a different P. To simplify the presentation, this article focuses on the sensitivity with respect to the optimization
variables z.

We introduce the hyper-differential local sensitivity function S(0o; 29) : © — R which is defined by

S(00; 20) b = HD(eo; ZO)%H Vo € ©. (©6)

The scalar S(0y; z9)¢d may be interpreted as the magnitude of the change in the optimal z when the parameters are
perturbed in the direction ¢. Throughout the article we will commonly refer to (6) as a local sensitivity for short, but
adopt the formal title “hyper-differential local sensitivity” to distinguish this approach from other forms of derivative-
based sensitivity analysis.

Example 2.1 illustrates the difference between a “traditional” sensitivity analysis approach versus hyper-differential
sensitivity analysis. We argue that the latter is applicable to many engineering and science problems and while it is
computationally intensive, the final sensitivity results are in the context of control, design, and inversion goals.

A traditional sensitivity approach fixes z to the optimal z; and analyzes the sensitivity of the state (or objective
function) to changes in the parameters; there are no KKT solves involved. This approach suffers two drawbacks:
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e The optimal z will change when the parameters change, so fixing the optimization variable may lead to sensi-
tivity which occurs because of a poor z.

e There may be parameters for which the state u is sensitive but the optimal z is not, or vice versa. Since the
solution of the optimization problem z is our end goal, fixing the z does not give the needed sensitivities.

The following example illustrates differences in these two approaches.

Example 2.1.
Consider the optimization problem

min  J(u, z) = (u — 2)* + .00052* @)
1
s.t. + 62

= 1 +e 912

where © = (01, 0,) are uncertain parameters.
Let opi(0), 2opt(0), as a function of ©, be the optimal solution of (7). Then

0z0pt aZopt

(991 692
If instead, (7) is solved with © = (0.5,0.5) and the derivative of

(0.5,0.5) =9.99 and (0.5,0.5) = 3.12.

2
1
9(61,0,) = (1 o B30 T2~ 2) +.000520¢(0.5,0.5)>

is computed with respect to (01, 0,) we get

86—51(0.5,0.5) =0.135 and 5_52(0'5’0'5) = 1.03.

Hence computing the sensitivity of zopt to O gives a different conclusion than the sensitivity of the objective
Sfunction (at the optimal z) to 0. Figure 1 gives some intuition for this result. The constraint is plotted with u as a
Sfunction of z. Curves are plotted for different values of © and the solution of (7) for each fixed 0 is given by the dot on
the curve. In the left (right) panel 6, = 0.5 (8; = 0.5) is fixed and 0, (0,) varies from 0.3 to 0.7. This demonstrates
that as ©, varies, left panel, the optimal solution z varies significantly while the state u is kept nearly constant;
whereas as 0, varies, right panel, z is nearly constant while u varies significantly.

In many applications, the parameter space © may be a product of sets corresponding to different physical param-
eters. For instance, there may be parameters corresponding to functions defined on the PDE’s computational domain
(such as a spatially distributed coefficient in the PDE), functions defined on the boundary (such as a non homogeneous
Dirichlet boundary condition), or scalar parameters (such as constant coefficients in the PDE). It is useful to assign a
scalar measure of sensitivity for each set of parameters. To do so, consider © = =; x Z; x --- X E¢ as the product
of T' different parameter sets and define the local set sensitivity index as

¢ .
Sz, = max ||D(0o; 20) Iz, — 1=1,2,...,T, 8)
bea T
where IIg, : © — O is the projection operator which maps ¢ = (&,&,...,&r) € E X Ep X -+ X Ep to
Iz, ¢ = (0,0,...,0,&;,0,...,0) € E; X By x -++ x Ep, i.e. it annihilates all parameter variability except those

in Z;. For complex multi-physics problems where 7" may be large (we consider 7' = 5 as large), the set of indices
{S=,}L_| may be easily tabulated or visualized to see the relative importance of the different parameter sets. For such
complex problems, (6) provides detailed information but it may be difficult to compare the sensitivities of different
parameters if, for instance, they have different time and/or space dependencies. The set sensitivity indices (8) provide
a simple summary.
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-20 -10 0 10 20 -20 -10 0 10 20
z z

FIG. 1: Plot of the constraint « in (7) as a function of z for different values of 0. Left: varying 0; from 0.3 to 0.7 with 6, = 0.5
fixed; right: 6, varying from 0.3 to 0.7 with 8; = 0.5 fixed. Each curve corresponds to a different 6 and each dot corresponds to
the solution of (7) for that given 6. The green horizontal line is the target © = 2.

2.2 Global Sensitivity Analysis

Caution must be exercised when interpreting local sensitivities because of their dependence on the nominal parameter
8o. If O is uncertain and the function  is nonlinear, then local sensitivities may not be adequate to make inferences
about the parameters. To address this issue, we introduce a global sensitivity function. There are two important, and
related, points to consider when defining a global sensitivity function:

e The term “global” refers to being global in the parameter space, not in the optimization variables. In general,
only local optimally of the optimization problem (1) may be ensured, but we may perform analysis at different
80’s thus making the analysis global in the parameter space.

e For a fixed 0, our analysis is only valid around the local minimum (ug, 29). It is necessary to account for
different local minima which may occur for a fixed 6.

As in classical global sensitivity analysis, let ® be a random field (or vector if © = R"), taking values in ©,
which encodes the uncertainty in the parameters. The presence of multiple local minima poses an additional challenge
beyond what is typically considered in global sensitivity analysis. To formally define a global sensitivity function, let
I be a random field taking values in U x Z. Realizations of I are used as initial iterates for an optimization routine.
Assume that each (69, y) is a realization of (©,I) and is uniquely associated with a particular local minimum
(uo(89, Ip), 20(60, Ip)) of (1). This ensures that the global sensitivity function defined below is well-posed. If the
initial iterate is set to zero, then I will equal zero with probability 1. Otherwise, random initial iterates can be used in
which case different local minima may exist for fixed parameters and different realizations of I.

For each (6, Iy) as a realization of (©,I), there is a unique operator D(0y; z¢(00, Ip)) corresponding to (5)
when 6 = 0 and the local minimum is identified by solving (1) with initial iterate Iy € U x Z. Then considering
(6) as a function of (©,I) yields that S(®; 2¢(©,I)) is a random field. Assume that S(O; z(®,I))d is measurable
for each ¢ € ©. Mimicking ideas in derivative-based global sensitivity analysis [19,33-35], we define the global
hyper-differential sensitivity function as S : © — R,

S99 =Ee1[S(0;20(0,1))¢], )

where Eg 1 [-] denotes the expected value computed with respect to the distribution of (®,I). We will frequently
refer to (9) as a global sensitivity for short. Global set sensitivity indices may be defined in a similar manner by taking
the expectation of (8), we omit the details for brevity.
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The global sensitivity function S¢ may be related to the solution of the optimization problem (1) as follows. Let
C:0 xUx Z — Z be defined by C(0y, Iy) = PF(60; 20(60, Ip)), i.e. an operator mapping parameter and initial
iterates to optimal solutions. Theorem 1 bounds the expected difference in optimal solutions in terms of the global
sensitivity function.

Theorem 1. Let ¢ € O and assume that
o [l =1,
o the Hessian of C with respect to 0, Cg ¢, exists and is continuous,
e 3Q > Osuch that ||Cop(0,1)]| <QV(0,I) e O x U x Z,
Then

Q

Ee1[[C(@ +5¢,1) —C(®, 1)) < |55 + T

Proof. Let (09, Ip) be a fixed realization of (®, I). Taylor’s theorem implies that

Q

[IC(80 + 8¢, Io) — C(60, Lo)|| <[|D(60; 20(60, L)) || + 352
= 1815 (00; To)b + 25
Taking the expectation over all (6, Iy) completes the proof. O

The constant ) in Theorem 1 corresponds to the nonlinearity of the operator C (or equivalently F since P is
linear), if C is approximately linear then () will be small. Theorem 1 implies that the average change in the optimal
solution when the nominal parameters are perturbed in the direction ¢ is bounded by the global sensitivity function
acting on ¢, and a measure of the nonlinearity of C.

Computing the expected value in S¢ is very difficult in practice. As elaborated in Section 4.3, a sparse sampling
approach is taken and the variability of the local sensitivity function is used as a heuristic to assess the nonlinearity
of C. This approach is akin to derivative-based global sensitivity analysis [19,33-35] and Morris screening [17,36].
Example 2.2 illustrates a special case where the parameter to optimal solution mapping C is linear.

Example 2.2.
Consider the following optimization problem

1
min  J(u,z) = §||u —d|)? (10)
st c(u,z,0)=A0)u — =z

where d € U is a target state and A(0) is linear differential operator and is linear in its parameters. The solution of
the PDE is given by
u(z,0) = A71(0)z,

which is a nonlinear function of 0. To perform sensitivity analysis of the PDE solution with respect to © requires
adequate sampling of the parameter space to account for the nonlinearity. On the other hand, the optimal solution is
given by

Zopt(0) = A(0)d.

Hence the optimal z is a linear function of © even through the PDE solution is a nonlinear function of 6.

Even though the assumptions in Example 2.2 are too restrictive to permit any general conclusions, the example
illustrates a case where it is easier to compute sensitivities of the optimal z than sensitivities of the PDE solution. Local
sensitivity analysis of the optimal solution is therefore sufficient. In general, local sensitivities should be computed at
various samples from parameter space to assess the nonlinearity.
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3. COMPUTATIONS OF LOCAL SENSITIVITIES

Having formally defined sensitivities, next we present our approach to efficiently compute local sensitivities. In par-
ticular we seek low rank structure in the parameter space through the SVD of an operator arising from the solution of
the PDE-constrained optimization problem. Computation of global sensitivities will be considered in Section 4.3.

3.1 Finite Dimensional Approximation

The optimization problem (1) is discretized by defining the finite dimensional subspaces U, C U, Z, C Z,Ap, C
A, ©;, C ©. In practice these subspaces typically arise from a discretization of the PDE, for instance, a finite element
discretization. Let 8y € O, be the nominal parameters, and (ug, 20, Ao) € Uy, X Zp, x Ay, be a local minimum of the
discretization of (1) with nominal parameters 0.

Letting {¢1, 2, ..., dn} be a basis for O, we define the local hyper-differential sensitivity indices as

Si(eo,Z()) :S(eo,Z())d)i, g = 1,2,...,71,. (11)

Global hyper-differential sensitivity indices S&, i = 1,2,...,n, may be defined in a similar manner by having (9)
act on the basis functions. For simplicity we assume that ||¢d;|| = 1 fori =1,2,...,n.

The indices S;(09, 20), 7 = 1,2, ..., n, may be computed directly by solving (1) once, and subsequently comput-
ing each S;(0y, zo) separately. This approach requires solving n linear systems with coefficient matrix & (or solving a
block system with n right hand sides). However, in many applications B (in (3)) possesses a low rank structure which
may be exploited to accelerate computation.

Assume that D(6; z9) is a compact operator. Letting o, Ok, 2, k = 1,2,... denote the singular values and
vectors of D(0o; 29), i.e. D(0o; 20)0k = O 2k, we have

[

Si(eo,Z()) = Gi(ek,d)i)27 1= 1,27...,71. (12)

-~
I

1
Truncating the series in (12) yields the approximations
K
Si(e()vzo)% \Zo—i(elmc’)i)z? i = 1,2,...,7’1.
k=

The singular values/vectors oy, 0y, kK = 1,2, ..., K may frequently be computed with far fewer than n applications
of the operator D(0y; 2¢). For many problems in practice, n is on the order of hundreds, thousands, or more, whereas
K on the order of tens may be sufficient to accurately approximate S;, i = 1,2, ..., n. Leveraging the truncated SVD
representation of D(0p; zp) may reduce the number of linear system solves by an order of magnitude (or more) if
such low rank structure exists. The presence (or lack thereof) of low rank structure is easily identified by computing
the leading singular values of D(0y; zp), so the approximation is easily certified in practice.

In addition to facilitating efficient estimation of the sensitivity indices, the truncated SVD also provides directions
of greatest sensitivity in parameter space (the singular vectors). These directions provide an alternative coordinate
system in parameter space with gives a useful low dimensional representation. Though different in several ways,
these singular vectors and sensitivity indices have a similar intuition as active subspaces [37] and activity scores
[38], respectively. Additionally, the singular vectors in the Z indicate which features of the optimal solution (in space
and/or time) are most sensitivity to the parameters.

Assuming that the singular values/vectors oy, 0y, 21, £ = 1,2, ..., K have been computed, the local set sensi-
tivity index (8) may be estimated by computing the largest singular value of the linear operator

K
b > owzk(Bk, Tz, §).

k=1
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For low rank operators (small /'), the computational cost of this estimate is negligible in comparison to computing
O'k,ek,zk,k = 1,2,...,K.

For problems where n is large and D(0y; 2) does not admit a low rank structure, computing the local sensitivity
indices (11) is prohibitive. In such cases, the local set sensitivity indices (8) may be estimated by using a SVD routine
to compute the leading singular value of D(0y; zo)Ilz, foreach i = 1,2,...,T. This is a significant saving when, for
instance, T' = O(5) and n = O(1, 000), which occurs when there are multiple temporally and/or spatially dependent
parameters.

3.2 Computing the Truncated SVD

The operator D is defined on function spaces so the truncated SVD should be computing using the inner products
from O, and Zj,. To achieve this, an SVD routine using Euclidean inner products may be applied to the matrix

Rz,DRg!, (13)

where Rg, and Rz, are the Cholesky factors of the symmetric positive definite mass matrices (or weighting matrices
more generally) Mo, = R, Re, € R"*"and Mz, = R} Rz, € R™ ™ defined by

(Me),)ij = (biydj)en,  (Mz,)ij = (Yi,Y5) 2z

where {y1,y2, ..., Ym} is a basis for Zj,.

The matrix D = Cz, DEg, € R"*" represents the action of D on coordinates in the discretized spaces, where
Eg, : R® = O and Uz, : Z;, — R™ denote the coordinate transformation operators. Computing the truncated
SVD of (13) directly is not scalable because the Cholesky factors Rz, and Re, will be dense whereas the mass
matrices are typically sparse. In what follows, we propose to a symmetric generalized eigenvalue problem instead,
and mitigate computational limitations by introducing the use of a randomized generalized eigenvalue solver from
[30] which facilitates parallel evaluations of matrix vector products.

3.3 Proposed Reformulation

For notational simplicity, 8 and z are used to denote the coordinate representations for parameters and optimiza-
tion variables throughout this section. The singular values and singular vectors of (13) correspond to the positive
eigenvalues and eigenvectors of the Jordan-Wielandt matrix

— ( 0 Rz,DRg )
(Re,)"DT(Rz,)T 0 ‘

This gives the symmetric eigenvalue problem

o(3)-+(5)

for which we seek to compute the largest eigenvalues.
To avoid computing the Cholesky factors of the mass matrices, define

(R 0 F\ 2
() e (5)=x(0)

Then we may reformulate (14) as
A ( > . (15)

D
g P
Il
R
sy
7 N
D
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where

_ —I\T =1 __ 0 MZhD _ —I\NT yv—1 __ MZh 0
A—(X ) WX ' = < DTMZh 0 and B—(X ) X = 0 Mo, ;

Since A is symmetric and B is symmetric positive definite, a symmetric generalized eigenvalue problem must be
solved. Symmetry in our formulation ensures good numerical properties and leverages powerful theoretical results
from linear algebra [39]. We propose to solve the generalized eigenvalue problem with a randomized algorithm, the
advantages of this approach will be elaborated on in Section 4. ~

Assume that the K largest eigenvalues o, > 0 and corresponding eigenvectors (Zx, 0x), k = 1,2,..., K, of (15)
have been computed. The corresponding singular values, right singular vectors, and left singular vectors of (13) (using
Euclidean inner products) are o, Re, 0, and Rz, Zx, k = 1,2, ..., K, respectively. It appears that the mass matrix
Cholesky factor is needed to compute these singular vectors; however, as shown in [22], the coordinate representation
of the right and left singular vectors of (5) (using ©, and Z;, inner products) are given by

01 Zk
e M ——
\/ 0% Mg, O \/ ZE Mz,
k=1,2,..., K, respectively. Hence we only compute the largest eigenvalues and eigenvectors of (15), and normalize

them with the mass matrices.

An alternative formulation solves DT M 7, D0 = aMeg, 0 instead of (15). This system is n x n positive definite,
instead of (n+m) x (n+m) indefinite, and squares the singular values, which is advantageous for computing singular
values greater than one. However, this formulation requires an additional collection of K matrix vector products to
compute the left singular vectors zx, k = 1,2, ..., K. Both formulations were considered, the results in this article
focus on the generalized eigenvalue problem (15) because of its ease computing the left singular vectors.

4. ALGORITHMIC OVERVIEW

Algorithm 1 below provides an overview of hyper-differential sensitivity analysis and highlights the important com-
putational features. The solution to the underlying PDE-constrained problem is encapsulated in Line 3. A core com-
ponent of Algorithm 1 is the randomized algorithm, in Lines 4-12, used to solve the generalized eigenvalue problem.
We begin by motivating the randomized generalized eigenvalue solver and subsequently consider the computational
complexity of Algorithm 1.

4.1 Randomized Linear Algebra

Randomized linear algebra has emerged as a powerful tool in scientific computation [40]. The utility of randomized
methods is that they permit a reordering of the computation which may better exploit computing architectures. Most
traditional algorithms are inherently serial, for instance, constructing Krylov subspaces require serial matrix-vector
products since each vector is formed using the previous ones. In contrast, randomized methods may require a compa-
rable number of matrix-vector products which can be computed in parallel with minimal communication overhead.
We adopt the randomized generalized eigenvalue solver from [30]. It is well suited for estimating the largest
eigenvalues. The user specifies the desired number of eigenvalues p and an oversampling factor L. Then p + L matrix
vector products are computed (in parallel) by applying the coefficient matrix to independently generated random
vectors. The resulting vectors form an approximation of the subspace of eigenvectors corresponding to the largest
eigenvalues. Inexpensive computation may be done in this subspace to estimate the eigenvalues and eigenvectors.
Algorithm 1 inputs an integer IV specifying the number of local sensitivities to compute, an integer K specifying
the number of singular pairs to compute for each local sensitivity, and an integer L specifying the oversampling factor.
Large values of N may be necessary to accurately estimate global sensitivities; however, relatively small values of
N, for instance O(10), are frequently sufficient to capture important features. The user should choose N based on
their available computational resources. Ideally, the N local sensitivities will provide similar parameter inferences.
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Algorithm 1: Hyper-differential Sensitivity Analysis Algorithm

Input: number of parameter samples N, number of singular pairs K, oversampling factor L
1: for j from 1 to N (embarrassingly parallel loop)

% sample (6”,1’) from the distribution of (©,1)

3 solve (1) with ® = 8’ and initial iterate I’ and store solution W s 200
4 for i from 1 to 2K + L (embarrassingly parallel loop) .
5: draw a standard normal sample < gl ) and compute y; = B~1 A ( gl ) e Rmtn
6 end
7 compute the decomposition QR = [y1,vs, - - . , yarcs ] € RUMTWXCEFL) with B inner products
8: for ¢ from 1 to 2K + L (embarrassingly parallel loop)
9: compute Ag; € RO"™) where Q = [q1, ¢, . - ., a4 1] € RO CE+L)
10: end
11: form T = QT AQ € REK+L)X(2K+L)
12: compute the eigenvalue decomposition T = V EVT with ordering EiW2>2E02>- 2 Exyr
13: form < gz ) = Qup R kb =1,2,...,K,where V = [v1,v2,..., 0K 41]
14: store singular values 0‘,’C =Fprk=12,..., K
A 1 J_ 7 J_ 6 o
15: compute and store singular vectors zj, = ikT,M];hEk and 0; = é};”M(];hék’ k=1,2,..., K

16: end

Return: v

ot Zopts T 20,00,k =1,2,... K, j=1,2,...,N

If the local sensitivities differ significantly (the operator F is highly nonlinear) then the user should exercise caution
making inferences with them. The “optimal” choice for K is not clear a-priori; however, the singular values returned
from Algorithm 1 certify the choice of K (by assessing the low rank structure). The user should start with small
values for K, for instance K = 4 is used in Section 5, and increase it if necessary. If there is not sufficient decay in
the first K singular values then Lines 4-12 may be repeated to augment the existing computation. The oversampling
factor L scales the cost versus accuracy. Typically L < 20 (or even L < 10) is sufficient, see [30,40] and references
therein. In Algorithm 1, 2K + L random vectors are used (see Lines 4-6) because the eigenvalues of A correspond to
positive and negative pairs of the desired singular values.

The outer loop initialized in Line 1 of Algorithm 1 is embarrassingly parallel. The most computationally inten-
sive portions within this loop are Line 3 (solving the PDE-constrained optimization problem), Line 5 (applying A),
and Line 9 (applying A). All of the other calculations are simple linear algebra which may be executed quickly using
standard libraries. Solving the PDE-constrained optimization problem in Line 3 involves a host of complexities in-
cluding trust region and/or line search globalization, finite element discretization, solving large systems of (possibly
nonlinear) equations, and adjoint calculations to evaluate gradients and/or hessians. In the scope of this work, we as-
sume that efficient solvers are available for this end but emphasize its complexity. Lines 5 and 9 are computationally
intensive because applying A requires applying K ~! twice, which involves potentially many PDE solves.

The benefit of the randomized generalized eigenvalue solver is that the 2K + L application of A in Lines 5 and 9
may be parallelized. The loops are embarrassingly parallel since the random vectors are independent; however, barri-
ers are necessary after each loop because the data from each matrix vector product must be shared across processors
in order to form ) and 7" (Lines 7 and 11). There may be parallel inefficiency if the execution time to apply A differs
significantly across the samples.
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4.2 Algorithmic Complexity

To asses the computational complexity of Algorithm 1 we count the number of large scale linear system solves. For
simplicity our assessment focuses on Lines 4-15 as the computational complexity of Line 3 is a question of PDE-
constrained optimization and the outer loop initialized at Line 1 simply scales the cost of Lines 2-15 by a factor V.
The computational cost of Lines 4-15 is approximately equal to the cost of applying ~! four times (twice in Lines
5 and 9). Assuming that each application of X ~! requires an average of sc¢ iterations of conjugate gradient, this
amounts to 4sc ¢ times the cost of each matrix vector product KCv. Since K is evaluated at the optimal solution we
may use the existing solution for the primal and adjoint PDE solves, so computing v requires a state sensitivity solve
(linear system involving the state Jacobian of the constraint) and a adjoint sensitivity solve (linear system involving
the state Jacobian of the constraint transposed). The total computational cost will be approximately 4(2K + L)scq
state sensitivity solves plus 4(2K + L)sc¢ adjoint sensitivity solves. The factor of (2K + L) may be mitigated
through the parallelism of the randomized solver.

4.3 Interpretation

Estimating (9) accurately through sampling based approaches may require extensive computational effort (a large IV
in Algorithm 1). However, useful information may be obtained by computing local sensitivities at a sparse collec-
tion of samples from the parameter space. This section details practical considerations computing, visualizing, and
interpreting samples of local sensitivities. The proposed approach is demonstrated in Section 5.

Assume that Algorithm 1 has been executed yielding optimal solutions and local sensitivities at IV (chosen based
upon the user’s computational budget) different realizations of (@, I). Foreach j = 1,2,..., N, we have,

J

e the state uf;pt and optimization variables 2, determined by solving (1) with initial iterate T’ when 0 =9,

o the K leading singular triples of (5), ((7‘,7v Gi, zi), k=1,2,..., K, in coordinate representation.

The spectrum of (5) summarizes its low rank structure (or lack thereof). The singular values O‘i, k=12,....K,
j=1,2,..., N, may be visualized in a scatter plot which readily reveals the structure of the leading singular values
for different samples in parameter space. Ideally we will see a decay in the singular values for each j, indicating a low
rank structure. If such a low rank structure exists, the K singular values and singular vectors may be used to analyze
the sensitivities. Otherwise, a larger value of K is needed. Our approach is designed to exploit low rank structure
which we are implicitly assuming is present.

The local sensitivity index (12) is approximated for the i*" parameter basis function using the j*" sample with

K

5=\ o002 ((Me,01) ) (16)

k=1

fori = 1,2,...,m,j = 1,2,...,N; (M@,IG{;)‘ denotes the i*" entry of the vector M@hei. Then S‘g’, 1 =
1,2,....m, 7 = 1,2,..., N, may be visualized in a scatter plot which reveals the relative influence of the pa-

rameters and the variability of their local sensitivity indices over the samples 0,7, j=1,2,..., N. This variability
provides a heuristic to measure the nonlinearity of the parameter to optimal solution mapping. We hope to find a
similar low rank structure and local sensitivity indices for each parameter sample which indicates desirable structure
in the problem. If the local sensitivities vary significantly over the (sparse) sampling of parameter space, this indicates
strong nonlinearities which will mandate greater computational effort.

As discussed in Subsection 3.1, the local set sensitivity indices may be estimated as a by-product using the
singular values and vectors. They may be easily visualized in a manner similar to the local sensitivity indices. This is
particularly useful when the visualization of the local sensitivity indices becomes cumbersome because of temporal
and/or spatial dependencies of the parameters.
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Along with the spectrum and parameter sensitivity information above, we may also visualize the resulting
changes in the optimal solution when the parameters are perturbed. In particular, z; is the change in the optimal

solution if the parameter vector 0’ is perturbed in the direction 9{;. The singular vectors zi may be visualized by

overlaying them on a plot, or plotting statistical quantities computed from the sample {z; }jV:I In both cases, it
informs us which features of the optimal solution are most sensitive to the parametric uncertainty.

5. NUMERICAL RESULTS

In this section we demonstrate our proposed hyper-differential sensitivity analysis on two examples. The first is a
control problem for a steady state nonlinear multi-physics system modeling a high pressure chemical vapor deposition
(CVD) reactors, see [41,42]. The second example is an inverse problem for a transient multi-physics system modeling
subsurface contaminant transport.

Our HDSA software is implemented in the Rapid Optimization Library (ROL) [43] of Trilinos [44], a collection
of C++ libraries for scientific computation. The implementation is based on C++, Trilinos parallel constructs, and
special PDE-constrained solver interfaces that generalize the solution procedure to a range of PDE-based models.
ROL consists of state-of-the-art Newton Krylov based optimization methods with both reduced and full space solution
methods (trust region and line search globalization). The HDSA implementation is matrix free, has three levels of
parallelism (two embarrassingly parallel loops and parallel linear algebra constructs), and may be easily adapted to a
variety of applications. The parallel and matrix free design achieves scalable performance.

5.1 Control of Thermal Fluids

In this subsection we consider control of the steady state nonlinear multi-physics Boussinesq flow equations in two
spatial dimensions, a model for a CVD reactor. Reactant gases are injected in the top of a reactor and flow downwards
to create an epitaxial film on the bottom. Vorticities created by buoyancy-driven convection inhibit some gases from
reaching the bottom of the reactor. Thermal fluxes are controlled on the side walls of the reactor in order to minimize
the vorticity. Formally, consider the control problem,

Ly

FIG. 2: Computation domain and boundaries for (17).
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min l/(V x v)idx + Z/ 2dx (17)

v T2 2 Jq 2 Jr,

s.t.

—e(®Vu+ (v-Vv+Vp+n(0)Tg=0 in

V-v=0 in

—k(0) AT +v-VT =0 in

T=0 and V=10 onl’;

kK(O)VT -n=0 and V=1, onl',

T =Ty(0) and v=20 onTY

kK(O)VT -n+v(®)(z—T)=0 and v=20 onT,

where Q = (0,1) x (0,1), '; = [1/3,2/3] x {1}, T, = [0,1/3] x {1} U [2/3,1] x {1}, T, = [0,1] x {0},
I'. ={0,1} x [0, 1], and n denotes the outward pointing normal vector to the boundary. Figure 2 depicts the domain
and boundaries.

The state consists of horizontal and vertical velocities v = (vy, v2), the pressure p, and the temperature 7'; the
control z is a function defined on the left and right boundaries of (2, denote their union I'.. The deterministic inflow
and outflow conditions v; and v, are given by

and

ool) = 2(%—$)x iface[O,%]
’ 2@-3(1-2) ifze[31]

Uncertainties enter the the model through the finite dimensional vector (coming from a spatial discretization)
0 € R™ where m = 2my, + 2my + 2m,. + 3. In particular, the boundary term 7} is defined through the sum

i sin(mwkx) cos(mkx)
Ty(z,0) =1 +0.2Z O — 1+ Omy sk —— |- (18)
k=1

In addition, the boundary term v(0), a function defined on I',,, is expressed as a sum in the form of (18) with 2m, pa-
rameters in the sum defining the left boundary term and 2m,. parameters in the sum defining the right boundary term.
Along with these 2my, 4+ 2my + 2m,. parameters which define T}, and v, there are three parameters, 0,,,—2, 0,1, O,
which appear in the uncertain scalar quantities €,m, and K, as

oo L 140050, 1 140050,
" Re 100 ’ "~ RePr 72
Ge
dn=— =1+0.059,,,
and n Re2 +

where Re, Ge, and Pr are the Reynolds number, Grashof number, and Prandtl number respectively. Each 0, k =
1,2,...,m,is assumed to be independent and uniformly distributed on [—1, 1]. The initial iterate is taken to be zero
for all samples; similar results were found using a random initial iterate. The parameter weighting matrix M), is the
identity since the uncertain boundary conditions 7}, and v are discretized by orthogonal global basis functions.

The PDE is discretized with finite elements on a 99x99 rectangular mesh. The velocity and pressure are repre-
sented with the Q2-Q1 Taylor-Hood finite element pair and the temperature is represented with the Q2 finite element.

International Journal for Uncertainty Quantification



HDSA for PDE-Constrained Optimization 15

Uncontrolled Velocity Controlled Velocity
1 T 2 A 4 TR T 1 R : T TR B
TR LN T b M Voo
|\\\,j i*’/l' .\\\,5 t\,//.
0.8 ‘\\\’/I\\\’//' 0.8 “\\'/J\\‘//I‘
R ‘\\\_/‘\\_,//.
N [ . 0. SR e R
06|+ v ==~ v rmwa 0iBf = =~ 5 R R
TEEi Rl b T
TL R T
i @ = =S g
0.4y i u \\r;:‘t: A DMif = mosmm v 2 o5 o2 e s w3
St S P PRES o
02 ‘\\_4//\\\,11’ 02 « e = N § & & & ¥ @
0 0
0 02 04 06 08 1 0 02 04 06 08 1
FIG. 3: Uncontrolled (left) and controlled (right) velocity field.
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FIG. 4: Control solutions for (17) corresponding to 20 different parameter samples. The left and right panels are the controllers
on the left and right boundaries, respectively. Each curve is a control solution for a given parameter sample.

We take my, = my = m, = 25 which yields a total of m = 153 uncertain parameters. The deterministic control
problem is solved using the full space composite step algorithm in ROL with the control penalty y = 0.01. Figure 3
displays the uncontrolled (left) and controlled (right) velocity field with parameters 8 = 0, k = 1,2,...,153. The
undesired vorticities are observed in the uncontrolled velocity field and are reduced by the control strategy.

Local sensitivities are evaluated at N = 20 samples from parameter space. Figure 4 displays the optimal con-
trol solutions for these 20 samples. The left and right panels display the controller on the left and right boundary,
respectively. Each curve corresponds to the control solution for a different parameter sample. There is significant
variability in the solutions which indicates a strong dependence of the controller on the uncertain parameters. Our
objective in the hyper-differential sensitivity analysis is to determine which parameters cause the greatest changes in
the controller so that uncertainty quantification and robust optimization may focus on them rather than the full set of
153 parameters.

We compute the leading K = 4 singular triples of (5) and follow the approach presented in Section 4.3 to
analyze them. An oversampling factor of L. = 8 is used. Figure 5 shows the leading 4 singular values from each of
the 20 parameter samples. Each vertical slice in Figure 5 gives the 4 singular values for the fixed parameter sample.
We observe that there are 2 dominant singular triples (thus validating that K = 4 is sufficiently large) and that the
singular values do not vary significantly over the different parameter samples.

The sensitivity indices (16) and displayed in Figure 6. There are 20 circles in each vertical slice of Figure 6
corresponding to the local sensitivity index for a fixed parameter over the 20 samples. We observe several interesting
features:

e The local sensitivity analysis yields similar results for each parameter sample.
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FIG. 5: Leading 4 singular values of (5) at 20 different parameter samples. Each vertical slice corresponds to the leading 4 singular
values for a fixed sample.
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FIG. 6: Local sensitivities (16) for the 153 uncertain parameters in (17). The 20 circles in each vertical slice indicates the sensitivity
index for a fixed parameter as it varies over the 20 parameter samples. The repeating color scheme indicates the grouping of
parameters as they correspond to sine and cosine components of each boundary condition.

e Only around 10% of the uncertain parameters exhibit significant influence on the control strategy.
e The bottom boundary condition, T3, has the greatest influence on the control strategy.

e The cosine components of T}, are more important in the first two frequencies, the sine component is more
important in the third frequency.

To complement these parameter sensitivities, Figure 7 displays the singular vectors, zx, k = 1,2, corresponding
to the leading parameter perturbations 0, k = 1, 2. The top left and top right panels of Figure 7 show the first singular
vector on the left and right boundaries, respectively; the bottom left and bottom right panels are the second singular
vector on the left and right boundaries, respectively. The singular vectors z; and 2z, may be interpreted as the change
in the control strategy if the parameters are perturbed according to the singular vectors 0, and 6,, respectively. We
observe that the control strategy will change more near the bottom of the domain, an unsurprising result since the
greatest sensitivity is in the bottom boundary condition.

The computation was performed using 80 compute nodes, each containing 16 processors. By taking 20 parameter
samples and 16 random vectors in the eigenvalue solver, the embarrassingly parallel loop in the eigenvalue solver
distributed the computation over all 1280 processors, using 4 processors in parallel for each matrix vector product.
This reduces the overall execution time to approximately one matrix vector product in Line 5 and one matrix vector
product in Line 9 of Algorithm 1, each leveraging parallel linear algebra with 4 processors. Since the KKT solve (4)
dominates the computational cost, the total execution time for computing 20 local sensitivities is approximately equal
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FIG. 7: First two singular vectors zx, k = 1,2, of (5), i.e. DO = 0k 2x. The top (bottom) row shows the first (second) singular
vector on the left and right boundaries, respectively. Each curve corresponds to a different parameter sample.

to 4 KKT solves.

5.2 Inversion of Permeability

In this subsection we consider an inverse problem constrained by the transient advection diffusion equation and
Darcy’s equation in two spatial dimensions. This emulates a model for subsurface contaminant transport. We seek to
invert for a contaminant source given sparse noisy measurements of the contaminant. Consider the following inverse
formulation:

T M
! , 5
g}SEE;;(Pi7jC_di’j> + E[)Z dx (19)
5.t
V- (—k(0)Vp) =0 in Q
0
8—: +V - (—e(8)Ve) + (—k(8)Vp) - Ve = X(o1,09 () inQfort >0
p=1(0) onI'y UT'R
—k(0)Vp-n=0 onT'pUTr
Ve-n=0 onI' fort >0
u=20 inQfort=0 (20)

where = (0, 1)? with boundary T' = T, UT gUT g UT', Ty, = {0} x (0,1), Tz = (0,1) x {0}, Tg = {1} x (0, 1),
I'r = (0,1) x {1}, and n denotes the outward pointing normal vector to the boundary.
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The state consists of the transient contaminant concentration ¢ and the steady state pressure p; the stationary
source z is a function defined on 2 which appears on the right hand side of the advection diffusion equation along
with the characteristic function x[.o1,.02) (t) which equals 1 on the time interval [.01, .02] and 0 otherwise. Contaminant
concentration data is collected at M = 121 sensors which are uniformly distributed on an 11 x 11 grid in [0, 1]> and
T = 40 instances in time. Synthetic data d; ; (at the i" time instance and ;" sensor location) is generated by solving
the governing PDEs (with double the mesh resolution used in the inverse problem) with a specified source term (given
in Figure 9) and adding independent Gaussian noise whose standard deviation is 3% of the observed concentration.
The observation operator P; ; maps the PDE solution to the contaminant concentration at the it" time instance and
4" sensor location.

Uncertainties enter the the model through the finite dimensional vector (coming from a spatial discretization)
0 € R™ where m = 256 + 1 + 16 + 16 = 289 which parameterizes perturbations of the scalar and spatially
dependent parameters in the PDE, in particular, the permeability field , left and right Dirichlet boundary condition
1, and diffusion coefficient €. These parameters are fixed to nominal values in order to solve the inverse problem and
we consider the sensitivity of the source estimate to perturbations of the parameters.

The nominal value of the permeability field, denote it by K, is shown in Figure 8 alongside the Darcy pressure
generated by solving Darcy’s equation with the nominal permeability field K and nominal boundary condition defined

by
_ 10 4 2 cos(2my) ifzely
b(z,y) = {

12 4 cos(2my) + .5cos(4my) ifx €'y
The nominal scalar diffusion coefficient in the advection diffusion equation is € = 1.

To study the sensitivity of the source estimate to uncertainties in the permeability field, boundary condition, and
diffusion coefficient, we represent them as

(L+1)?
k=%|1+a Z 0rdr
k=1
2L+1)
v=9|l+a Z Ot 1xMk
k=1

e =€ (1 +ab(rt1y242(111)+1)

where a = 0.2 represents the level of uncertainty (20%), L = 15 is an integer specifying a spatial discretization, and
& and ny, are linear finite element basis functions defined on a rectangular mesh with L + 1 equally spaced nodes in
each spatial dimension (¢, is defined on [0, 1]*> and 1y, is defined on [0, 1]). The parameter weighting matrix M, is
block diagonal with its blocks given by the finite element mass matrices arising from discretization of k and {, and
the scalar identity for the 1 x 1 block corresponding to €.

The advection-diffusion equation is discretized on the time mesh ¢; = %, 1 =0,2,...,44, and solved using
backward Euler time stepping. Both the pressure and contaminant concentration are spatially discretized with a 2,601
degrees of freedom linear finite element approximation on a rectangular grid. The spatially dependent parameters are
discretized on a coarser mesh (256 degrees of freedom) to enforce smoothness of the perturbations. The data d; ; is
generated by solving on a mesh with 10,201 degrees of freedom. A regularization coefficient o« = 0.0005 is used and
the optimization problem is solved using a truncated CG trust region solver in ROL.

The contaminant source used to generate synthetic data is given in the left panel of Figure 9 and the source
estimated by solving the inverse problem is given in the right panel of Figure 9. The location and magnitude of the
source is recovered well, albeit, the estimate is noisy as a result of the sparse noisy data and uninformed regularization.

The time evolution of the contaminant concentration is given in Figure 10 where three time instances are shown
(t = 0.02,¢t = 0.06, and ¢t = 0.10) from left to right. The observed noisy data is given on the top row and the
estimated contaminant concentration (using the estimated source) is given on the bottom row.
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FIG. 8: Left: the log (base 10) of the nominal permeability field ¥; right: the solution of the pressure equation with nominal
parameters K and 1.
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FIG. 9: Left: the “true” source term used to generate synthetic data; right: the estimated source term computed by solving (19)
with sparse noisy data.

=

o
o

Volume x, Issue x, 2019



20 Joseph Hart, Bart van Bloemen Waanders, and Roland Hertzog
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FIG. 10: Time evolution of the contaminant concentration; from left to right, the solutions at times 0.02, 0.06, and 0.10. The top
row corresponds to the “true” state polluted by noise; the bottom row corresponds to the estimated state using the estimated source
in the right panel of Figure 9.
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In this example, we only consider local sensitivity analysis (around the parameter nominal estimates). In the
case of inverse problems, we interpret the sensitivity indices as the bias created in our source estimation as a result
of potentially misspecifying other parameters (permeability, boundary conditions, diffusion). The sensitivity indices
indicate where we should invest efforts in characterizing the parameters in order to ensure a high fidelity source
estimation, the leading singular value provides an error bound on the source estimation, and the source singular
vectors indicate which features of the estimate will change given the uncertainty in the parameters.

We compute the leading K = 12 singular triples of (5) with an oversampling factor of L = 8 is used. Figure 11
shows the leading 12 singular values with an order of magnitude decay from first to last.

The sensitivity indices are shown in Figure 12. The left, center, and right panels gives the sensitivities for the
parameterization of the permeability field k, boundary condition 1, and diffusion coefficient €. The center of the
basis functions (¢’s and 1’s) correspond to the spatial location of the sensitivity indices (dots) in the left and center
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FIG. 11: The 12 leading singular values for the source estimation inverse problem sensitivities.
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FIG. 12: Sensitivity indices for the parameterization of the permeability field (left), pressure equation Dirichlet boundary condi-
tions (center), and diffusion coefficient (right).

panels, the diffusion coefficient is a scalar and hence only one sensitivity index (dot) is present.

We see greater sensitivity in the permeability field which is primarily localized in the region around z = 0.05
and y = 0.50. We also observe a slight asymmetry which is consistent with the asymmetry observed in the state
solution. The diffusion coefficient sensitivity is smaller than the largest permeability sensitivities while the pressure
equation Dirichlet boundary condition sensitivities are nearly zero. The set sensitivity indices for the permeability
field, diffusion coefficient, and left and right Dirichlet boundary condition are given in Table 1. The set sensitivity
index for the permeability field is larger than any individual sensitivity index, indicating that a unit norm perturbation
of the entire field (perturbing multiple basis functions) will generate a greater change in the source estimate than any
unit norm perturbation on a single basis element, this result is unsurprising. The leading left singular vector (omitted
for conciseness), indicates that such a perturbation will result in a source estimate with greater contaminant upstream
in the flow direction.

Set of Parameters | Permeability | Left BC | Right BC | Diffusion
Set Sensitivity Index ‘ 30.09 | 2.94 | 4.86 x 10~° | 4.83 x 107

TABLE 1: Estimated set sensitivity indices for the parameters corresponding to the permeability field, left Dirichlet
boundary condition, right Dirichlet boundary condition, and diffusion coefficient.

The computation was performed using 32 processors and 32 random vectors in the eigenvalue solver. This enables
the eigenvalue solver to execute all 32 matrix vector products simultaneously and reduce the overall execution time
to approximately 4 KKT solves.

6. CONCLUSION

We have introduced hyper-differential sensitivity analysis (HDSA) arguing for a goal-oriented paradigm for sensitiv-
ity analysis in the context of PDE-constrained optimization. We have shown through an analytic example that HDSA
is different from traditional sensitivity analysis. The complication of this approach is that directional derivatives are
required through the optimality conditions, which includes partial differential equations as constraints. The high com-
putational requirements are addressed through efficient adjoint-based methods for the inner optimization problem and
randomized generalized eigenvalue solvers to estimate the sensitivity indices. We explore three levels of parallelism
including the underlying linear algebra constructs, parallel randomized algorithms, and global sensitivity sampling
procedures. Two numerical examples demonstrate the flexibility of HDSA in that uncertainties in both control and
inverse problems can be addressed, in addition to demonstrating the extensibility to different sets of PDEs (steady
state and transient). HDSA provides a computational tractable approach to prioritize large numbers of uncertain pa-
rameters relevant to the optimal solution of PDE-constrained optimization problems. A global sensitivity strategy has
been developed with intuition through a theoretical bound that depends on the underlying nonlinearity. The numerical
examples demonstrate the challenge managing uncertainties in an optimization problem and how HDSA provides
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critical insight that can guide subsequent analysis such as field measurements, laboratory experiments, physics devel-
opment, and robust optimization.

HDSA facilitates new exploration by asking and answering questions that augment other UQ methodologies in
the service of optimal design and decision making. A particular focus is given to multi-physics applications and the
computational efficiency needed to explore high dimensional parameter spaces which contain spatial and/or tempo-
rally dependent parameters corresponding to a variety of physical quantities. The abstraction and generality of the
proposed method permits various extensions and applications. For instance, we may consider parameters in the objec-
tive function such as weights, data, or user specified algorithmic parameters. The parallelism of our method, matrix
free software design, and underlying Trilinos constructs facilitates computationally scalability. By combining math-
ematical abstraction, efficient software infrastructure, and exploitation of low rank structure (when present), HDSA
enables us to explore a variety of UQ questions in the context of optimization constrained by PDEs.
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