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ABSTRACT

SIERR A/Aero is a compressible fluid dynamics program intended to solve a wide variety compressible
fluid flows including transonic and hypersonic problems. This document describes the commands for
assembling a fluid model for analysis with this module, henceforth referred to simply as Aero for
brevity. Aero is an application developed using the SIERR A Toolkit (STK). The intent of STK is to
provide a set of tools for handling common tasks that programmers encounter when developing a code
for numerical simulation. For example, components of STK provide field allocation and management,
and parallel input/output of field and mesh data. These services also allow the development of coupled
mechanics analysis software for a massively parallel computing environment.
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NOMENCLATURE

Einstein notation is used extensively throughout this report to imply summation over repeated indices,
primarily for multiple directions in integral equations. Indices are also used to denote chemical species
in a gas mixture. When dealing with notation for chemical species, Einstein notation is not implied.
When summation over chemical species is required, we will use a summation operator.

ENGLISH CHARACTER SYMBOLS

total internal energy

total enthalpy

E

H

k kinetic energy
M Molecular Weight
i

pressurc

q heat conduction
R universal gas constant
t time

T temperature
u  velocity

x Cartesian coordinates

GREEK CHARACTER SYMBOLS

i thermal conductivity
s viscosity

10} limiter

p  density

o turbulent stress tensor



T viscous stress tensor

SUPERSCRIPT CHARACTER SYMBOLS

1 indicial notation for species number
n iteration or time step number
r indicial notation for reaction number

fluctuating quantity with respect to time average
ﬂuctuating quantity with respect to Favre average
F avre—averaged quantity

Reynolds-averaged quantity

SUBSCRIPT CHARACTER SYMBOLS

air  property associated with air

T  Turbulent modeled quantity

DIMENSIONLESS GROUPS

Pr Prandtl number, the ratio of viscous and thermal diffusivities

Re Reynolds number, the ratio of inertial and viscous forces

I0



1. INTRODUCTION

SIERR A/Aero is a two and three dimensional, node-centered, edge-based finite volume code that
approximates the compressible Navier-Stokes equations on unstructured meshes. It is applicable to
inviscid and high Reynolds number laminar and turbulent flows. Currently, two classes of turbulence
models are provided: Reynolds Averaged Navier-Stokes (R ANS) and hybrid methods such as Detached
Eddy Simulation (DES). Large Eddy Simulation (LES) models are currently under development. The
gas may be modeled either as ideal, or as a non-equilibrium, chemically reacting mixture of ideal gases.

This document describes the mathematical models contained in the code, as well as certain
implementation details. First, the governing equations are presented, followed by a description of the
spatial discretization. Next, the time discretization is described, and finally the boundary conditions.
Throughout the document, SIERR A/ Aero is referred to simply as Aero for brevity.
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2. GOVERNING EQUATIONS FOR AN
IDEAL GAS

Many flows of engineering interest may be modeled as a calorically perfect gas. (In this work, we use the
term ideal gas synonymously with calorically perfect.) In this case, the following assumptions are
made:

* the gas is in thermodynamic equilibrium

* the gas is not chemically reacting

* the internal energy and enthalpy are functions only of temperature

* the specific heat at constant pressure and constant volume is constant.

In this chapter, the resulting governing equations are presented. In Section 2.1 we discuss the laminar
and inviscid flow cases, and in Section 2.2 we consider turbulent flows.

2.1. LAMINAR EQUATIONS

For an ideal gas, the flow is governed by the compressible Navier-Stokes equations in Cartesian
coordinates. We do not derive these equations here. We present them in divergence form using Einstein
notation, which implies summation over repeated indices. For a derivation of the Navier-Stokes
equations in Einstein notation, see [1]. Conservation of mass, momentum and energy are given by (2.1),
(2.2), and (2.3), respectively.

Op | Opuy

o T o, =0 (2.1)
8,0u1 0 . aTi]‘
g + o, (pusw;+ Pby) = 7, (2.2)
opE  Opuy;H — Og; | Ouyy
ot or; Oz, i 0z; (23)

The first term on the left side of the above equations indicates the local, instantaneous rate of change of
the conserved quantity. The second term on the left is the divergence of the Euler (also called the
advective) fluxes. The terms that appear on the right are the divergence of the viscous fluxes. The
symbol d;; indicates the Kronecker delta, which has a value of zero if 7 # j and one otherwise.
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The primitive variables are the velocity components, u;, the pressure, P, and the temperature 7'. The
viscous stress tensor is denoted as 7, the heat flux vector as g;, the total enthalpy as H, the total internal
energy as I/, and the density as p. The equations are closed using the ideal gas law, the stress tensor for a
Newtonian fluid, and Fourier’s Law for heat conduction, which results in the following relations,

= %? (2.4)
1
H = h+§ukuk (2.5)
E = H-P/p (2.6)
Tij = u(axj + axi> Suam% (2.7)
= woh 9
q = Kaxi 2.

where /1 denotes the dynamic viscosity and the thermal conductivity is denoted as . We remark that the
inviscid Euler equations are obtained by setting the right hand side of (2.1)-(2.3) to zero.

2.2. TURBULENT EQUATIONS

The Navier-Stokes equations (2.1)-(2.3) are, strictly speaking, valid for laminar and turbulent flows.
However, once the equations are discretized, current technology does not provide sufficient computer
resources to resolve the length and time scales over which turbulent fluctuations occur. Nor are these
resources expected to be available in the foreseeable future. Hence many important phenomena occur at
sub-grid scales and must be modeled. This is the motivation for Reynolds averaging the conservation
equations. We begin this section by discussing the averaging process in Section 2..2.1. Next, we present
the averaged equations and briefly discuss the closure problem in Section 2.2.2. In Sections 2.3 through
2.5 we discuss the specific RANS turbulence models and their DES extensions, respectively.

2.2.1. Reynolds and Favre Averaging

To begin, each variable is decomposed as a time-averaged average quantity plus a fluctuating quantity,

eg ]
p=0+¢" (2.9)

where the Reynolds average is defined as:

_ 1 [t
= — d 2.1
o= [ our (210

over some time scale ¢ 7, and the fluctuation is denoted ¢". Because some terms in the Navier-Stokes
equations appear as products with the fluid density, it is helpful to introduce the Favre average, which is
defined as

P

b= (2.11)

1|8
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Some useful identities associate with Favre Averaging are:

@ #0 (2.12)
¢"=pg" =0 (2.13)
PO = BpY = ponp + P (2.14)
POV = plpt — o) (2.15)

2.2.2. Turbulent Averaged Equations

After performing the Reynolds averaging of the compressible Navier-Stokes equations (2.1) - (2.3) over
some time scale, and performing some considerable algebra, it may be shown that the result may be
expressed as

op  Opu,
el — 16
ot~ o, (16)
opi; o . . _ _ _
o T Bz; [P + pos; — Tiy — 03] = 0 (2.17)
opE o [ —
In the momentum equations, the averaged stress term is
B (- 1. . 1 (0u;, Ouy
The turbulent stress term is
5y = —p (i — iiy) = —p (Wl (2.20)
The energy can be rewritten as:
opE 0 .~
W + 8—% [pHUj +q; —UiTy5 — P (H”u;‘/>] =0 (2.21)

In the above equations, there are two terms that require closure, the turbulent stress term, ;;, and the

turbulent transport of total enthalpy, p(H"u). Both terms are modeled using the eddy viscosity
hypothesis. Consequently, the turbulent stress tensor is approximated in terms of the strain tensor and
an eddy viscosity, and may be written as

L 1 9 .
5'ij =—p (Uin — uin) = Q,UT <SZ] - gSkkéw> - gpk% (2.22.)
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Similarly, the turbulent transport of total enthalpy may be written as

prG 0T o e (2.23)
.. T 5 iU — U Uiy 2
PTT 81"] 2 P ¢ ¢ 3
Next, we describe the specific models for the turbulent viscosity and turbulent kinetic energy that have
been implemented in Aero.

—TTn
pH"uj =

2.3. SST TURBULENCE MODEL

SST (Shear Stress Transport) is a variant of a k-w model. Accordingly, a transport equation is solved for
the turbulent kinetic energy & and the specific dissipation rate &. We do not derive these equations here.
The interested reader should consult the excellent text by Pope[2] for a broad discussion of turbulence
models, and Menter [3] for the details of the specific model that has been implemented in Aero.. The
transport equations for k and & can be written as

opk 9 | _-_ ~ur\ Ok et
P L 2 | bk — P 2| =6— — Bk )
ot * Oy [p Ui (,u+ c,;) aa:j] Ujaxj frphke (2:24)
and aps B 56 5 Ba
opw | 9 Nome o HT)OW W OUi g9
at + ax] |:10wu] (/’L+ Cd‘)) ax‘]‘| ’Y];)Uzj ax] B pw ] (2"2’5)
respectively. The eddy viscosity is defined in terms of these two model quantities
k
= P (2.26)
@

We explain the parameters ¢, and ¢ below in Section 2.3.1.

To summarize, the governing equations for the Reynolds Averaged Navier Stokes (R ANS) equations
consist of (2.24) and (2.25), together with the RANS equations for conservation of mass, momentum
and energy, viz.

op  opu;
T o, 0 (2.27)
opa; 9 .
ot | oz, [piti; + pdij — Ty — 03] = 0 (2u2f)
8ﬁE 0 [ — B o _ _
—8t + 8—1*] |:pH’U,J + q; — U (O'ij + Tij) - 7}i| =0 (2'-2'9)

5 1= 2 .
Oy = 2pr (Sij - §Skk5ij> — gﬁk@j (2.30)

= ,UTCP aT _ M7 0
T, — oL pr) ok
! P, Ox; * ( * c,;) Ox; (230
k
pr = p= (2.32)
@
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We remark that, in the form of the turbulent kinetic energy transport equation presented above as
(2.24), the turbulent kinetic energy due to Reynolds stresses is not included in the turbulent transport.
This is a modeling choice, and the physical argument for not including this term is as follows: this term
describes the generation of heat due to viscous work. Unlike the viscous stresses, the turbulent stresses
do not directly produce heat, they only cause a cascade of energy down to the viscous scales where the
energy can be converted to heat by the viscous stresses.

To simplify the implementation of the RANS equations, the turbulent kinetic energy transport
equation can be subtracted from the energy equation. This manipulation avoids any modifications to
the calculation of the internal energy from the conserved total energy variable. Recall that the
conservation of energy and turbulent kinetic energy equations may be written as

opE o _— -
W + % [pHuj + q; — U (O'ij -+ Tij) = j} = 0 (2.33)
opk 9 | _-_ ~ur) Ok _ du
— | pkii: — )= = * ok ‘
By definition,

Therefore (2.33) may be written as

0|p(é+ b+ k o1 _ Gf, B - )
[ ( Y ﬂ +8—5L’j['6uj (é+ +;+k>+q_j—ai(6ij+7:ij)_7}:|:0 (2.35)

Now, (2.34) may be subtracted from (2.35) to obtain

a g = ﬂ’laz P _ - MT 8%

T%[pw(w 2 +p>+QJ @ (Toj + Tig) — Tj+(u_?>a_%
_ oy .

_ULJa + B* i (2.36)

Upon substituting the expression for 7 given in (2.31), and the heat flux given in (2.8), the energy
conservation equation may now be written as

0lp(e+ )]
ot

o | - (. ww P\ _,_ urCp\ 0T
a—£j[p1@<6+ 9 +5)—UZ‘(O}']‘+TI‘]’)—(K,+ }.Z‘;P)a_l‘]

+

(2.37)
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Finally, if we redefine E to be the total specific energy minus the turbulent kinetic energy, and H to be
the corresponding total specific enthalpy without the turbulent kinetic energy, the RANS equations
may be expressed as

dp  Opu;
o "o, (2.38)
Opu; 0 0 Ou; — Ou; 2 0uy 2
i - 5.3 = 2 j 2 N2 s |
ot + a{Ej (puzu] +p z]) &vj _HefF <(99:] + 6:51 3 8azk 513) 3p 5”} (2, 39)
—_ = — . ” - = | o * T )
6t + al’J ajj] -U/Z (02] + sz) + K/eﬁfax‘j:| O-'LJ ax] + B pRw (2 40)
Opk | Opku, a [ pr\ Ok ou,;
Tap = = T ) — Lt Bk .
or " om, Oz; _<u ) 85| T %o, B phat (2.41)
Opw | Opwu, _ J | pr\ Ow w  Ouy . o
ot + amj = 5xj _(,u - o 6.Ij g=7y kUzJ 81']' 6 pw (2,,42)
with
P
H = E+ " (2.44)
k
o= (2.45)
w
/’LCff == ,LL + ,LLT (246)
pCp prCp
A R (2.47)

where, for the sake of brevity in later developments, we have dropped the () and (). It should be clear
from this form of the k-w model that the implementation in a laminar code is simplified because it is
not necessary to subtract the turbulent kinetic energy term from the degree of freedom pE everywhere
the internal energy is needed. Furthermore, the flux Jacobian matrices are also simplified because the
advective fluxes do not involve the turbulent kinetic energy. However, the turbulent kinetic energy
affects the total energy through a source term, as indicated in (2.40).

2.3.1. Variants of the k-« Model

There are several variants of the k-w model, which are defined, for example, by various definitions of the
parameters such as 5%, 7, and pi7. In this section, we show how four of these variants, namely the 1988
model of Wilcox [ 4], the 2006 model of Wilcox [5], the baseline (BSL) model due to Menter (3], and
the shear stress transport (SST) model due to Menter [3] are related. In order to discriminate among
these models it is helpful to rewrite the turbulent transport equations as

Opk  Opku, o ok
= —|+P-D _
ot + oz, D {(M+ Okpir) 9 j] + rk e+ Sk (2.48)
Opw | Opwu, 0 B
— | +8,—-B _
ot + 833], 833]' |:(,LL + O-LUN’T) O:z:j] + L o+ Sy (2 49)
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Here, P, and P,, denote the production terms for turbulent kinetic energy and dissipation rate, Dj, and
D,, denote the dissipation, or destruction terms, and S;, and S,, denote the cross production source
terms. The parameters that define each of the four models, Wilcox88, Wilcoxo6, BSL and SST are given
in Table 2.3-1.

2.3.2. Detached eddy simulation (DES)

Detached Eddy Simulation is a hybrid RANS-LES approach that can be used for flows with massive
separation[6]. RANS models cannot capture the large scale eddies in the separated region accurately
but are efficient and accurate for thin shear layers. LES is expensive in attached boundary layers and thin
shear layers but accurately captures the large scale motion of separated flows. Detached Eddy Simulation
combines RANS and LES by using an LES subgrid based model in the parts of the domain where the
grid resolution is fine enough for LES. Elsewhere a RANS model is used. The switch between the two
modes is determined by comparing an integral turbulent length scale and the local grid spacing. The
approach is nonzonal and the RANS equations are still solved in all regions. For the k-w model, this is
done by modifying the dissipative term in the turbulent kinetic energy equation. The dissipation term
is modified from

Dy = B*pwk (2.50)
to
»
where we have introduced the length scale
k12
I = min(ly o Cos\); lp—w = 5y (2.52)

Cls is a constant whose default value is 0.65 and A is a grid spacing measure. This measure is defined at
each node as the maximum value over all edges of:

A = max(8y, 0y, 6;), (2.53)

where, e.g. 0, is the absolute value of the change in the & coordinate across an edge. Equation (2.53) is
designed so that the computation is limited by the coarsest spacing for each node.

2.3.3. Linearization of implicit terms

The turbulent transport equations require careful treatment in order to obtain a stable and robust
solution algorithm. The basic method that we follow is that the time derivative, convective flux terms,
and diffusion terms are treated in a way that is consistent with the rest of the Navier-Stokes equations.
The source/sink terms are treated according to the following rules:

* sensitivities are computed so that only diagonal matrix entries are generated

* only sensitivities to turbulent dissipation terms are generated; sensitivities to production terms
are ignored.

18



Wilcox88 Wilcoxo6 BSL SST
1 pk Y pk 2 pk a1 pk
HT w w w max (ajw,QF%)
Tk % % Frog + (1= F1) oy Fiop1 + (1 — Fi) oke
P  Ouy Ou;  Ouy . Oty
k Tij Az Oij Az Oij Az Oij Az
Dy, B* pwk B* pwk B* pwk B* pwk
Sk o o o o
v* 1 1 1 1
Iw 3 3 Frowi + (1= F1) ows Frowi + (1= F) 0wz
P. =P oy 2 P, 2L Py
D, Bpw? Bpw? Bpw? Bow?
p Ok Ow p Ok Ow p Ok Ow
Se ° & B D O B B o D Ba
B* 0.09 0.09 0.09 0.09
¥ ~§ = = Fim+ (10— Fi)y
B i Bofs g+ (1—-1)Be g+ (1—-F)pBe
w* - max (w, Clim 2316]*3” ) - -
7
i - 8 . -
Bo - 0.0708 - -
. T+85xw
I8 - 1+100x - .
Qi1 Sk
Xw - (ﬂ*w)S - -
~ 1 u Ou, Oum § . -
Ski - 2 ( z}: + CETS T Dzm 5’”) 3
0 Ok Jw <0
o4 - { L ~o 2(1 — Fi)ows 2(1 — Fy)ows
8 CETICEY,
Okl - - % 0.85
OLk2 - ] 1 1
I T
Tl - - 2 2
02 = - 0.856 0.856
B1 = = 0.075 0.075
B2 - - 0.0828 0.0828
_ _ B1 _ 0.553loy,1K> B1 _ owik®
71 B* B* 5 B* 3*2
B2 _ 0.440350,2k Bz _ owzk”
Y2 = = B> B* B*
Py - - tanh (arg?) tanh (arg])
: k_ 500 4poyok k500 4poyok
argy g i min (maX ([f*f;dv d%:/) ’ c?)ifﬁ) min (max (ﬁ\*Cd’ a2 ,,) ’ c'zg;k r )
CDg,, - . max (20w2 2 ;Tkk 831—,“;, 10*20) max (2(&,2 2 Bamli 88;2 10—20 )
7 n B = tanh argz)
argy - - max ( B*wkd’ 20;»)
a1 - - - 031

Table 2.3-1.. Definition of parameters for Wilcox88, Wilcox06,
BSL, and SST variants of the k-w models. (2;; denotes the vor-
ticity tensor, () its magnitude, and d is the minimum distance to

the wall.
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The source terms for the turbulent kinetic energy equation given in (2.41) may be written as

ou;
S, = 0”5’ — B*pkw

Then we only compute the sensitivity according to

0Sk

a—pk:—ﬁpw

and ignore the sensitivities to p, pu;, pE and pw.

Similarly, the source terms given in the specific dissipation rate equation (2.42) may be written as

w o Ou; .
Sw = ’VEUM% — 3 sz
J

We compute the sensitivity to pw according to

S,
Tow 9
0pw Prw

24. K-« MODEL

If instead of solving a transport equation for the specific dissipation rate w, a transport equation for the

dissipation rate

€ = kw (2.54)

is solved, the resulting turbulence model belongs to the class of models known as k-e. The k- model
implemented in Aero is described in So et al [7] and Brinkman et al [8]. This model is described by the

following equations

Op  Opu,
ot + a—x] (Puzug +p5m) a—m] -Meﬁ (81’]- + B; — 555,]) - gpk(sw} (2.56)
OpE | OpH [ oT O
r= o | or h o |
ot T 8z; At _um] + Heﬁaxj] 0”8 + 5% pkw (2.57)
Opk  Opku, o I ur\ Ok
e o pr\ Ok o |
ot i Ox; B _(,u+ oy ) Ox; + e pe (2:58)
Ope _ Opey; o [ pr\ Oe €
ot B — 5| T P
ot o, oz, _(“* - | 9z; +o [(Cyf1 Py — Cafape) + 5.,
(2.59)
where ,
U
Be=oug, (2.60)



It 1

14 0kz 0kz
Se = —Copu— , .6
9 Q'u&rj 6xj (2 I)
Ok, 0c, C1 and Oy are modeling constants, the turbulent viscosity is defined as
k?2
Hr = Cuf,up? (2.62)

and f1, f2, and f, are empirical modeling functions designed to account for low Reynolds number
effects that occur near the walls. These functions approach unity as the distance from the wall is
increased, and may be written as
2
Ret
40

fo = 1-— gexp - (Ret)Q]
e = <1 + 4Ret_3/4> tanh <&> ,

n 0.20
cosh [log (%)}

Ji = l—exp

125
where
k’2
Jits
dV k
Re, — PVE
1

and d is the nearest distance to the wall. The model is completed with the following constants:

Cy O | O¢ C1 Co
0.09 | I |13 | 143 | L.92

2.4.1. Detached eddy simulation (DES)

The hybrid RANS-LES model for the k-¢ model differs from that of the SST and Spalart-Allmaras
models in the sense that the method is applied to the turbulent viscosity instead of through the source
terms for the turbulent transport equations. We begin the explanation of this approach by exploiting
the observation that the turbulent kinetic energy statistics at every point in the flow field satisfies a
turbulent spectrum. If each point in the flow field is treated as a realization of these statistics, then a
model can be formulated which provides a method to estimate total, resolved and unresolved portions
of the kinetic energy in any simulation. This information can be used to formulate a hybrid RANS-LES
model. The starting point for this approach is a turbulent kinetic energy spectrum. Here, the
Karman-Pao spectrum is used. This form is parameterized by the energy-containing wave number, k.,
the turbulent kinetic energy dissipation rate, €, and the Kolmogorov scale, 77, and can be written as

s-ec (1) oo ()

ke
21

—17/6

exp <—ga (kn)4/3> (2.63)




where £ is the wave number, o = 1.5, and the constant C, = 1.67, which calibrates the dissipation
spectrum, D (k) = 2vk? E(k) to the turbulence dissipation rate. (As a matter of notation, throughout
this section, k refers to a wave number, not to the turbulent kinetic energy, unless indicated otherwise.)

This spectrum can be nondimensionalized using the Kolmogorov length scale n = (%) Y4 The
nondimensional spectrum is defined as

E(k) = E(k)/ (V)"
which may be written as

) 4 R 9 —-17/6
. - k k 3 -
E(k) = Ok (k_) 1+ (k_> exp (—561/’@4/3) ; (2.64)

where & = kn, and v is the kinematic viscosity. The spectrum and various Taylor micro-scale Reynolds
numbers is shown in Figure 2.4-1, along with the location of the energy-containing wave number for
each Reynold number.
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Figure 2.4-1.. The non-dimensional Karman-Pao spectrum at
several Taylor micro-scale Reynolds numbers.

The turbulent kinetic energy, K*** (denoting the total turbulent kinetic energy or the RANS
turbulent kinetic energy) is formally related to this energy spectrum as

RN — /O " Bk dk = / " B (k) dk

kmin

where k,, represents the Kolmogorov wave number and £, is the smallest wave number in the flow

field, typically taken as 0.1k.. The sub-grid kinetic energy is given by

Ky
KSGS:/ E(k)dk (2.65)
ka
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2.4.1.1.  Original model based on the one equation K°°° model

In the original approach [?], the sub-grid kinetic energy K** is obtained at every point in the flow field
from the solution of a transport equation for K** using a one equation sub-grid scale model. Then
(2.65) can be solved to determine k., the energy containing wave number at that location. However,
since £y, is a function of the total dissipation rate, €, which is not known, (2.65) must be solved
iteratively. Once k. is known, the eddy viscosity is computed based on the sub-grid kinetic energy and
the dissipation rate from the unresolved portion of the spectrum using

KSGS2

Vrpp = f”CN(ETs) (2.66)
k"7

K = / E(k)dk (2.67)
ka
ky

& — / wk2E(k)dk (2.68)
ka

The sub-grid quantities can be obtained by analytically integrating the known spectrum given by (2.63)
from the smallest scales to the local mesh resolution scale. Thus, the model not only ensures that the
local total range of scales is accounted for, but also that the eddy viscosity used in the momentum
equations is consistent with the local mesh resolution and the range of scales. The underlying steps in
the above procedure can be summarized as follows

1. From the local values of total turbulent kinetic energy K and the local mesh size A, compute the

energy-containing wave number k. by iteratively solving (2.6s).

2. Given k., analytically integrate the spectrum to compute the sub-grid (unresolved) turbulent
kinetic energy K*° and sub-grid dissipation rate €*°°.

3. Compute the eddy viscosity, which is used in the momentum equation from (2.66).

2.4.2. Linearization of implicit terms

The source terms for the turbulent kinetic energy equation given in (2.41) may be written as
Sy = B, — pe (2.69)

Since Py is a production term, we ignore its sensitivities. Now there is a difficulty, because this
expression for Sy, does not depend directly on pk, and there will be no contribution to the diagonal
block of the Jacobian matrix. To circumvent this difficulty, use (2.62) to express € in terms of k

k2
e =Cyfup— (2.70)
2
and substitute this into (2.69) to obtain
C
Si = P S oy (27
Hr
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Now, differentiate (2.71) with respect to pk to obtain

OS5k _ 20,1, o
Opk Hr
Finally, use (2.62) to remove the explicit dependence of this result on the turbulent viscosity. Hence, we
obtain
05 _ %
opk — k

The source terms for the dissipation rate equation may be written as
2

S.= zCLfiP. = Cofop— + S,

Following the approach described in Section 2.3.3, we ignore sensitivities to production terms and the
g Pp 33 g P
gradient magnitude S, to obtain

886 . _202f2€
Ope k

2.5. SPALART-ALLMARAS TURBULENCE MODEL

The Spalart-Allmaras class of turbulence models adds a single transport equation to the Reynolds
averaged Navier-Stokes equation. The complete set of conservation equations for this model may be
written as

dp  Opu;
5 om; = 0 (2.72)
dpu; 0 0 Ou;  Ou;  20uy
ot + 8—:6] (puzu] +p61j> - axj |:/Leff <8$J + a$l 3 (%k 613)} (2"73)
Ok OpH O V4o b kO | — oy, 2t (2.74)
it — = |5 N () 5,
ot | oz, O; | T "o, | T 7 O 74
Opp  Opiu; x \?  pey 00 O
ot " am, T PSP ptaty (d) "5 8g, 0z,
1 0 . OU
-, {(/J + pv) 8—%] (2.75)

where © denotes the so-called "working variable’, ¢p1, €1, Cp2 and o are model constants, d is the nearest
distance to the wall. The turbulent viscosity is defined as

pr = p fu1, (2.76)
where
3
X
f?)l XS —I— C;:))l
pU
X = —
i
S = Q‘i‘wﬂm



(2 is the vorticity magnitude, and & is another model constant. The model also contains the
definitions

X
w o= l-
f2 1+va1

1+, G
g _’_CwS

g = 'r—i-ch(rG—r)

r = min <AL,1O>
SEAd?

and the following table provides the values for the model constants.

Cy1 R Cw2 Cw3
701 | 0.41 | 0.3 2

Cb1 Cwl Ch2
0.1355 %—i—ltﬁ 0.622

olng Q

2.5.1. Detached eddy simulation (DES)

The approach for implementing detached eddy simulation in the Spalart-Allmaras model is to replace
the nearest distance to the wall, d, with d, where

d = min (d, CouA) | (2.77)

where A is given by (2.53). This simple modification makes the turbulence model behave like Large
Eddy Simulation away from the walls, and RANS near the walls.

2.5.2. Linearization of implicit terms

The source term for the turbulent transport equation (2.75) may be written as

5 7\ pPCyy O OV
S = pCb1SV - pcwlfw > +

7) T o

We ignore the sensitivities of the first and last terms, since they are production. Hence we obtain

38 o —2Cw1fwﬁ
opi d?
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3. GOVERNING EQUATIONS FOR A
CHEMICALLY REACTING GAS

For flows at Mach numbers higher than about Mach 8, the ideal gas model produces temperatures that
are unreasonably high. In this regime, the ideal gas approximation breaks down, and we model the gas
as a chemically reacting mixture. The conservation of mass can be expressed as a series of equations for
the number of species considered in the gas mixture.

dps 0 0 0y .
p + — (psui) + (st 4 ) = Ws (3.1)

ot Oz O Ox;

In (3.1), p; is the density of species s, Dj is the species diffusion coefficient (discussed in section 2?), y is
the mass fraction (ps/p) of species s, and W; is the rate of production of species s due to chemical
reactions.

The energy equations for a fluid in thermal non-equilibrium may be expressed for each of the possible
energy modes of a molecule. Hence, energy equations may exist for translational, rotational, vibrational,
and electronic states, which each governed by its own separate temperature. A two-temperature model,
however, is a common approach for describing thermal nonequilibrium of re-entry aecrodynamics with
one temperature modeling the translational and rotational energy states and another temperature
modeling the vibrational and electronic energy of the molecule. The translational and rotational energy
equation is thus expressed as

OpE 0 0 s S 0 = 0y,
Nl i (B — — (1u;) + — (g7 v E hD,—=~ | = ;
at + axl (puz ( +p/p)) al,i (TZ]UJ) + al,z (Qz + Qz) + axi (p = R a:ﬁ) O (3 2)
The vibrational equation is expressed as

JpE" 5 0

0
(pE"u;) +

8.Ii

; 0

NS
v 8y9 Y
<p; €5Ds 6@) =w (3-3)

where E is the vibrational total energy and e is the vibrational total energy per unit mass of species s.
The last term on the left side of (3.2) and (3.3) represents an energy flux that arises due to the transport
of enthalpy that occurs when one species diffuses into another.
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3.1. EQUATIONS OF STATE

The total energy of the gas is defined by
NS NS 1
E = sSCY'T + pEY + s + = puu; )
p ; psCy T+ p ; p 5P (3-4)

where C)" is the combined translational and rotational specific heat at constant volume. The specific
heats are given by

Cir=Ct +Cr. (monatomic and polyatomic species) i)
O = Gy (polyatomic species) i
The individual translational and rotational specific heats are
Ct = %% (monatomic and polyatomic species)
,r.s Runivs . . (3.6)
Cr. = L (polyatomic species)

where R*™ is the universal gas constant and M is the species molecular weight.

The total vibrational energy p ¥ appearing in (3.4) is computed by the vibration energy equation, (3.3),
and is a function of the vibrational temperature 7" according to the equation

pE" (T") =) psel (T°) (3.7)

Here, the vibrational energy per unit mass can be expressed as

Runiv 0;1
ms exp(0Y/Tv)—1

= (polyatomic species)
=0 (monatomic species)

(3.8)

e
€

S mwS

The thermodynamic pressure of the gas is computed using a perfect gas law and Dalton’s law of partial

pressures
NS
pP=>_ps (3.9)
s=1

where the partial pressure for species s is

Rum’v
Mg

Ps = Ps T (3.10)

and T is the is the translational-rotational temperature as computed from (3.4).

The species enthalpy per unit mass hs appearing in (3.2) is computed according to

Ba = Co, T =2 4 € + B (3.1)

s
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3.2. DIFFUSION TERMS

Recall that the viscous stress tensor that appears in the conservation of momentum equation, (2.2), may

be written as
P Ty 2, ) s 13
3 Iu 3$j axl 3/“’ 8.1'] ) 3.1

This equation requires that mixture viscosity 1+ be computed from individual species viscosities.

The translational-rotational heat flux vector in (3.2) is expressed as

) or
g =— (k' +x") e (3.13)

and the vibrational heat flux vector appearing in equations 3.2 and 3.3 is

v UaTU
G =K 75— (3.14)

These constitutive relations require the calculation of k!, K", kY, the translational, rotational, and
vibrational thermal conductivities, respectively, of the mixture. These mixture transport properties for
viscosity and thermal conductivity can be computed in a number of ways. One popular approach is to
use Blotter curve fits for computing the species viscosities j15 according to the relation

ps = 0.1lexp ((AslnT + Bs)InT + Cs) (3.15)

with the constants A, By, C, having been determined by Blottner [ ] for a number of species relevant to
high-speed reacting flows. The thermal conductivities for the various energy modes can be computed
from an Eucken relation [] in conjunction with the Blottner species viscosities (3.15) and the species
specific heats (3.5) according to

Iit — §M Cft

S 2178~ v,
KD = isCL, (3.16)
Ky = /LSCES

The translational and rotational specific heats C},_and C;, were previously defined in (3.6). The
vibrational specific heat is then computed according to the equation

Oe’
oTv

2 = (3.17)

The mixture viscosity and thermal conductivities are then computed using Wilke’s semi-empirical
mixing rule

— NS Xsps
=2 (519)
k= Zs:l bs

2.8




where

X, =M

° =)
M= (Zz; AZ) ) . (3.19)
b= T, X, [1 B (A;_,;)”j [ s(1+ %;)]

The Blottner curve fits for species viscosities are generally accepted to be accurate up to 10,000 K. Above
10,000 K, the Yos approximate mixing rule is the preferred method for computing the mixture viscosity
and thermal conductivity.

The species diffusion coefficients Dy appearing in equations 3.1 and 3.2 must be defined. Accurate
treatment of the species diffusion coefhicients has received much attention in the literature. The simplest
approach is to assume that all species have the same diffusion coefficient (D = D;). This is only valid if
the molecular weights of the species are similar. The single binary diffusion coefficient D can be
computed assuming a constant Lewis number according to the relation

B Lekr
= pC’Itf

(3.20)

In the event the molecular weights of the species are disparate, determining the individual species
diffusion coeficient is necessary. Species specific binary diffusion coefficients can be computed via
Gupta and Yos curve fits [ ] or Ramshaw’s Self-Consistent Effective Binary Diffusion method [].

3.3. SOURCE TERMS

The source terms for the mass conservation equations must be computed given a gas model (such as a
s-species or 11-species air model). Cantera, a general toolkit for chemical kinetics, can be used to compute
the reaction rates and hence the chemical source terms needed in (3.1).

The vibrational energy source term appearing in (3.3) is computed as follows

W' =QV 4+ Qb (3.21)

where ()" is the vibrational energy production rate and Q""" is the translational-vibrational and
rotational-vibrational energy exchange rate. All other energy exchange mechanisms are typically
neglected when a two-temperature (translation-rotation and vibration) model are used.

The vibrational energy production rate is computed according to

Q=) (el (3.22)
s=1

29



and the translational-vibrational and rotational-vibrational energy exchange rate is given by

U
TS

Q" = Z p. o2 T) = e (") (3-23)

where e is the specific vibrational internal energy for species s given in (3.8) and 7 is the vibrational
relaxation time. 7 is typically computed via the Landau-Teller inter-species relaxation time given by
Millikan-White.
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4. SPATIAL DISCRETIZATION

The discretization of the governing equations (2.38) - (2.42) may be facilitated by recasting the
conservation equations into vector form. For an ideal gas, let

p
Pl
U = | pE (4.1)
pk
pw
Py
PU; U5 + Pélj
F;U) = pHu; (4.2)
phu;
pu;
0
u; Ou; ou
MCE(?J:]- + dr; gﬁ_xﬁ(sl]> B %pkézj
G;U) = Wiy + Ker gy (4-3)
(1 +222) 5
(n+22) 32
0
0
SWU) = | —omGz+ Bk (4.4)
P, — Dy, — S
Py — Dy — 5y

In the above definitions, the subscript (); denotes the coordinate direction associated with each flux
vector F'; and G;. The subscript (); denotes the component of the momentum equation, which
expands the length of each vector according to the spatial dimension: e.g., for two spatial dimensions,
U, F;,Gj,and S are each of length six: one continuity equation, two momentum equations, a total
energy equation, and two turbulence model equations. Because some variables use k as a subscript to
indicate the quantity is associated with the turbulent kinetic energy, to avoid confusion we will not use
k as a Cartesian index subscript. Now, the conservation equations may be written as

ou N OF;(U) _ 0G;(U)
ot Oz, Oz,

+ S(U)v (4-5)

Currently, we discretize the equations exclusively using a node-centered finite-volume approach.
Figure 4.o0-1 illustrates a typical finite volume, or cell, associated with node p. Let such a cell be denoted,
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Figure 4.0-1.. lllustration of two-dimensional dual mesh for node
p. The dual volume, ©, is the polygon defined by the edge mid-
points to the element centroids.

(2. If we integrate (4.5) over {2 and apply the Gauss Divergence Theorem, the result may be written as

/ Uiy ]f (F; — G,)dA; = / Sdv (4.6)
o Ot o0 Q

where 0€2 indicates the boundary of €2 and d.A; denotes an infinitesimal area vector on the surface 02,
Next, the integrals in (4.6) are approximated by numerical quadrature. The volume integral is
approximated simply by multiplying the nodal value times the size of the control volume for that node.
Hence, for node p, we may write

ou ouU?P
L ~ 14
/Q Vv ~ %y (47)
/ Sdy ~ S°VP (4.8)
Q

The surface integral is approximated by evaluating the fluxes at the midpoint of each edge where it is
intersected by 0€2 and computing the inner product of the flux and the area vector, viz.

]g (P -Gl = Y (F - Gy A (4:9)
e=1

where F';, = F;n;, n; is the unit vector in the direction of the area vector, and .A® is the area of the
dual cell face that is intersected by edge e. After substituting (4.7) - (4.9) into (4.6), we may write the
semidiscrete residual for node p as

aUpr—i—i(Fe —G;))A* -8V =0 (4.10)
ot e "
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4.1. ADVECTIVE FLUX EVALUATION

In this section, we consider the details of evaluating the advective fluxes at the edge midpoint. Consider
the arbitrary edge shown in Figure 4.1-1. The points p and g are the nodes defining the edge. L and R
illustrate that the at the edge midpoint, which is the interface between the dual volumes around p and g,
the solution is discontinuous. To construct a conservative flux at this interface, we currently use Roe’s
numerical flux function [9] or the Steger-Warming flux function [ro].

-
P

/
R q
/

Figure 4.1-1.. The edge is defined by left node p and right node
g, with unit normal vector n associated with the area facet, which
may not be aligned with the edge

4.1.1. Roe’s flux function
The Roe flux at each edge midpoint is defined by

F¢ = % (FL+Fg)—|A,| (Ur—Uy), (4.11)

where F', = F(U ), U is the solution value sampled from the left volume. This dissipation matrix is
defined as

~

A, = R [A| R (412
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where

OF
A, =R, AR = - .
n Rn an oU (4 13)
is evaluated at the Roe average state such that,
Fn<UL) - Fn<UR) = An(UL - UR) (4-14)

When the eigenvalues of the flux Jacobian are equal to zero, then the dissipation of certain characteristic
waves vanishes. This can lead to issues with the numerical solution. To keep eigenvalues away from
zero, we employ an entropy fix. The eigenvalues in our implementation are

)\lzun—i_c» )\2:un_cu )\k:una k:‘?’v"’?Nqa (415)

where IV, is the number of conserved variables in the system of equations. One approach to the entropy
fix is to modify the eigenvalues with

o A+ EMnax

k= it [Ak] < €Amax,  Amax = |un| + ¢, (4.16)

26)\max

where € is a user defined value that defaults to € = 0.1. We refer to this as the scaled entropy fix. An
alternative approach is to modify the eigenvalues as

e = \/m if |\ < €Amax, (4.17)

which we refer to as the unscaled entropy fix. The modified eigenvalues are used in 4.12.

4.1.2. Steger-Warming flux function

The Steger-Warming flux-vector splitting method separates the inviscid fluxes into positive and negative
parts based on the eigenvalues of the flux Jacobian matrix

FE=F'+F, =AU+ AU (4.18)
The flux Jacobians are defined

A"=R'A'R and A =R'A R (4.19)

n

where R is the column matrix of right eigenvectors of A, and A7 are the diagonal matrices of the
positive and negative eigenvalues of A,,. The flux Jacobians A and A~ are clearly defined in [11].

The original Steger-Warming method computes the flux at a face/edge using states at the left cell/node
and right cell/node according to

F;=AjU,+ ARUg (4.20)

However, while the original Steger-Warming scheme works well in the vicinity of shocks it is too
dissipative to be used elsewhere in the flow. A modification to the original scheme can be introduced by
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changing the evaluation of the A" and A~ matrices to some average of the left and right cell/node
states. Hence, the modified scheme can be represented as

Ff = AF_UL + A;_ UR (4.2.1)

where the subscripts f* and f~ indicate that the Jacobians are evaluated at the averaged states U 7, and
U ;_, respectively. Druguet, Candler, and Nompelis [10] introduced the following pressure weighted
averaging which has since become popular for high-speed flows

Uy =1 —-w)UL+wUg and Uf =wUp+ (1 -w)Ug (4.22)
where 0.5
L Pr —PL
w=1——"_ and op=—7F7—"— 4.2
(gop)?2 + 1 P in(pr, pr) )

An additional aspect of the Steger-Warming scheme is that the eigenvalues of the AT and A™ matrices
are corrected according to

=05 (A £ VN T ) {5d)

where A is the original eigenvalue of A and € is usually computed as € = 0.3c, where c is the speed of
sound. We can compute the flux Jacobians using an expansion

Ai:VA®KA+VB®KB+)\§:[7 (4.25)

where for thermochemical transport with turbulence the expansion vectors are

1 (o !
VA:_(p_mj,H,k:,W) ) VBZ(OmwumO’O)T’
C\p

AP ut . L, 0P i\ (OPpuy '
Ky = - T Up ) ] — I\ an ,0,0 ) 26
4 ((api g R Mtz dpu; ¢ OF ¢ (4:26)
8P,u§t 4 + opr Mg: aPMS: !
Kp= — — Uy s | 1y Yo o )\ OE - ) ’
b <(8pi ¢ nh mat Opu; ¢ OF ¢ 0.0
where 1 1

The expansion vectors simplify easily for ideal gases or laminar flows.

4.1.3. Steger-Warming Central + Dissipation Form

Delineating the above scheme into clearly defined central and dissipative parts can be advantageous
when it comes to modifying the central fluxes to increase the stability or accuracy of the scheme. In this
section, the modified Steger-Warming method will be re-written in this form.

Beginning from the modified Steger-Warming expression (equation 4.21) and the definition of the A™
and A~ matrices (equation 4.19), we recognize that A" and A~ can be expanded to

1 1
AY=Z(A+IA)  and AT = (A—|A) (4.28)
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Expanding all of these expressions give us

1, 1, 1, 1,
Fy=o(R'AR)  Up+ o (RVAR), Up+ 5 (RTAR), Ur— 3 (R|A|R), Ug
(429)
or written more compactly as
1 1 diss 1 diss
F; = §Af+UL + iAf*UR + A U - §Af‘ Ur (4.30)

The previous equation indicates that we must evaluate the central Jacobian matrices A and the

dissipation Jacobian matrices at both the f* and f~ average states. Listed explicitly, these four Jacobian
matrices are:

A= (RVAR),, (431
A = % (R'AR),_ (4.32)
Af = % (RIAIR) ., (4.33)
Ader = % (R'|A|IR) - (4.34)

where we must compute A and |A| at both the f* and f~ average states. We can get expressions for
these matrices by solving the original definition of A and A, given by (4.28) for A and |A|. This
yields

A=A"+A"  and |A|=AT—A" (4.35)

4.1.4. Kinetic Energy Preserving

The kinetic energy preserving flux [12] is a nondissipative flux algorithm that in the limit of
incompressible flow does not produce any spurious kinetic energy due to the nonlinearity of the flux
terms,

[(purny)r + (purni)r]

[(pUknk) (u1)r + (pugng)r(u1) L + (pugngur)r + (pugngui) gl

+3 [(pn1)L + (pn1)R]

[(/)Uknk:) (u2)r + (pugng)r(u2) L + (puknguz)r + (pugnius) gl (4:36)

+5 ()1 + (pn2)m "

1 [(/)Uknk) (us)r + (pugni)r(us) L + (pugngus)r + (pugnius)gl
+3 [(pns) L + (pns)r]

5 [(purni H) 1, + (pugng H)R)

1
2
1
4

PN

Ff (UL7UR) =

The nondissipative part of the flux can be combined with the dissipation from Roe where needed. This

is handled in the hybrid flux approach, discussed below.
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4.1.5. Honein and Moin

Another nondissipative algorithm in Aero comes from Honein and Moin [13], which was heuristically
designed to exhibit more robustness for compressible flows than the kinetic energy preserving flux,

[(pukn) . + (purny) gl

[(puknk) (u1)r + (purni)r(ur) L + (pugngur)r + (purnius) gl

+35 [(pn1) L + (pn1)g]

i [(Pullek) )(U2)2(+ (/))ujcnk)R(ZQ)L + (purniuz)r + (purnyusz)g)
+5 [(pn2)r + (pn2)r

UL Ur) = | 1 (o) plotz)a + (pugne) rlus)s + (puempus)s + (pugneus)s)

+% [(pns)r + (pns)r]

1 [(pujurng) L (uj) r + (pujurng) r(uj)]

+75 [(pugnie)r + (purnie) r + (purne)L(e)r + (purni)r(e) L]

+% ()2 (uene)r + () r(urni) L]

e I

N

(437)

4.1.6. Entropy Preserving

For the compressible Euler equations, the entropy of the system should only change due to the
boundary conditions. It is possible to construct a two-point flux that maintains this property [9],

o AT
F;(UL,Ug) = (ﬁﬁj; PNty + map, plijn;ls + nep, pu;n;tis + nap, ﬁ@j”g‘H>> ,

(w)r  (W)r ﬁL PR
s T + T b= + T
L 1 1 )
7t T \/
TrLpL
L los (V) o,
- 1

7% 7% \ (7 + 7m) (VIipe — VTwon) (438)

Lol log (@) |
s () ()
(v + 7%) (VTzos — vTion)

2 (log(vTrpr) — log(vTrpr))

1
H = h+ S,

>

4.1.7. First order spatial accuracy

The first order scheme is defined by a constant value of U over each control volume. In this case, U f,
and U g, are defined by the two nodal values of the edge.
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4.1.8. Second order spatial accuracy

The second order scheme uses MUSCL extrapolation [?] to reconstruct a linear variation of U over
each control volume. This reconstruction is accomplished by going outside the cell to construct nodal
gradients, which are then used to extrapolate the state variables along each edge from the node to the cell
face.

4.1.9. Low-dissipation MUSCL-based fluxes

For Large Eddy Simulations (LES) or Detached Eddy Simulations (DES), fully upwinded methods are
known to exhibit too much damping of turbulent eddies, resulting in low efficiency calculations for this
class of flow. Toward reducing the dissipation in the implemented schemes and thus improving the
efficiency of LES and DES, Aero has a hybrid algorithm that utilizes the MUSCL states. Near shocks,
the fully dissipative flux is used. Away from shocks, we use a sensor function to blend a non-dissipative
flux with a dissipative flux,

Fy({UL,Ug) = aF % (UL, Ug) + (1 — a)F}** (UL, Ug), (439)

where a is determined by limiter values and U denotes the MUSCL extrapolation. Any nondissipative
flux can be chosen, but the Kinetic Energy Preserving, Honein and Moin, or Entropy Preserving fluxes
are preferred.

4.1.10. High-resolution hybrid fluxes

An alternative low-dissipation method utilizes multiple flux evaluations and results in a higher
resolution algorithm on smooth grids,

. ) 4 X .
F;UL, UL, UgUgg) = gfg(UL: Ug) (fg(ULLa Ur)+ f4(Up, URR)) . (4.40)

1
6
where f; is a two-point function with the same form as described previously. U and U pp are
extrapolated states, where we extrapolate in primitive variables,

V = (p,u1,up, uz, T)" . (4.41)
using A A
Vie=Vgr—20r-VV|,, Vgrr=V_y+20r -VV|g, (4.42)

where 07 = g — v and V'V represents the reconstructed nodal gradients of the primitive variables.
The form of the phantom states may seem non-intuitive, but it recovers the structured definitions of a
higher order stencil in one-dimension [14], thus ensuring that in one dimension the secondary
preservation properties will be satisfied.

For hybrid fluxes, a very similar form to above is utilized,
F;=aF P FyULy,, UL Ug Ugg)+ (1 — a)F§*(U,Ug). (4-43)

Note that the dissipative part again utilizes the MUSCL states. However, near shocks simple upwinding
is used.
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4.2. HYBRID SENSORS

To compute the sensor value in the hybrid fluxes described above, we first must determine if and where
shocks occur in the domain. To do this, we utilize the modified Ducros sensor [15],

1 — tanh (3 4 2042) 0°
— 5 ) y
s 2 2+w-w+e (444)
f=—, e=10"°% A=V

aiﬂk’

where w is the vorticity and d is the number of dimensions. When the maximum of phi over the stencil
of a given node is greater than a specified tolerance (1.0e-03), we set a = 1 for the hybrid algorithm.

The value of v used in the hybrid algorithm is simply the average of left and right state for a given edge.
Away from a shock, we may still require dissipation where the grid is nonsmooth or the solution
contains underresolved features that lead to oscillations and noise. Thus, if a limiter is used, we add the
average edge value of the limiter to a.. This greatly increases the robustness of the simulations utilizing
hybrid fluxes. More advanced sensors will be explored in the future.
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5. TIME MARCHING

Both implicit and explicit time marching methods are included in Aero. Time-accurate and steady-state
calculations may be made with implicit techniques, which allow large time steps but require LHS
(left-hand-side) sensitivities. Explicit methods do not require sensitivities and have lower memory usage
because a linear system is not needed, at the cost of stricter stability limits on timestep size.

The governing equations after the spatial discretization can be written in the semi discrete form

% _RLUW), Ut)=U, (1)

where R(t, U (t)) contains the advection, diffusion, and source terms.

5.1. EXPLICIT METHODS

The explicit schemes in Aero can all be cast as low-storage Runge-Kutta (LSRK) schemes[16].
Low-storage schemes require 2N units of storage where /N is the dimension of the system of ODEs.

A multistage low-storage Runge-Kutta scheme can be written as:

t; =1"""+c;At, (5-2)
AUJ' = AjAU];1 ~+ AtR(tjfla Uj—l)a (53)
U;=U,;_1 + B;AU;, (s-4)

: (5:5)
U"=U, (5.6)

where the subindex j denotes the stage number, s is the number of stages, and the superscripts denote
the time level. The coefficients A;, B;, and ¢; are designed for many constraints, primarily to maintain
order of accuracy and to give a large stability region. Carpenter and Kennedy[16] give details of how to
determine these coefficients for third- and fourth-order schemes. Two low-storage Runge-Kutta
schemes are included in Aero, based order of accuracy and stability limits of the schemes.

5.1.1. Forward Euler

The simplest explicit time marching scheme is the single-stage Forward Euler method. This is the
cheapest consistent integration method, although it is only first-order accurate and has very strict
stability requirements. Its LSRK coefhicients are found in Table s.1-1.
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Table 5.1-1.. LSRK coefficients for the Forward Euler method

5.1.2. 5-stage RK4

A fourth-order LSRK scheme can be obtained with five stages. Several solutions exist - Aero uses
solution three from Carpenter and Kennedy[16]. The coefficients for this method are found in Table
5.1-2.

A =0 B; = 0.1496590219993 | ¢; =0

As = —0.4178904745

By = 0.379210312999

co = 0.1496590219993

Az = —1.192151694643

By = 0.8229550293869

cs = 0.3704009573644

Ay = —1.697784692471

By = 0.6994504559488

¢y = 0.6222557631345

As = —1.514183444257

Bs = 0.1530572479681

cs = 0.9582821306748

Table 5.1-2.. Coefficients for 5-stage RK4 explicit time marching scheme

5.2. POINT IMPLICIT

A point implicit algorithm is used to solve both the steady-state and time-accurate versions of the
implicit algorithm. In the steady-state case, the solution is still marched in time to drive the steady-state
residuals to zero but the solution is not time accurate because the residual does not include the time
term. For the time-accurate case, the time terms are added to the residual and at each timestep the total
residual is driven towards zero using Newton’s method for solving nonlinear equations.

In all cases, a non-linear equation is solved using Newton’s method which requires a series of linear
solves and an update of the conserved variables:

AjAUj = Rj,
Ul =U + AU,

(5-7)
(5-8)

where n denotes timestep and j denotes nonlinear iteration, and the LHS matrix A; is slightly different
for each time-marching method and defined below for each one.

The solution to the linear system is obtained through a relaxation method. A; is split into diagonal and
off-diagonal terms

A;j=D;+0O; (5.9)

A Jacobi iteration is used and the off-diagonal terms are moved to the RHS(right hand side) and are
evaluated using the previous subiteration value of U" where i denotes the linear subiteration. The
resulting scheme is then

DjAU§+1 = Rj - O]AU; (S.IO)
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The matrices D, O, and R are updated at each nonlinear iteration for the time-accurate case and
only a single nonlinear iteration is typically used for steady-state problems.

Depending on the solution a full update taken for each nonlinear iteration may result in negative
temperatures or negative densities and lead to failure of the nonlinear solver. This is mitigated in Aero
by combining a local relaxation approach with a line search algorithm.

5.2.1. Local Relaxation

The local relaxation algorithm is used to limit updates at the nodal level to avoid potential stability
problems due to a poor initial guess or unknown/unrealistic initial conditions. Effectively, a coefficient
matrix ) < [ is applied in 5.8,

U;Ljrrll = U?H + QAU ;, (5.11)
where at each node the local relaxation factor is calculated when 2 >corlL >
Pc T
Qi = min (A—}CD’ A—;> 3 (5.12.)

where 2; reduces the update of the full conservative vector at the node uniformly Because of the
nonlinear dependence of P and 7" on U, this will not necessarily result i in 22 < cor 2L < ¢, but will
give a close approximation.

Local relaxation is also used to avoid updating the pressure and temperature below user specified
minimum values. The predicted pressure and temperatures of the full update, P’ and 77, respectively,

are limited using,
(), = min ( ) . (5.13)

2AP 7 2AT

As discussed above, because of the nonlinear nature of P and 7" with respect to the update, this limiting
procedure may fail when P and 7" are near their respective minimum values relative to the update size.

5.2.2. Line Search

The line search algorithm ensures that the composite residual of the nonlinear solver decreases after the
update. In other words,

R UM +wAU) < R (U™, (5.14)

where w is the global relaxation factor for the line search. Initially, w = 1 s used If equation s.14 is not

satisfied, then w = 1w is used until equation s.14 is satisfied. In Aero, if w = -, then the update is

2 16’

taken anyway.
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5.2.3. Steady-State

Steady-state time advancement is based on the linearized backward-Euler time marching scheme.

du U™t -uyn .
- A R(t,U"(t)). (5.15)

In this case the time-term is not included in the residual but is included in the sensitivities. Only a single
linearization is done for each time step.

V OR

5.2.4. Time accurate Backward Euler

For time-accurate backward Euler, the time derivative is approximated as:

U Uttt -pyn
E = 7At (5-17)

The time-derivative term is included in the residual term. The modified residual is now

U?@—&-l - Un
* n+1y n—+1
R(UT™) =RU}") - ]T (5.18)
where j denotes the nonlinear iteration and Uy t! = U". The resulting nonlinear equation,
RYU) =0, (5.19)
is solved using Newton’s method. The LHS is:
GRI{pro 1% SR (U7t
oo IRV oR@IY) -
3U;‘+ At oUu ;“L
5.2.5. Time accurate BDF2
BDFa2 is very similar to time-accurate backward Euler except the time derivative is approximated as:
dU 1 3 1
= = _Un+1 - 2Un _Un—l )
it At (2 T3 ) (521
The above formulation assumes constant timestep.
The time-derivative term is included in the residual term. The modified residual is now
R(U™) = RU™) — — (2Um — 207 4 sU! (5:22)
J J At \2 7 2 '
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where j denotes the nonlinear iteration and Uy ! = U™. The resulting nonlinear equation,
n n+1y
R} U ) =0, (5-23)
is solved using Newton’s method. The LHS is:

ORN(UT™) 3V _ OR(UMM)
Aj=——TJ -~ _1471] (5.24)
an+1 2 At 8Uj+1

5.3. DIAGONALLY IMPLICIT RUNGE KUTTA

Diagonally implicit Runge Kutta schemes are useful for numerically stiff problems where time accuracy
is important. Diagonally implicit Runge Kutta schemes are similar to explicit Runge Kutta schemes in
that multiple stages are needed for each time step. However, for the implicit scheme, the solution at the
current stage is implicitly solved for and therefore a nonlinear solve is needed for each stage. A general
Runge Kutta scheme to solve the semi-discrete equation 5.1 can be written as a series of stage
calculations and a solution update. The stage calculation is:

Ui =U"+ Atz am-R(t" o CjAt, Uj) <525)

Jj=1

where the i index denotes stage and the n index denotes timestep. This equation must be solved
nonlinearly if there are non-zero values on the diagonally of a; ;.

The update to the solution for the next timestep is:

Untl = U™ + At Z biR(t" + ¢;At, U") (5:26)
=1

These schemes can be expressed in a Butcher tableau format and includes extra coefhicients (b;) that give
a solution one order lower than the coefficients b;. These extra coefficients are useful in determining the
time discretization error and can be used for adaptive time stepping.

G | Qijj
b;
b;

Table 5.3-1.. Butcher tableau format for Runge Kutta methods.

In Aero, the following six stage fourth order diagonally implicit Runge Kutta scheme is used.
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0 0 o 0 0 o 0
% le i (0] (0] (] (0]
83 8611 1743 1 o o o
250 2500 31250 4
31 5012029 _ 65d4m 174375 1 & &
0 34652500 2922500 388108 4
ﬁ 15267082809 71443401 730878875 2285395 1 o
20 | 155376265600 120774400 902184768 8070912 4
1 82889 0 1585t 858 2260 1
524802 83664 102672 8211 4
b §2889 0 15625 69875 —2960 1
i 524802 83664 102672 8211 4
5 1586570599 0 178811875 814220225  __ 3700637 61727
i | 20645900160 945068544 1159782912 11593932 225920

Table 5.3-2.. Coefficients for six stage fourth order Diagonally
Implicit Runge Kutta.

5.4. ADAPTIVE TIME-STEPPING & TEMPORAL ERROR
CONTROL

This section details the adaptive temporal error control methodology in Aero. Consider the first step of
a numerical solution, resulting in an approximate solution v" . Given an exact solution u(t), the local
temporal error, s

= (it 4 A — o™, (5-27)

Suppose the numerical method has order of accuracy p. Then the error of a single step is
" = (At)PT1¢™ + higher order terms, (5.28)

where ¢" is the principal error function. An estimation, "1 of the local error is found with a method

of order ¢ > p that gives approximation 0"

grtl = gntl _ gt — (At)p+1¢;n + higher order terms. (5.29)

The objective is to control the local temporal error by adjusting the time step. A target error € is
specified, towards which we drive a norm of the estimate, 7"t = ||("!|| (an error-per-step (EPS)
criterion). To avoid risking step rejection we drive the error norm to ©¢, where © = 0.8 is a factor of

safety.

To compute the error norm, we first compute the relative difference, (5;”1 = ("*1/S;, where S; isa
rough scale of the degree of freedom j. The L2-norm of this relative error is integrated over the domain

volume,
1 Telem  Tvar

(T‘n+1)2 _ %/‘/<5n+1)2dv . V Z Z((S;H_I)Q‘/z (5.30)

i=1 j=1
in which n,,, is the number of variables in the local state vector.

There are several popular means of controlling the time step in response to the error sequence. In Aero
we provide three digital feedback controllers - the common ‘elementary’ controller, a PI
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(proportional-integral) scheme, and a PID (proportional-integral-derivative) controller. In all of these
controllers we use a limiter of the form At"t! < RAt™ where R = 2.0 is the ’'maximum ramp’ that
prevents unreasonable step size increases. The controller is disengaged only when limiting the step
increase, modifying At for FSI coupling, or enforcing the termination time. We do not employ
deadzones (cut-outs) wherein the time step is fixed until a substantial change is necessary.

5.4.1. Elementary Control

The elementary controller is derived by first assuming that the time step is in the asymptotic range of
the numerical method (the higher order terms can be neglected). Then our error norm is exactly
Pt = (At)P1]|¢"||. Adjusting the time step by an amount 77(At) and equating the error to O¢
yields = At /At" = (©g/r"+1)1/PH1 Thus the elementary controller modifies the time step
according to

o (5.31)

1/p+1
AL = A ( Bs ) a

The elementary controller is very common and straightforward to derive. It has first-order dynamics
and its single pole is at the origin (so-called ‘deadbeat’ control), giving it the best intrinsic stability
properties. However it has several shortcomings. It is based entirely upon the process model of

ritl = (At)PH! ||<;A5” ||, which requires that At is in the asymptotic range. This assumption is not always
met - for instance when numerical stability limits the step size or when stiff problems are solved with
L-stable implicit methods and large time steps. It is well-known that this controller tends to oscillate
around stability boundaries, affecting the smoothness of the resultant numerical solution [17].

A particular challenge with the elementary controller is exposed by its frequency response - there is no
attenuation of high frequencies in the stepsize transfer map, meaning that the spectral properties of

| o ||, which represents the ‘physics’ of the underlying solution, are transmitted without attenuation to
the stepsize. If the problem is noisy, then the resultant stepsize sequence will be just as noisy. Designing
controllers via ‘noise-shaping’ and moving away from deadbeat control (placing poles away from the
origin) allows us to obtain smoother stepsize sequences, as discussed in [18].

5.4.2. Pl and PID Control

Gustafsson et al. [19] approached the problem of adaptive time-stepping from a control-theoretic
perspective, and derived PI controllers as straightforward improvements to the elementary controller.
These methods modify the time step as

n kP k[
ntl A T B¢
At = At (Tn+1 ) (rn—H ) ? (532)

where kp and k; are the proportional and integral gains, respectively. Comparing this formula to
Equation (s.31) shows that the elementary controller is an I-controller (kp = 0) with gain

kr=1/(p+1).
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Observe that the integral mode changes At according to its distance from the target, while the
proportional mode modifies the step by a trend of increasing or decreasing error. In specifying kp and
K, we can optimize controller dynamics for stability and monotonic/oscillatory/deadbeat control (pole
placement), frequency response, and the ‘aggressiveness’ of the adaptation. [19] and [18] focus on the
problem of obtaining smoothed stepsize histories. The controllers of [18] struggle to operate near the
stability boundary of the time-stepping methods because they have extremely low responsiveness to
high-frequency forcing. Aero provides one PI controller, custom-tuned for aggressive time-stepping
near the stability boundary, with some of the stepsize-smoothing property of controllers in [18]. The
gains of this controller are k; = 0.6 and kp = —0.1.

It is common to utilize derivative mode control, as is used by [20] and discussed by [18]. Here the
stepsize control structure is

n \ kp kr n,.n kp
nil  aan T O¢ P
At = At (rn—lvl) <rn+1) (Tn—l-lfrn—l) ? (533)

where kp is the derivative gain. Aero provides the controller with the tuning of [20], with kp = 0.14,
k;r = 0.25,and kp = 0.10.

5.4.3. Adaptive Explicit Methods

Calculation of the error estimate requires a pair of discretizations. For implicit calculations, the pair
contained in the DIRK method is provided in §s5.3. Aero provides three different pairs of embedded
explicit low-storage Runge-Kutta methods. The Forward Euler method (Table s.1-1) and the
second-order explicit trapezoidal method form two of these methods. ERK1(2) uses Forward Euler to
update the solution and trapezoidal to estimate the error, while ERK2(1) is the same pair run in local

extrapolation mode wherein the higher-order method (trapezoidal) is used for the update.

The fourth-order method given in Table 5.1-2 can be paired with an embedded third-order method. The
A and c coefficients are identical, but the update coefficients [21] are given by Bs = Bsand

B; = B; — Ai;1 By fori € 1,2, 3, 4. This gives the ERK4(3) scheme, a fourth-order accurate
method with a third-order error estimate. The coefficients of the third-order scheme are not designed
for time integration and can only be used for error estimation.
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6. BOUNDARY CONDITIONS

The enforcement of boundary conditions is important for any numerical solution of partial differential
equations. Below, the enforcement of boundary conditions is detailed for the currently supported

boundary types in Aero.

6.1. SOLID WALL

6.1.1. Dirichlet no slip wall

On a no slip wall, velocity is set to the prescribed value of the wall. For the continuity equation, this
means that there is no mass flux across the wall. This condition is applied weakly. The residual for the
momentum equation is replaced by

uj—g; =0
where g; is the specified velocity at the wall. For a no-slip wall, g; = 0. The rows in the iterative matrix
for the Newton system are similarly removed and replaced by the Jacobian of this new residual. For
example, for a three dimensional flow, the matrix equations associated with the momentum equation
for a node on a no slip wall are replaced by

= 2000 Sty W — g
2.0 . 00 Sus | = | wuo—go
=20 0 5 0 Sus Uy — 3

For an isothermal wall, the energy equation is also removed and temperature is specified. On an
adiabatic wall, temperature is allowed to float, and the specification of zero heat flux is automatically
handled because the contribution to the flux balance of the viscous flux through an adiabatic no slip
wall is zero. balance is again zero. Turbulence equations are also removed and the turbulent variables are
set to a specified state.

6.1.1.1. SST k-w turbulence model

The turbulent kinetic energy is simply set to zero,

(pk)wall =0 (6.1)

Its specific dissipation rate is set to
604
(pw)wall = Bd2

48



where f3; is obtained from Table 2.3-1. Since the limit of (6.2) as d — 0 is infinity, (6.2) cannot be
evaluated directly at the wall. Instead, the right hand side of (6.2) is evaluated at a nearby location. The
residual and matrix entries for the rows associated with the turbulence equations are replaced by

(0 1) (5 ) = (o= o)

6.1.1.2. k-e turbulence model

At a solid wall, the turbulent kinetic energy is simply set to zero.

(p k)wall =0
Its dissipation rate is set to
2uk
(P)wall = 5~ (63)

Since the limit of (6.3) as d — 0 is infinity, (6.3) cannot be evaluated directly at the wall. Instead, the
right hand side of (6.3) is evaluated at a nearby location. The residual and Jacobian matrix rows
associated with the solid walls are replaced by the following matrix system

((1) (;)(fi((gle{)) ) :(pe—fje)wau)’

where we have neglected the sensitivities of (pe) o111

6.1.1.3. Spalart-Allmaras turbulence model

Ata solid wall, the working variable is set to zero.

(PD)gyanl = 0 (6.4)

The residual and Jacobian matrix rows associated with the solid walls are replaced by

d(p?) = (PV) wall

6.1.2. Weak no slip wall

It is often advantageous to impose the no slip conditions in a weak sense instead of forcing the solution
to be equal to the boundary condition at the wall. In the limit of infinite resolution, the weak boundary
condition gives the same solution as a strongly enforced boundary condition. However, in practical
cases weak boundary conditions typically result in more accurate solutions for the same resolution [22].
Furthermore, the solution at the wall for a weakly enforced no slip condition can be used to estimate the
error in the overall solution. As flow features such as the boundary layer become better resolved, the
error in the no slip condition decreases. In the asymptotic range of the numerical method used for the
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simulation, the error at the boundary will decrease by the designed order of accuracy as the grid is
refined. This specification is similar to that of a cell-centered finite volume approach.

To enforce the no slip condition weakly, we specify the total flux at the boundary using the difference
between the computed solution and the specified wall condition:

Fy = —F,(U,U)) + G(U,VV(0)), (63)
where VWU) is a modified projected nodal gradient at the boundaries. The modifications for the

velocity gradients are
g U — (U i
833 U; = (‘LJuz — %nw (66)

j
where d is the some measure of the normal wall spacing. For isothermal walls the modified temperature
gradient is

__ T-T
0,,T = 8,7 — — >l (6.7)
and for specified heat flux walls, the modified temperature gradient is
S q
Op; T = 00, T + (Ggall — OTkTNR)N5,  Gurall = —M, (6.8)

K

where q,,] is the specified wall heat flux.

The flux reconstruction, F',, can use any dissipative reconstruction function. The boundary state used
in the reconstruction is defined as

1 0 0
Ub = 0 61']' — 2712"/7/]' 0 U, (69)
0 0 1

which reverses the normal velocity, but does not modify any slip velocity, density, or energy.

6.1.2.1. SST k- turbulence model

For the SST model, the same wall conditions as above are used:

(%) warl = 0,

604
(w)wall = Bipd?

The modified gradients are

k—k
Oryk = Oy k — —alln,,
- W= Wyl (6.10)
Op;w = Op,w — Tnj.
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6.1.2.2. k-e turbulence model

For the k-¢ model, wall conditions are:
(B)wall = 0,

2uk

(€)all = od?

The modified gradients are

s k—k
Orsk = Oy k — — 4l
- € — €l (6.11)
Oy, € = Oy, € — Twanj‘
6.1.2.3. Spalart-Allmaras turbulence model
For the Spalart-Allmaras model, wall conditions are
v wall = 0.
The modified gradients are
et v—1U
Oy, UV = O,V — Twallnj' (6.12)

6.1.3. Turbulent Wall Function

For a turbulent boundary layer at high Reynolds number, the minimum wall spacing required to
resolve the turbulent boundary layer can be quite small. Wall functions can be used to reduce this wall
spacing requirement by modeling wall shear stress and heat transfer using the law of the wall[23]. The
assumptions of using the law of the wall for the wall function boundary condition are:

* local equilibrium of turbulent kinetic energy production and dissipation

* constant shear stress within the log-law region

Wall functions are used to modify the contribution of the wall shear stress and wall heat flux

/Tijnde = Foi, /ande (6.13)

The velocity parallel to the wall is used as the velocity for all quantities. It can be calculated by projecting
the velocity vector onto the surface plane

Uz|| = ((5” — ninj)uj (6.14)

where n; is the surface unit normal.

The law of the wall for compressible flow [24] can be written as
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U. 1
—=Ur==-lnyt+C, (6.15)
Uy K
w u T
Pw Tt Vy

with C' = 5.1 and k = 0.41 by default. This law of the wall is similar to the incompressible version
except velocity is transformed using the Van Driest transformation[23]

a’uy — b
U. = % [sin1 (2T|> +sin~? (%)] (6.17)

Pro Tow — Tw
— b= — = /b2 4+ 4a2 6.18
. (2@%)’ e GaaT (6:18)

where

The adiabatic wall temperature is computed assuming that the recovery factor, r is equal to the
turbulent Prandtl number, Pry

ruﬁ

Tow =T — 6.
1+ 2C, (6.19)

The wall temperature is set to the adiabatic wall temperature for an adiabatic wall. For an isothermal
wall it is set to the specific wall temperature. The quantities with a subscript of 1 are the value at the first
point off the wall. In the case of edge-based Aero, this point is actually at the wall and the wall value is at
a fictitious location. The wall values of density and viscosity are computed using the wall temperature
and assuming that the pressure does not vary between the wall and the first point oft the wall. The shear
velocity, u, is determined by solving equation 6.15 using Newton’s method. After u, is determined the
wall shear stress for each component is

u.
Twi = pqu_Z_ﬂ (6.20)
Uu

The calculation for obtaining the wall heat flux follows Huang et al[24]. If near a solid surface
convection is neglected and 7 = 7,, is assumed then the energy equation can be integrated resulting in

q = Qut U|Ty (6.21)

The heat transfer and wall shear stress are written as

_ G, 0T _ 9y
- PTT ay? Tw - /J’t 8y (6'2‘2‘)

Integrating the above equation with respect to u| results in

B Priquu B PTTUﬁ
CoTan 20,
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By using r = Pry and solving for g,,, the above equation can be written

TwC,
Guw = = (Tw - Taw) (624)
ru”

which gives the flux boundary condition on the energy equation at the wall. If the first point is too close
to the wall and no longer in the log layer typically for y+ < 12, then the viscous wall shear stress and
heat flux are given by:

u” Tw - T1

Tw = H—, Guw = K (62’5)
Yy Yy
The turbulence quantity model for the SST model are specified as
Awall =" 730 Ywall = 628
For the k-e model, the turbulence quantities are
u? ul
B = o g b (6.27)
wall C, wall Ky
The working variable for the Spalart-Allmaras model is
ﬁwau = KU;Y. (6.28)

The turbulence quantities for the above models are imposed weakly at the wall using equations ?2, 2?2,
and 2?2, respectively.

6.1.4. Slip wall

For slip walls, see the tangent flow boundary conditions described below.

6.2. TANGENT FLOW

A tangent flow condition is typically applied for underresolved or slip walls or as a symmetry condition.
In Aero, two methods can be used to apply this condition, one based on reflecting the velocity and one
based on a pressure integral. The enforcement of additional required boundary conditions for viscous
flows is independent of whether velocity reflection or pressure integration is used.
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6.2.1. Velocity Reflection

The primary condition for a tangent flow boundary is that the velocity normal to the boundary is zero.
In Aero, this is enforced using a flux through the boundary face. To calculate the flux, first the flow state
at the boundary is copied into a boundary state, Uy. The normal velocity of boundary state is then
reflected,

Up; = U; — 2uknknl (6.29)

The boundary flux follows simply as
F, = FE(U, Uy, n), (6.30)

where Fisa dissipative reconstruction, such as Roe or Steger-Warming.

6.2.2. Pressure Integration

Another way to impose that the velocity normal to the boundary is zero is to simply construct the
boundary flux such that all terms multiplied by the normal velocity are zero. Thus, only the pressure
force in the momentum equation is included. For a turbulent ideal gas, the form of the flux is

F = / 0 dA. (6.31)
o0 0
0

In Aero, a first order approximation to the integral is used, where the pressure value at the boundary
node is multiplied by the area of the boundary face.

The two approaches give different results. For a more strict enforcement of zero normal velocity, the
reflection condition is preferred.

6.2.3. Viscous Conditions

The Navier-Stokes equations are incompletely parabolic and require (N, — 1) linearly independent
boundary conditions for tangent flow, where

N, = N, + N, + Ny + Nr

is the number of differential equations in the system, [V, is the number of energy equations, N is the
number of species, N is the number of physical dimensions, and N is the number of turbulence
equations. In Aero, this requirement is satisfied by

1. Requiring that the viscous traction force has no component parallel to the boundary, and
2. Requiring no species mass diffusion, heat flux, or turbulent diffusion through the boundary.
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The first condition yields (/V; — 1) linearly independent conditions, and the second condition yields
(Ns + Nr) independent conditions. The velocity reflection or pressure integration condition yields the
final needed condition. For a turbulent ideal gas, the boundary viscous flux takes the form

Gb:/ (10,7;,0,0,0 ) dA, (6.32)
o0

where 7T} is the modified traction vector,
Ty =Tong, Tn = Tijning. (6.33)

Note that there is no contribution of the viscous heating to the energy equation because u;T; = 0.

6.3. OPEN BOUNDARIES

Open boundaries are used to specify inflows, outflows, and farfield conditions. Aero has many methods
of specifying open boundaries, which are detailed below. As for tangent flows, the additional needed
conditions for viscous flows are always enforced in the same manner when required for outflows and

farfields.

The boundary conditions for open boundaries in Aero are set up with an inviscid part, which will be
applied to both the Euler and Navier Stokes equations, and a viscous part, which is only applied to the
Navier Stokes equations. The number of inviscid boundary conditions required for an open boundary
depends on the number of incoming eigenvalues of the flux Jacobian,

OF
U SASTH, (6.34)

where S denotes the matrix of right eigenvectors and A denotes the diagonal matrix of eigenvalues,

upnyg + ¢ 0 0
A A 0 URNE — C 0 .
= 0 0  wm, 0 | (6.35)
0

Since the normal vector is oriented to point outward from the domain, incoming eigenvalues will
always be negative.

6.3.1. Viscous Conditions

Open boundaries with one or zero nonzero eigenvalues require additional conditions for
well-posedness of the viscous equations.

In Aero, this requirement for open boundaries is satisfied by

1. Requiring that the viscous traction force has no component normal to the boundary, and
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2. Requiring no species mass diffusion, heat flux, or turbulent diffusion through the boundary.

The first condition yields one linearly independent condition, and the second condition yields

(Ns + Nr) independent conditions. Thus, for some inviscid outflow conditions in Aero, the linear
well-posedness may not be met. However, in numerical experiments, the boundary conditions used
exhibit correct and robust behavior.

For a turbulent ideal gas, the boundary viscous flux takes the form
Gy = / (0,73, uxTx, 0,0 ) dA, (6:36)
a0

where T} is the modified traction vector,

T, = Ty — Ton;, T,= ThjTi 10k (6-37)

These viscous conditions are applied to all open boundary conditions unless a Dirichlet condition is

specified.

6.3.2. Extrapolation

For a flow with no negative eigenvalues, no inviscid condition should be specified. One method to
accomplish this is to simply use the flux calculated from the state at the boundary to specify the
boundary flux,

F,=F(U). (6.38)

For flows that may be transonic at the boundary, this is not an appropriate choice. The extrapolation
boundary condition is an instance in the viscous case where not enough data is imposed for linear
well-posedness to be satisfied.

6.3.3. Farfield

In Aero, farfield enforcement is a general open boundary condition that automatically handles all
combinations of eigenvalues. In the case of a supersonic outflow (strictly positive eigenvalues), the
extrapolation boundary condition is recovered.

For a supersonic inflow (strictly negative eigenvalues), the entire boundary state is calculated from a
user-specified flow state, and a flux reconstruction is used to specify the boundary flux,

F, = FRU, ). (6.39)

For subsonic boundary regions, the boundary states are calculated based on Riemann invariants,

2
-1

2
—1

R = ugn; — s, R =wn;+

¢, (6.40)
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where the subscript s denotes the user specified state. These Riemann invariants are used to compute
the normal velocity as:

RS + R
Upjn; = — (6.41)
To compute the full velocity tangent velocity vectors are defined for the specified and computed
states,
Utyg = Ujlijtis, Uy = Ujltosty, (6.42)

Ustyi = Usjlijlis,  Ustys = Usgjtajtas,
where ¢, and 5 denote vectors that are orthogonal to each other and the normal. The full boundary
state velocity is then calculated as

1
Up; = ubjnjm- + 5 <1 —

The Riemann invariants are additionally used to specify the square of the speed of sound:

Mgy

1 WM 5
> (Ustyi + Ustyi) + 5 (1 + jc J) (Utyi + Utyi) - (6.43)

—1)? 12
=m0 - mo)?. (644

The speed of sound is used to specify the temperature as

T, = V_R (6.45)
For a subsonic inflow, the density is
1
2 P
c \7 P
’ (755 ) ’ ps

and for a subsonic outflow, the density is

2 |
(e gL

In other words, the entropy is used from the specified state for an inflow and from the computed state
for an outflow to specify the density. This fully specifies the boundary state and the boundary flux is

computed using a flux reconstruction.

6.3.4. Characteristic Projection

In Aero, three boundary conditions are applied through characteristic projection, which involves a
nonlinear solve to compute the boundary state appropriate for each boundary condition. This
boundary state is then computed using a flux reconstruction.

For a subsonic outflow specifying only backpressure, the left eigenvectors, .S ~! for the current
boundary state are computed. The difference between the boundary state and the computed state are
then transformed to characteristic space,

U =5"1(U-U). (6.48)
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The difference corresponding to the incoming eigenvalue is replaced by P — P. A linear system

MoU = —6U, (6.49)

where M is equivalent to the left eigenmatrix, except that the eigenvector corresponding to the
incoming eigenvalue is replaced by the Jacobian of the pressure with respect to the boundary state,

OP/0U,. The boundary state is subsequently updated by
U, =U,+ 0U, (6.50)
and the procedure is iterated until the L; norm of ¢ U is less than a specified tolerance.

For a subsonic inflow specifying velocity and temperature, the same procedure is followed. A subsonic
inflow has N, — 1 incoming eigenvalues. Values of 9 U corresponding to the first V4 incoming
eigenvalues are replaced by u; — u; and the corresponding rows in M are replaced by du; /OU.
Similarly, the difference values and row corresponding to the next incoming eigenvalue are replaced by
T — T, and 0T'/OU, respectively. For multicomponent flows, the next Ny — 1 values would also be
specified.

For a subsonic inflow (pressure reservoir) specifying total pressure, total temperature, and the flow
direction, we again follow the same procedure. The incoming differences are replaced by P° — P?,
™ —T, Upt, > AN Uy, respectively. u,; denotes the velocity tangent to the specified velocity direction,
not the velocity tangent to the boundary. The rows corresponding to incoming eigenvalues are replaced

by OP°/0U, 0T°/OU, Quyy, /OU, and Ouy, /DU, respectively.

6.4. SUPERSONIC INFLOW

Ata supersonic inflow, all inviscid quantities are directly specified and the equations are not computed
at the boundary nodes. However, the boundary fluxes are still computed for post-processing.

6.4.1. k-w turbulence model

Atan inflow boundary, the turbulent kinetic energy is typically computed from an estimate of the
turbulence intensity, 7},

koo = ; (TUs)” (6.51)

Typically, T,, ~ 0.01. The symbol U, denotes the free stream flow speed. The turbulent kinetic energy
specific dissipation rate is specified as

Pookoo

Woo = Cy (6.52)

where 7 is the specified ratio of the turbulent viscosity to laminar viscosity, and ji« is the free stream
value of the laminar viscosity. Typically, r ~ 0.1.

58



6.4.2. k-c turbulence model

Atan inflow boundary, the turbulent kinetic energy is typically computed from an estimate of the
turbulence intensity, 75,

3
Typically, T, ~ 0.01. The symbol Uy, denotes the free stream flow speed. The turbulent energy
dissipation rate is specified as
Pook’
P fliss

where 7 is the specified ratio of the turbulent viscosity to laminar viscosity, and /i is the free stream

€= Oy (6:54)

value of the laminar viscosity. Typically, r ~ 0.1.

6.4.3. Spalart-Alimaras turbulence model

Atan inflow boundary, the working variable is set to a value computed from the incoming values of the
kinematic viscosity, namely

By = AL (6.55)
Poc
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7. ADAPTIVITY

7.1. ERROR INDICATORS

Error indicators are used to mark the mesh for refinement or unrefinement. This section describes the
available error indicators in Aero.

7.1.1. Limiter

Limiters are active at shocks and in regions of high gradients where the mesh resolution is insufficient.
Both of these properties make the limiter values a good error indicator for marking regions for
refinement. One downside to using limiters as error indicators is that they are noisy.

In Aero, an elemental error indicator is needed for refinement. First, for each node the minimal value of
the limiter is taken over all of the variables.

Clnodal = rnUin(gb) (7.1)

For the elemental error indicator, a low value indicates low error and a high value indicates high error.
For the limiter-based error indicator, a lower limiter value indicates higher error and the limiter is
between zero and 1. Therefore, for the element error indicator, 1 - the minimal limiter value over all
nodes is used, i.e.,

eielement =] — 7£Iolcil£s(ein0dal) (72')

7.1.2. High Low Flux

One good measure of the discretization error is the difference between a low order discretization and a
higher order discretization of the inviscid flux. The nodal error indicator is a sum over conserved
variable flux differences.

U]

scale

. 1 ; ' 2
Cinodal = ) AQ(F(UE)HO — F(Up)t°) - ndA (73)
;
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where j denotes the conserved variable indices and U, is a scale factor usually based on the freestream
quantities.

The elemental error indicator is simply the sum of the nodal error indicator over all of the element’s
nodes.

eielement - Z (einodal) (7-4)

nodes
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