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The next generation of acoustic sensors is emerging to supplement legacy sensors traditionally used

in regional and global networks. These devices operate under similar principles as traditional sen-

sors, without the need of a separate external digitizer. The calibration of these sensors against their

predecessors is crucial to the modernization of conventional technologies. This work describes the

characterization of the next-generation MB3 digital microbarometer and the iPrecision smartphone

microphone in a non-isolated calibration room across the infrasound (i.e., 0.01–20 Hz) range. The

intent is to evaluate nominal instrument performance before deployment. A portable rotary sub-

woofer is used as a controllable infrasound source to generate single-tone sinusoidal and broadband

noise pressure waves in a room configured for calibration purposes. For each device, comparison

measurements are made, from which the digital sensitivity and the parametric response is devel-

oped. The results provide insight into the performance of the sensors in non-isolated environments.

By overlapping the responses of the test sensors, digital sensor performance across the infrasound

range can be benchmarked. These responses may serve as a double-reference scheme in future pres-

sure measurements and digital calibrations of acoustic sensors.
VC 2018 Acoustical Society of America. https://doi.org/10.1121/1.5078591
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I. INTRODUCTION

Acoustic sensors use different mechanisms to convert

input pressure fluctuations into output analog or digital sig-

nals. In order to ensure that the end result of this conversion

accurately represents the incoming pressure field, it is neces-

sary to properly characterize and calibrate the sensors per-

forming the measurements (Marcillo et al., 2012). This work

describes the evaluation and characterization of two next-

generation digital sensors across the infrasound range. These

devices are part of a modern generation of acoustic sensors

known for the integration of analog-to-digital converters to

provide digital data. Their significant reduction in size,

weight, power, and cost is also advantageous to data collec-

tion and shipping logistics. The calibration of these sensors

could potentially contribute to the modernization of conven-

tional acoustic sensing technologies. Though numerous ana-

log acoustic calibrations and chamber tests have been

performed and are described in the literature, the calibration

methods described in this study focus on the evaluation of

the digital output of the test sensors relative to established

analog reference sensors connected to external digitizers.

We define the digital sensitivity of an acoustic sensor system

(i.e., transducer plus digitizer) as the ratio of the input pres-

sure to the system’s digital output. We develop response

models for the digital acoustic sensors in terms of digital
gain, which we define as the ratio of the system’s digital

output to the input pressure (i.e., the inverse of the digital

sensitivity). We use a portable rotary subwoofer (which will

be described in Sec. II) as a controllable infrasound source

(Park et al., 2009a) in calibration experiments performed in

non-isolated conditions.

The first test sensor is the MB3 digital microbarometer

(MB3d), an infrasound sensor developed by the Commissariat

�a l’�Energie Atomique (CEA) to meet the Comprehensive

Nuclear-Test-Ban Treaty (CTBT) International Monitoring

System (IMS) requirements. This sensor is a newer version of

the MB2000 and MB2005 series (Seismowave, 2015). IMS

sensors are designed to operate with an enhanced response

within the 0.02–4 Hz pass band. A notable feature of the

MB3d is the integration of an on-board, low-noise 24-bit ana-

log-to-digital converter (ADC) for digital output. The digitiz-

ing block of the MB3d permits time synchronization with

universal coordinated time (UTC), which is performed by a

time tagging board with pulse per second (PPS) capability.

When connected to a global positioning system (GPS)

antenna, the digitizing block provides digital data outputs

with GPS timestamps, which are known to be accurate to the

order of milliseconds. The Hyperion model 5200 series is

another example of an existing digital infrasound sensor man-

ufactured for explosion monitoring. Aside from reduced size

and weight, the MB3d is reengineered to use a linear variable

differential transformer (LVDT) as opposed to a magnet and

coil velocity transducer. This last feature is essential for low-

ering the self-noise of the sensor in the upper passband. The

analog version of the MB3d (i.e., the MB3a) was evaluateda)Electronic mail: kasmar@isla.hawaii.edu
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by Merchant and McDowell (2014) and Larsonner et al.
(2014). Although the MB3d and MB3a share the same trans-

ducer block and analog response, the digital output of the

MB3d is constrained by its embedded digitizer. In this study,

we characterize the MB3d digital response against its

MB2000 analog predecessor (CEA/DAM, 2009) connected to

a conventional 24-bit digitizer Reftek model 130 (Refraction

Technology Inc., 2011) commonly used in field experiments.

The second test sensor is the iPrecision smartphone

microphone (iMic) (Audio Control, 2018), a factory cali-

brated iOS condenser microphone with an embedded pream-

plifier and 24-bit analog-to-digital converter. This device is

designed to operate with a flat (within 3 dB) amplitude

response from 3 to 20 000 Hz. When connected to an iPhone

or an iPad, it is able to bypass the analog electronic stages

with a digital audio link and override the internal micro-

phone. In this work, we use the RedVox Infrasound app for

iOS (Redvox, 2014) to record acoustic signals measured by

the iMic. This app displays the acoustic pressure recorded

with the internal or external microphone as it streams the

sound files anonymously to a cloud server for analysis. In

this work, we describe the response of the system consisting

of the iMic sensor connected to an iPhone 6s. The reference

for calibrating the iMic at higher frequencies is the Br€uel &

Kjaer (B&K) low-frequency pressure-field 1/2 in. micro-

phone type 4193 (Br€uel and Kjaer, 1995), which will be

described in Sec. IV. B&K microphones are commonly used

as references in acoustic calibration processes (Larsonner

et al., 2014 and Ollivier et al., 2012) due to their long-

established stability and reliability.

This article describes the evaluation and characterization

of these next-generation digital sensors against legacy analog

sensors configured with external digitizers in a non-isolated

calibration room across the 0.01–20 Hz passband. Section II

describes the experimental and processing methods applied in

the calibration tests and analyses. Section III describes the

characterization of the MB3d sensor against its analog

MB2000 predecessor across 0.01–4 Hz. We evaluate an analog

Br€uel & Kjaer Microphone type 4193 against the MB3d in the

common passband (0.25–4 Hz) in Sec. IV. This Br€uel & Kjaer

microphone is then chosen as a reference for calibrating the

iMic sensor. Section V subsequently focuses on the calibration

of the iMic flat amplitude response against the Br€uel & Kjaer

sensor across 1–20 Hz. We summarize our observations in

Sec. VI and comment on the applications of our results.

II. METHODS

The performance evaluation of the acoustic sensors

described in this work took place in a �10.7� 7.3� 3.0 m3

non-isolated calibration room. External factors such as wind,

ambient, and cultural noise were therefore components in the

acoustic measurements. All acoustic signals were generated

with a Tektronix RM 3100 signal generator. A Thigpen

Rotary Woofer model 17 (TRW-17) (Eminent Technologies,

2018 and Park and Robertson, 2009b) was used as the sound

projector for frequencies lower than 20 Hz. The TRW-17 is

essentially a rotating fan, driven by an electric motor, with

blades that pitch dynamically in response to an applied signal.

While the fan rotates at constant frequency, an input signal is

fed into the system’s audio amplifier, which drives a conven-

tional electromagnetic coil assembly. The longitudinal motion

of the coil is then converted to rotational motion of the blades

(Park et al., 2009a). The result is a sound pressure wave prop-

agating at a frequency determined by the input electrical sig-

nal. The TRW-17 described in this study is configured so that

it radiates into the calibration room, while a room of dimen-

sions �8.8� 6.6� 3.0 m3 forms the back volume. Sensors

were placed at an approximate distance of 5 meters from the

TRW-17 in the calibration room. Three types of tests were

performed to assess the response of the sensors. Analog and

pressure chamber versions of these tests, described in Secs.

II A–II C, are presented in Kromer et al. (2007).

Each acoustic sensor’s frequency response is defined

parametrically as a function of angular frequency x in terms

of amplitude or gain k, poles pi and zeros zi (Merchant and

Hart, 2011) as

H ejxð Þ ¼ k

Yi¼Nzeros

i¼1

jx� zið Þ

Yi¼Npoles

i¼1

jx� pið Þ
: (1)

A pole-zero model commonly consists of a gain value and the

locations of poles and zeros for a specific sensor’s frequency

response. The poles are usually represented in radians as

�2pfhz, where fhz is the pole frequency in Hz. In order to com-

pute the response corrected auto and cross spectra, the units of

the gain k must be scaled to obtain final spectra with Pa2/Hz

units. The least significant bit (lsb) of a digital system is the

smallest step that can be represented by the digital output word

of the ADC, and is often referred to as a count. lsb is defined as

the full-scale voltage input limit of the ADC divided by the bit

resolution of the ADC. For digital data outputs, the gain k must

have units of lsb/Pa. When the analog gain in V/Pa is provided

for a sensor’s response, it is divided by the corresponding digi-

tizer’s ADC resolution in V/lsb to obtain units of lsb/Pa.

The response corrected auto and cross spectra between

two time series x and y are computed as

P0xxðf Þ ¼
Pxxðf Þ

H�x ejx=2pð ÞHx ejx=2pð Þ (2)

and

P0xyðf Þ ¼
Pxyðf Þ

H�x ejx=2pð ÞHy ejx=2pð Þ ; (3)

respectively. H� denotes the complex conjugate of the fre-

quency response H, f is the frequency in Hz, Pxxðf Þ is the

raw auto spectra of time series x (the same principle can be

applied to time series y), and Pxyðf Þ is the raw cross spectra

between both time series.

A. Digital sensitivity measurement test

This test uses sinusoid pressure waves at multiple dis-

crete frequency values to measure the digital sensitivity of

J. Acoust. Soc. Am. 144 (5), November 2018 Asmar et al. 3037



an acoustic sensor relative to a reference sensor. Single octave

center frequency tones are generated with the signal generator;

input sinusoidal parameters are 1Vpp amplitude, 0 phase, and 0

offset. More than 100 cycles of each tone are recorded. An

octave band pass filter is first applied to each tone data with

corner frequencies at G�1=2Nf0 and G1=2Nf0, where G¼ 100.3,

N¼ 1, and f0 is the octave center (i.e., tone) frequency (Garc�es,

2013). Digital data records are then sliced into segments of

user-specified consecutive cycles. In this study, data segments

were set to 20 cycles. A three-parameter sine-fit algorithm

(Merchant and Hart, 2011) is performed on the data segments

to compute the sinusoidal amplitude and root-mean-square

(RMS) error. Selected results are those with the highest signal-

to-noise ratios. The sine-fit amplitude results for the reference

sensor are multiplied by the sensor’s digital sensitivity at the

frequency of interest to obtain pressure units. The test sensor

digital sensitivity is then estimated by dividing the reference

amplitude in pressure units by the digital test amplitude.

B. Sensor frequency response test

This test uses a broadband noise pressure signal to ver-

ify the amplitude and phase response of a test sensor across

the frequencies of interest relative to a reference sensor. A

noise signal is generated by the signal generator with inputs

5 Vpp amplitude, 0 phase, and 0 offset; the signal is then fed

into the rotary subwoofer for sound projection. The data

from all sensors is retrieved as binary digital outputs and the

response corrected auto and cross power spectra are com-

puted. Raw spectra are first computed in lsb2/Hz, and then

corrected by the digital complex responses in lsb/Pa to

obtain spectral units of Pa2/Hz. All raw spectra are computed

using Welch’s method (Welch, 1967). The digital time series

are first divided into 75% overlapping segments of the same

size; the length of the segments is determined by the sample

rate and desired spectral resolution. Each data segment is

mean-subtracted and tapered with a Hann window of equal

duration. The power spectrum is then computed by taking

the square of the Fourier transform of the tapered and mean-

subtracted data segments. To correct the spectral density for

the windowing operation, each result is multiplied by a scal-

ing factor 1=ðfs �
PN

i¼1 w2Þ, where fs is the sample rate and

w is the windowing function of length N. The final power

spectrum estimate is obtained by averaging the power spec-

tra over the number of sections. All computed spectra are

one-sided, where the power is attributed to positive frequen-

cies only. Last, 95% confidence intervals (Bendat and

Piersol, 1986a) of the power spectra are computed as

½nĜxxðf Þ=v2
n;0:025� � Gxxðf Þ � ½nĜxxðf Þ=v2

n;0:975�, where n is

twice the number of spectral averages, Gxxðf Þ is the spectral

density at a given frequency f and Ĝxxðf Þ its estimate, and v2
�

the chi-square distribution with � degrees of freedom.

The last step is to compute the response corrected rela-

tive amplitude Mðf Þ, relative phase u, and coherence Cxy on

each pair of sensors as

Mðf Þ ¼ 10 log10

P0xxðf Þ
P0yyðf Þ

 !
; (4)

u ¼ arctan
Im P0xy

� �
Re P0xy

� �
 !

; (5)

and

Cxyðf Þ ¼
jP0xyðf Þj2

P0xxðf ÞP0yyðf Þ
: (6)

The normalized random error (Bendat and Piersol, 1986b) of

the coherence results is computed as
ffiffiffi
2
p
½1� C2

xyðf Þ�=
½jCxyðf Þj

ffiffiffiffiffi
nd
p �, where nd is the number of spectral averages.

Given that the relative phase and coherence are func-

tions of the cross spectrum, proper time alignment between

the sensors must exist for the results from Eqs. (5) and (6) to

be accurate. Lack of time alignment, however, does not

affect the auto spectrum of the individual sensors, and a reli-

able value of relative magnitude can still be computed if the

coherence is high.

Spectral averaging over 1/3-octave bands (Garc�es,

2013) is performed on coherence and relative response data

in order to smooth random variations in the narrowband

spectrum. The 1/3-octave bands are computed with corner

frequencies at G�1=2Nf0 and G1=2Nf0, where G¼ 100.3, N¼ 3,

and f0 is the octave center. A relative amplitude of 0 dB

across the common passband of the test and reference sen-

sors indicates identical spectral amplitudes. Similarly, a rela-

tive phase of 0 deg indicates identical spectral phase

between the sensors. If the pole-zero model of the reference

and test sensors perfectly represent their respective

responses, then the relative amplitude and phase should be

perfectly flat at 0 dB and 0 deg, respectively (Merchant and

McDowell, 2014).

C. Sensor self-noise test

This test measures the self-noise of a sensor in a non-

isolated environment. The sensor is left to record data over-

night with all its ports sealed. Response corrected power

spectral density levels are then computed as described in

Sec. II B.

III. CHARACTERIZATION OF THE MB3 DIGITAL
MICROBAROMETER RESPONSE ACROSS 0.01–4 Hz

The performance evaluation of the test sensor MB3d

was assessed using a MB2000 as a reference. The MB2000

has a nominal analog sensitivity of 100 mV/Pa at 1 Hz, and

was connected to 24-bit digitizer RefTek model 130-01 with

nominal manufacturer ADC resolution 1.589 lV/lsb. The

MB3d is reported to have a nominal analog sensitivity of

20 mV/Pa at 1 Hz and a nominal ADC resolution of

2.356 lV/lsb. When both test and reference sensors digitize

their analog signals through 24-bit systems, the nominal dig-

ital sensitivity of the MB3d is 7.4 times greater than the

nominal digital sensitivity of the MB2000/Reftek system.

Sample rates were set to 100 Hz and digitizer gain values

were set to unity.
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A. Digital sensitivity measurement

We obtained digital sensitivity values in Pa/lsb at 1, 2,

and 4 Hz octave center frequencies for the MB3d test sensor

relative to the MB2000. For this test, both sensors were

placed with their ports capped on a padded surface to reduce

vibration and connected to a manifold, which had one port

open. The nominal digital sensitivity in Pa/lsb for the

MB2000 was obtained by dividing the Reftek ADC resolu-

tion by the sensor’s analog sensitivity. From the sine-fit

results, we obtained digital sensitivities for the MB3d rela-

tive to the MB2000.

The digital sensitivity of the MB3d at 1 Hz was

observed to be (1.112 6 0.050)e-04 Pa/lsb, which deviates

from its nominal 1.178 e-04 Pa/lsb value by 5.6% (0.48 dB).

Merchant and McDowell (2014) found the analog sensitivi-

ties at 1 Hz of two MB3a sensors to deviate from the nominal

value by 6.0% (0.51 dB) and 1.5% (0.13 dB), respectively,

when tested in an isolation chamber. The observed values at

2 and 4 Hz shown in Table I differed from the measured

value at 1 Hz by 0.52% (0.05 dB) and 1.85% (0.16 dB),

respectively. Across the 1–4 Hz octave passbands, the

observed digital sensitivities of the MB3d were flat (within

3 dB), with an average value of (1.120 6 0.070)e-04 Pa/lsb

(4.88% or 0.41 dB from nominal).

B. Sensor frequency response

We developed a pole-zero response model, described in

Table II, for the MB3d test sensor based on the CEA

reported bandwidth and the measured digital sensitivity at

1 Hz. We subsequently verified the MB3d frequency

response (shown in Fig. 1) relative to the MB2000 using the

same sensor configuration as in Sec. III A. In order to com-

pare the digital outputs of the test and reference sensors, we

scaled the nominal analog response model gain values in V/

Pa provided by CEA to obtain digital gain units in lsb/Pa.

For this test we generated a 30-min acoustic noise signal

and computed resulting Welch spectra with a fast Fourier

transform window size of 16 384 samples (�164 s). This

allowed for a spectral resolution of 0.01 Hz, with approxi-

mately 44 averages across the record. The sensor configura-

tion was left as described in Sec. III A.

The noise power spectral density levels in Fig. 2 and

coherence analysis shown in Fig. 3 indicate coherence above

0.99 between the MB3d test sensor and MB2000 reference

sensor across 0.01–4 Hz, with normalized random error

(5.4 6 4.0)e-06. The high coherence among the sensors

serves to validate the relative response results within the

passband of interest.

The relative amplitude 1/3-octave average results

between the MB3 and MB2000 in Fig. 4(a) are flat to within

0.14 dB (1.6%) from 0.01 Hz up to the 4.0 Hz 1/3-octave

band, with an observed 0.06 dB (0.75%) bias at 1 Hz.

Relative phase results, shown in Fig. 4(b), show an average

of 1.3 6 1.8 deg across the same pass band, with a value of

1.8 deg at 1 Hz. The phase continues to rise above 1 Hz at a

rate that suggests a time delay between the sensors of 5 ms,

which is likely due to different digitizing systems. Merchant

and McDowell (2014) measured the relative response of two

MB3a sensors against a MB2000 sensor in an isolated cham-

ber when connected to a common digitizer and found the rel-

ative magnitudes to be flat to within 0.3 dB (3.5%) and

1.15 dB (14.2%), respectively, across the 0.02–4 Hz IMS

passband. The relative phase results found in the same study

were seen to be flat to within 0.35 and 0.55 deg, respectively.

TABLE I. Sine fit results with RMS error for MB3d digital sensitivity measurements. The algorithm’s signal-to-noise values were 28, 29, and 39 dB at 1, 2,

and 4 Hz octave center frequencies, respectively.

Frequency MB2000 pressure MB3d digital MB3d digital sensitivity [Pa/lsb]

[Hz] amplitude [Pa] amplitude [lsb]

1 3.430 6 0.100 (3.085 6 0.100)eþ04 (1.112 6 0.050)e-04

2 7.388 6 0.200 (6.611 6 0.200)eþ04 (1.117 6 0.050)e-04

4 3.759 6 0.030 (3.320 6 0.030)eþ04 (1.132 6 0.010)e-04

FIG. 1. Frequency response of the MB3d sensor based on pole-zero model

presented in Table II. (a) Amplitude response in dB re 1 lsb/Pa. (b) Phase

response in degrees.

FIG. 2. (Color online) Noise power spectral density levels with 95% confi-

dence interval (CI) [1.4, �1.2] dB re 1 Pa2/Hz for MB3d and MB2000

across 0.01–4 Hz.
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The results show that the MB3d corrected digital

response is consistent with its parametric response model in

a non-isolated environment across 0.01–4 Hz. Relative

response results satisfy the sensitivity and phase specifica-

tions for sensors used in the CTBTO (2001) network

(60.45 dB and 6 5	, respectively, across the 0.02–4 Hz IMS

pass band (Larsonner et al., 2014).

C. Sensor self-noise

We measured and compared the self-noise of the sensors

in a non-isolated environment. For this test, the sensors were

disconnected from the manifold and left to record data over-

night with their inlets sealed, using custom fittings for the

MB3d.

Figure 5 shows isolated self-noise levels between the

MB3d and MB2000 sensors. Coherence analysis results

from Fig. 6 show lack of coherence between the sensors

across 0.1–6 Hz; this incoherence satisfies the requirement

described by Kromer et al. (2007), in which there should be

no coherent signal present among the sensors for proper self-

noise measurements. Figure 5 shows the MB3d has a lower

self-noise relative to the MB2000 above 0.2 Hz. The CEA

self-noise model for the MB3d is more than 10 dB below the

LNM in an isolation chamber; the results agree with the

CEA self-noise model from 0.15 to 4.0 Hz when averaged

over 1/3-octave bands. The absence of microbarom infra-

sonic wave spectral curves across the 0.1–0.5 Hz passband

(Christie and Campus, 2010) in Fig. 5 suggests proper seal-

ing of the inlets. The self-noise levels for the MB3d in Fig. 5

are more than 10 dB above its CEA model across the

0.01–0.15 passband; coherence analysis in Fig. 6 also shows

a slight coherence increase below 0.07 Hz. We suspect this

discrepancy from the CEA noise-model across the

0.01–0.15 Hz passband is due to low-frequency atmospheric

background signals feeding into the sensors in a non-isolated

environment; these signals are usually attenuated inside iso-

lation chambers.

Two unique spikes at 1 and 2 Hz can be discerned in the

MB3d self-noise levels shown in Fig. 5. The sensor’s embed-

ded GPS is known to sample at 1 PPS. The 1 Hz spike is

likely due to GPS sampling, while the 2 Hz spike corre-

sponds to the first overtone. Both spikes are below the sen-

sor’s noise model levels. The MB3d self-noise across the

1.0 Hz 1/3-octave pass band (i.e., �84.92 dB) exceeds the

IMS requirement of at least 18 dB below LNM at 1 Hz.

Increased self-noise levels are seen for the MB3d sensor

above 4 Hz when averaged over 1/3-octave bands, with a

sharp increase on both sensors at 6 Hz. Coherence analysis

results in Fig. 6 also show an abrupt increase in coherence

between the sensors at 6 Hz. This suggests the presence of an

external acoustic or seismic signal feeding into the sensors.

Merchant and McDowell (2014) found the seismic sensitiv-

ity of the MB3a sensor to be visible in power spectra at fre-

quencies above 4 Hz. The MB3a and MB3d sensors share

FIG. 3. (Color online) Noise coherence results for MB3d and MB2000

across 0.01–4 Hz. The solid line represents the coherence between the sen-

sors. The filled circles represent 1/3-octave band averaging. FIG. 4. (Color online) Noise response results for MB3d relative to MB2000

within the 0.01–4 Hz. (a) Relative amplitude between the sensors, computed

as the ratio of their response corrected spectra. (b) Relative phase, computed

as the angle of the response corrected cross-spectrum. Raw computations

are represented by a solid line, while 1/3-octave band averaging is repre-

sented by the filled circles.

TABLE II. Pole-zero response model for the MB3d sensor. The pole and

zero locations were kept nominal. The digital gain value in lsb/Pa was cor-

rected based on the measured digital sensitivity at 1 Hz shown in Table I.

Gain [lsb/Pa] Zeros [rad] Poles [rad]

1.527 eþ06 0þ 0j �2pð0:01þ 0jÞ
�2pð27:0þ 0jÞ

FIG. 5. (Color online) Response corrected self-noise power spectral density

levels across the 0.01–10 Hz pass band for the MB2000 and MB3d, com-

pared to the infrasound station (IS) low noise model (LNM) established by

Bowman et al. (2007). The CEA self-noise model for the MB3d sensor is

more than 10 dB below the IS LNM. Data were acquired from 2 a.m. to

5 a.m. local time; this time period is known for low wind and cultural noise.
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the same magnet and coil velocity transducer, which is more

sensitive to seismic vibrations when compared to the LVDT

of the MB2000. We hypothesize the high self-noise levels of

the MB3d above 4 Hz are due to seismic vibrations. The

results show that the MB3d is consistent with its manufac-

turer noise model in a non-isolated environment from 0.15 to

4 Hz; low-frequency atmospheric background signals and

seismic sensitivity are self-noise increasing agents in the

field.

IV. EVALUATION OF THE ANALOG BR€UEL & KJAER
MICROPHONE TYPE 4193 MICROPHONE RESPONSE
ABOVE 0.25 Hz

We obtained a digital sensitivity value and measured the

response of the Br€uel & Kjaer (B&K) microphone type 4193

test sensor against the MB3d, which was considered in Sec.

III. The B&K sensor consists of an externally polarized ana-

log microphone specially designed for infrasound, sonic

boom, and pressure field measurements. The test sensor

B&K microphone type 4193 was configured with infrasound

adaptor UC-0211. We attached it to B&K preamplifier type

ZC-0032, which was inserted to B&K hand held analyzer

type 2250. Digitization of the B&K microphone data took

place in the 24-bit digital interface embedded in the B&K

hand held analyzer type 2250. We connected the MB3d and

B&K sensors to a manifold and disconnected the B&K from

power. All remaining ports on the MB3d were sealed, and

one port was left open on the manifold. The MB3d sample

rate was set to 20 Hz and unity digitizer gain. The B&K

recorded at its lowest sample rate of 8000 Hz. In order to

correct for the time between the test and reference sensors,

we performed time correlation analysis on 30-s window con-

taining the noise signal described in Sec. IV B. The MB3d

data were upsampled to 8000 Hz in this particular process to

obtain better time resolution. We preprocessed B&K data in

this section by shifting the waveform by the delay found in

the time correction algorithm, then downsampling the record

to 20 Hz (with a decimation factor of 400) to match the

MB3d sample rate, and reversing the polarity to match

MB3d sensor polarity.

A. Digital sensitivity measurement

We obtained the digital sensitivities in Pa/lsb at 1, 2,

and 4 Hz for the B&K test sensor relative to the MB3d val-

ues shown in Table I. We found in Sec. III C that the seismic

sensitivity of the MB3d and MB2000 sensors increases

above 4 Hz, which would make sinusoidal measurements

with these sensors at 8 and 16 Hz unreliable.

The digital sensitivity of the B&K at 1 Hz was observed

to be (9.002 6 0.100)e-04 Pa/lsb, with deviations of 0.09%

(0.01 dB) and 0.58% (0.05 dB) at 2 and 4 Hz, respectively

(see Table III). Across the 1–4 Hz octave passband, the

observed digital sensitivities of the B&K were flat (within

3 dB). These results suggest that the B&K response is consis-

tent with its manufacturer response model, which specifies a

flat response from below 1 Hz up to 20 000 Hz.

B. Sensor frequency response

We developed a pole-zero response model, described in

Table IV, for the B&K sensor and verified it against the ref-

erence MB3d sensor. The B&K 4193 test microphone cali-

bration sheet specifies a flat response beyond 4000 Hz, with

a 3 dB low-end at 0.029 Hz. However, when connected to

the preamplifier and hand held analyzer, the low corner fre-

quency of the sensing system is between 0.1 and 1 Hz. We

generated a response for the test sensor consistent with the

measured digital sensitivity from Table III and the observed

roll-off at the low corner frequency end. The response is

shown in Fig. 7. Sensor configuration was kept as described

in Sec. IV A.

For this test, we generated a 10-min noise acoustic sig-

nal and computed resulting Welch spectra with a fast Fourier

transform window size of 4096 samples (�205 s). This

allowed for a spectral resolution of �0.01 Hz, with approxi-

mately 12 averages across the record. The low spectral reso-

lution permits a coherence analysis with higher accuracy

across the frequency bands at the expense of increasing the

95% confidence interval.

The noise power spectral density levels in Fig. 8 and

coherence results in Fig. 9 indicate a coherence above 0.99

between the MB3d and B&K sensors from below 0.2 to

beyond 7 Hz (above the upper limit of the MB3d evaluated

passband and near where the anti-aliasing filter begins to

operate). The normalized random error for the coherence

across the passband is (2.4 6 8.5)e-05. A downward spike in

coherence is visible at 1 Hz. This is likely due to the GPS

sampling of the MB3d sensor at 1 PPS (see Sec. III C). The

FIG. 6. Self-noise coherence results between the MB3d and MB2000 across

the 0.01–10 Hz pass band. Data were acquired from 2 a.m. to 5 a.m. local

time; this time period is known for low wind and cultural noise.

TABLE III. Sine fit results with RMS error for B&K digital sensitivity mea-

surements. The algorithm’s signal-to-noise values were 38, 38, and 40 dB at

1, 2, and 4 Hz octave center frequencies, respectively.

Frequency

[Hz]

MB3d pressure

amplitude [Pa]

B&K digital

amplitude [lsb]

B&K digital

sensitivity

[Pa/lsb]

1 10.72 6 0.10 (1.191 6 0.010)eþ04 (9.002 6 0.100)e-04

2 7.029 6 0.100 (7.801 6 0.070)eþ03 (9.010 6 0.200)e-04

4 5.020 6 0.040 (5.545 6 0.040)eþ03 (9.054 6 0.100)e-04
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high coherence among the sensors serves to validate the rela-

tive response results above the 0.2 Hz 1/3-octave band.

The relative amplitude 1/3-octave average results

between the B&K test sensor and the MB3d in Fig. 10(a) are

flat to within 0.40 dB (4.7%) across the 0.25–4.0 Hz 1/3-

octave bands (upper limit of the MB3d evaluated passband).

Relative phase results in Fig. 10(b) are �14.6 deg at 1 Hz.

Across the 0.25–4.0 Hz passband, the relative phase has an

average value of �22.8 6 8.9 deg. Phase results are highly

sensitive to time shifts and resampling. Given that the B&K

is not a GPS synchronized system and that its lowest sample

rate is 400 times greater than the sample rate of the MB3d,

limitations arise in generating proper phase results between

the B&K and MB3d. These results suggest that the ampli-

tude response of the B&K sensor is flat above the 0.25 Hz 1/

3-octave band, and can be used as a reference in digital

calibrations.

V. EVALUATION OF THE IPRECISION SMARTPHONE
MICROPHONE RESPONSE ACROSS 1–20 Hz

The test sensor consisted of iPrecision (iMic) smartphone

microphone, which had been manufacturer-modified to

decrease the lower frequency corner of the response. We

obtained a digital sensitivity value in Pa/lsb for the test sensor

and evaluated its response across the passband of interest

(1–20 Hz 1/3-octave bands). The reference was the Br€uel &

Kjaer Microphone type 4193 (B&K) sensor considered in

Sec. IV. We disconnected both sensors from power and

placed them inside a box with approximate dimensions

46� 33� 19 cm3; the box was connected to a manifold,

which had one port open. The iMic test sensor was connected

to an iPhone 6 s running the RedVox Infrasound app for iOS;

the app was set to record at 80 Hz sample rate. The B&K ref-

erence sensor recorded at a sample rate of 8000 Hz. In order

to correct for the time between the test and reference sensors,

we performed time correlation analysis on 30-s window con-

taining the noise signal described in Sec. V B. The iMic data

were upsampled to 8000 Hz in this particular process to obtain

better time resolution. We preprocessed B&K data in this sec-

tion by shifting the waveform by the delay found in the time

correction algorithm, then downsampling the record to 80 Hz

(with a decimation factor of 100) to match the iMic sample

rate, and reversing the polarity to match iMic sensor polarity.

A. Digital sensitivity measurement

We obtained digital sensitivities in Pa/lsb at 8 and

16 Hz octave center frequencies for the iMic test sensor

FIG. 7. Frequency response of the B&K sensor based on pole-zero model

presented in Table IV. (a) Amplitude response in dB re 1 lsb/Pa. (b) Phase

response in degrees.

FIG. 8. (Color online) Noise power spectral density levels with 95% confi-

dence interval (CI) [2.9, �2.1] dB re 1 Pa2/Hz for B&K and MB3d across

0.18–7.1 Hz.

FIG. 9. (Color online) Noise coherence results for B&K and MB3d across

0.18–7.1 Hz. The solid line represents the coherence between the sensors.

The filled circles represent 1/3-octave band averaging.

FIG. 10. (Color online) Noise response results for B&K relative to MB3d

across 0.18–7.1 Hz. (a) Relative amplitude between the sensors, computed

as the ratio of their response corrected spectra. (b) Relative phase, computed

as the angle of the response corrected cross-spectrum. Raw computations

are represented by a solid line, while 1/3-octave band averaging is repre-

sented by the filled circles.
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relative to the B&K reference sensor. The iMic is reported

to have a low corner frequency below 3 Hz, which would

make octave sinusoid signal measurements at 1, 2, and 4 Hz

unreliable. A single digital sensitivity value at 16 Hz was cho-

sen for the test sensor; this was the sinusoidal record with the

highest signal-to-noise (i.e., 35 dB) and coherence results.

B. Sensor frequency response

We developed a pole-zero response model, described in

Table VI, for the iMic sensor and verified its response against

the reference B&K sensor. The iMic test sensor is reported to

have a flat amplitude response up to 20 000 Hz, with a 3 dB

roll-off below 3 Hz. We generated a response for the test sen-

sor based on the observed 3 dB roll-off frequencies and the

measured digital sensitivity at 16 Hz. The iMic frequency

response is shown in Fig. 11. We placed poles at the observed

low corner frequencies (each pole was paired to a zero at ori-

gin) and corrected the digital gain to obtain the measured dig-

ital sensitivity at 16 Hz presented in Table V.

For this test we generated a 5-min acoustic noise signal

and computed resulting spectra with a fast Fourier transform

window size of 4096 samples (�51.2 s). Spectral resolution

was kept at �0.02 Hz while performing approximately 24

averages across the record. This allowed for sufficient

smoothing of the random spectral variations while reducing

errors in phase unwrapping at lower frequencies.

The noise power spectral density levels in Fig. 12 and

coherence results in Fig. 13 indicate a coherence above 0.99

between the iMic test sensor and the B&K reference sensor

across 0.97–22.4 Hz, with a normalized random error of

(4.0 6 3.4)e-04 across the passband. Relative amplitude 1/3-

octave average results shown in Fig. 14(a) are flat to within

0.22 dB (2.6%) from the 1 Hz 1/3-octave pass band to beyond

20 Hz. Across the same passband, the relative phase of the

sensors in Fig. 14(b) has an average value of �2.9 6 4.2 deg.

Though the relative phase is within 10 deg across the pass-

band, time shifts and downsampling factors are limitations in

a proper phase fitting of the sensors. The iMic sensor’s ampli-

tude response is consistent with its parametric response

model in a non-isolated environment across 1–20 Hz.

VI. CONCLUSIONS

We have developed and characterized parametric

response models for two next-generation digital acoustic

sensors; we verified these responses against traceable, well-

established analog sensors connected to external digitizers

across the infrasound (i.e., 0.01–20 Hz) range in a non-

isolated environment. We first evaluated the MB3 digital

(MB3d) infrasound sensor against its MB2000 analog sensor

predecessor, which was connected to a conventional external

Reftek digitizer well known for its use in field experiments.

We found the MB3d digital sensitivity at 1 Hz to be 5.6%

from its nominal relative to the MB2000 nominal, and devel-

oped a pole-zero response model based on the measured digital

sensitivity and the manufacturer-reported corner frequencies.

Broadband measurements of a noise source indicated that the

MB3d is consistent with its estimated response model across

0.01–4 Hz and meets the International Monitoring System

requirements in a non-isolated environment. Self-noise mea-

surements acquired over a 3-h period showed that the MB3d is

consistent with its CEA self-noise model from 0.15 to 4 Hz in

a non-isolated environment. We postulate that increased self-

noise levels below 0.15 Hz are due to atmospheric background

noise feeding into the sensor in a non-isolated environment,

while higher levels above 4 Hz are due to seismic vibrations.

This suggests that the performance of the MB3d, as per its

manufacturer specifications, could be affected by external

factors at frequencies outside the 0.15–4 Hz pass band in

non-isolated environments.

We proceeded to develop a response model for an ana-

log Br€uel & Kjaer (B&K) Microphone type 4193 and evalu-

ated it against the calibrated MB3d. We obtained the digital

sensitivities at 1, 2, and 4 Hz for the B&K relative to the

MB3d (shown in Table III). The results showed that the

B&K frequency response is coherent with the MB3d and flat

down to 0.40 dB (4.7%) across the sensors’ common

TABLE IV. B&K pole-zero response model based on the digital sensitivity

at 1 Hz presented in Table III and the observed low corner frequency roll-off

at 0.25 Hz.

Gain [lsb/Pa] Zeros [rad] Poles [rad]

1.145 eþ03 0 þ 0j �2pð0:25þ 0jÞ

TABLE V. Sine fit results with RMS error at 16 Hz for iMic digital sensitiv-

ity measurement. The algorithm’s signal-to-noise value was 35 dB.

Frequency

[Hz]

B&K pressure

amplitude [Pa]

iMic digital

amplitude [lsb]

iMic digital

sensitivity [Pa/lsb]

16 (7.954 6 0.100)e-01 (2.863 6 0.030)e þ06 (2.778 6 0.050)e-07

FIG. 11. Frequency response of the iMic sensor based on pole-zero model

presented in Table VI. (a) Amplitude response in dB re 1 lsb/Pa. (b) Phase

response in degrees.

TABLE VI. iMic (SN CQ10003) pole-zero response model based on the

digital sensitivity presented in Table V and the observed 3 dB roll-off fre-

quencies at 0.8, 1.5. and 3.5 Hz.

Gain [lsb/Pa] Zeros [rad] Poles [rad]

3.710 eþ06 0 þ 0j �2pð0:8þ 0jÞ
0 þ 0j �2pð1:5þ 0jÞ
0 þ 0j �2pð3:5þ 0jÞ
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passband (0.25–4 Hz). We subsequently calibrated an

iPrecision (iMic) digital microphone sensor connected to an

iPhone 6s against the chosen B&K reference. Sinusoidal

tone measurements provided a digital sensitivity value in Pa/

lsb for the iMic sensor at 16 Hz, shown in Table V. We

developed a response model for the iMic sensor based on the

measured digital sensitivity and corner frequencies.

Measurements from a broadband noise source showed that

the iMic amplitude response is coherent with the B&K refer-

ence and flat to within 0.22 dB (2.6%) across 1–20 Hz.

Two factors limit our ability to perform a proper fit of

the phase portion of the complex responses for the B&K and

iMic sensors. First, the B&K and iMic sensors are not GPS

synced data acquisition systems, and thus have an inherent

absolute timing error. Second, the process of decimation of

the B&K data removed a significant amount of original sam-

ples. Phase responses are highly sensitive to time shifts and

resampling, both of which were present in the work

described in this article.

Signal processing results (i.e., high coherence and sig-

nal-to-noise) demonstrate the application of a portable rotary

subwoofer as a controllable infrasound source during cali-

bration experiments. We showed that digital calibrations per-

formed in a non-isolated calibration room can provide useful

and reproducible results. By overlapping the responses of the

MB3d microbarometer (i.e., 0.01–4 Hz) and the iPrecision

microphone (i.e., 1–20 Hz) we can potentially benchmark

next-generation digital sensor performance across the

0.01–20 Hz (i.e., infrasound) pass band. Upon further valida-

tion of stability and repeatability, these parametric responses

could be used as references in future pressure measurements

and digital acoustic sensor calibrations.
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