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Abstract

An accurate understanding of the critical electric breakdown field (Ecru) characterizing semiconductor materials is
necessary for the design of power switches, power diodes, and RF power transistors. It is particularly important to
understand the dependence of Ecru on bandgap (Eg) as new ultra-wide-bandgap materials are researched. Unfortunately,
the reported dependencies of Ecru on Eg cover a surprisingly wide range in the literature. Moreover, while Ecru is often
assumed to be constant for a given material, it is more accurately a function of the device depletion region width and
doping. Further, there are wide discrepancies in the literature where £m, values for punch-through and non-punch-
through structures are compared without regard for these differences. We report a new normalization procedure that
enables an equivalent comparison of Ecrit values across materials, doping, and punch-through/non-punch-through device
types.

An extensive examination of many experimental avalanche-breakdown and ionization references reveals that the
dependence Ecru cc Eg1.86 best fits the most reliable and newest data for both direct and indirect semiconductors over the
range from Eg = 0.66 to 5.5 eV (comprising Ge, Si, InP, GaAs, 4H-SiC, GaN, and diamond). It may therefore be reasonable
to use this Ecru ocEgi.86 dependence as an approximate rule of thumb for predicting the critical electric fields of novel ultra-
wide-bandgap materials until precise measurements are made. Based on the Ea* Eg1.86 dependence, the relationship
between specific on-resistance (RON,sp), breakdown voltage (VBD), and Eg for power switches over this bandgap range is
best described by RON,sp x VBD2 Eg-5.58 for both direct- and indirect-gap semiconductors.

Index Terms— Critical electric field, semiconductor bandgap, impact ionization.

I. INTRODUCTION

In power applications, system performance can be enhanced
by an increase in the breakdown voltage ( VBD) capability of
the active devices used. Avalanche breakdown due to carrier-
induced impact ionization is an important phenomenon as it
governs the maximum sustainable voltage in semiconductor
devices. The maximum electric field at breakdown (also called
the critical electric field, Ecru) is known to increase with the
semiconductor bandgap Eg1'2. This relationship between Eg
and Ecrit is typically fitted to a power law: Ecrit oc E. This
dependence is what has ultimately driven the adoption of
wide-bandgap (WBG) and, more recently, ultra-wide-bandgap
(UWBG) semiconductors in power electronics.

This paper aims to refine the power-law dependence of the
critical field on bandgap and to provide a physics-based
explanation for this dependence. This will enable a more
reasonable prediction of E„it for UWBG semiconductors
whose ionization properties have not yet been directly
measured.

The discussion in this work strictly applies to p+-n-n+ or
ntp-p+ diodes for which the heavily-doped regions and the
middle drift region are plane-parallel to each other. High
electron mobility transistor (HEMT) and lateral structures are
not discussed in this work as these structures generally have

very different and much more complicated field profiles
compared to vertical diodes. For vertical diodes, the doping in
the drift layer should be less than approximately 1018 cm' to
avoid tunneling and degeneracy effects. This is the case for
which the vast majority of Ecrit vs. Eg data has been obtained
or calculated. However, the identified dependence of Ecrit on
Eg should approximately hold for other geometries and doping
profiles as well.
A normalization technique is introduced to establish

equivalency between measurements under different
conditions (punch-through vs. non-punch-through, doping
level, and material types) in §II. Some of the shortcomings of
the data used for previously derived conclusions on the
dependence of Ecrit on Eg are briefly discussed. This paper
then explores the historical dependency of reported Ecrit
values on Eg (§III). The normalization technique is applied to
historical experimental data to derive a revised power-law
dependence of Ecrit on Eg. Finally, a first-order theoretical
explanation for why the identified power law is the
appropriate one is covered in §IV.
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II. NORMALIZATION

A. Impact lonization Theory

Impact ionization events inside the depletion region of a
reverse biased diode increase the current inside the device. An
expression for indicating this increase in current is given by
the so-called multiplication factor equation. Following
Willardson and Beer, for a p+n junction as shown in Fig. 1
under reverse bias so the electric field points left with holes
traveling in negative x and electrons traveling in positive x
directions, multiplication factor for holes is given by3:

Mp

exp fox') (an(x) ap(x))dx]  (1)

1 — f:D ap(x) • exp [— fo (an(x') — ap(x')) dddx

where the variable x is the linear position within the
semiconductor, xi) is the depletion depth, an(x) and ap(x) are
the ionization coefficients (cm-1) for electrons and holes
respectively. For electrons the multiplication factor is given
by a complimentary expression:

Mn

exp[f0xD (an(x) — ap(x)) dx]

1 — f:D ap (x) exp[fxx° (ap(xi) — ap(x'))dddx

(2)

Both expressions approach infinity when the denominator
approaches unity, indicating avalanche breakdown. For holes,
the breakdown condition is given by:

X

X

fo an(X) • exp[— f (an(x')

— ap(4)dxldx = 1

For electrons the equivalent expression is:

xp 

a p(x) • exp[f (an(x') — ap(x')) dx1dx
X
= 1

(3)

(4)

Different, yet equivalent, forms of the multiplication factor
equations exist. Willardson and Beer state alternatives to Eqs.
(1) and (2) in their textbook3. Or, as in Sze and Ng, the
derivation of the multiplication factor in a differing coordinate
orientation for the p+n junction yields another variant4.

Following Selberherr's impact ionization model5:

an,p = anO,p0 • exp
(Enpo\

E 1
fln,p I

(5)

the impact ionization coefficients, an and ap, are a function of
the electric field E at position x in the depletion region, with
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Fig. 1. Schematic drawings of electric-field profiles vs. distance for
p+-n--n+ diodes. a) a non-punch-through diode, where the depletion
region width (WNPT) in the n drift layer does not extend to the n+
layer, and b) a punch-through diode, where depletion width (WPT)
is mostly confined between closely spaced p+ and n+ layers. Note
that EcriuT > ECrit,NPT as explained in the text.

ano,po, fino,po, and Eno,po fitting parameters for the model.
Generally, an and ap are different and their magnitude is a
function of the carrier scattering mechanism of the material in
question.
The functional dependence of the electric field on position

depends on the device dimensions, the doping level, and on
the permittivity of the semiconductor. Two general profiles
are of interest, the so-called punch-through (PT) and non-
punch-through (NPT) configurations, as shown in Fig. 1.
Solving for both (3) and (4) provides a value for the depletion
depth, xE, = WNPT or xE, = WPT, depending on the device
design. This will correspond to a peak electric field at x=0.
This maximum electric field value is referred to as the critical
electric field (Ecrit,NPT or Ecrit,pT) of the device

Using a 1D analysis, the breakdown voltage in NPT diodes
is related to critical electric field by6:

VBD,NPT — Cr22qND
E it,NPT (6)

where q is the fundamental charge, E is the dielectric
permittivity, and ND the doping of the drift layer. The
breakdown voltage in a punch-through diode is6:

qND
VBD,PT — Ecrit,PTIVPT 2e I4712T (7)

Assuming abrupt junction profiles the extension of the
depletion layer into the p+ and n+ layers can be neglected. For
devices where drift layer doping is on the same order of
magnitude as the p+ or n+ layers or for extremely thin drift
layer thicknesses, the field penetration into these layers must
be considered as part of the drift region.
Due to the relation between the critical field and breakdown

shown in equations (6) and (7), the critical electric field is
considered an important material parameter of interest. An
ideal approach to derive this value is to use the impact
ionization coefficients of a material and solve Eqs. (1) and (2).
Unfortunately, these coefficients are often unknown, so a
more common approach is to fabricate a device, measure a
breakdown voltage, and use either Eq. (6) or (7) to predict the
critical field of the material. As will be shown in the next

2



section, this can lead to incorrect or misleading values for the in a material. Using this assumption makes Eq. (3) equal to
critical electric fields of semiconductor materials.

B. Normalization Theory

There are two normalizations that typically need to be made
to fairly compare Ecrit data from the literature: 1) for doping
and 2) for electric field profile. Researchers often assume that
Ecrit is invariant with doping due to the relatively weak
dependence of the critical field on doping (described
theoretically by Baliga & Ozbek as Ecrit CC ND")6'7 . This
assumption can skew the accuracy of power-law fits to Ecru
vs. Eg data if it is not accounted for. The effect of this
correction will be shown in the next section. If the reported
critical electric field is extracted directly from measured
impact ionization coefficients for a given material, then one
must simply compare the results of Eqs. (3) and (4) using the
same value of the drift layer doping ND.
The second necessary correction accounts for the differing

electric field profiles of non-punch-through (NPT) and punch-
through (PT) cases. As Fig. 1 illustrates, the field profiles of
the two structures are not directly comparable. For equal
doping levels, the critical field in a PT device will always be
greater than that of an NPT device. This subtle increase can be
seen by solving (3) and (4) using x.c. = Wpr for a PT design and
xr. = WNPT for an NPT design. Additionally, equation (5) must
be used with the appropriate electric field profile,

E(x)= - Ecrit,NPT —

for NPT and

E(x) = Ecrit,PT

qND qND
x = - (WNPT — x) (8)

E E

qND
xl X 1/111,7-•

E
(9)

for PT. Essentially the reduction in the drift region thickness
suppresses impact ionization events and leads to an increase
in the critical electric field needed for (3) and (4) to remain
true. The magnitude of EcritjaT/E- crit,NPT above unity
increases as WPT/WNPT decreases or EnD,po from equation (5)

decreases. The extent of the change in EcritxT can be
negligible in some cases, but nevertheless must be calculated
before it is ignored.

For these reasons, Ecru data reported in literature may need
to be corrected to account for structure (PT vs. NPT) as well
as doping. The basic principle used to correct for both cases is
to equate the one-dimensional ionization integrals, equations
(1) and (2), for the case of different doping levels and PT or
NPT. We consider first the correction for doping in an NPT
configuration, where two materials with doping levels ND] and
ND2 are compared. In order to proceed, a critical assumption
that the electron and hole ionization coefficients are equal (an
= ap) must be made. For the vast majority of materials this is
not the case but is nevertheless necessary to obtain an
analytical solution. Furthermore, it can be shown that this
assumption gives the lower bound for the critical electric field

Eq. (4), allowing for the following relation:

10X 

I 1 xD2
a(x)dx = f a(x)dx = 1 (10)

o

where xD1 and xD2 are the depletion depths at breakdown for
doping levels NEll and ND2 respectively and a is assumed to be
invariant with doping. For the non-punch-through case,
equation (8) can be used to translate the integration variable
from position to electric field, and one obtains:

1 fo
a(E)clE = a(E)dE

D1 Etna 
N
— r-crit2

where Ecriti and Ecrit2 are the critical electric fields for
doping levels NDI and ND2 in the non-punch-through case. At
this point, a second critical assumption is made, which is that
the ionization rate a follows a power law in electric field8:

a = a0E8 (12)

This work sets 8 = 7 which has been shown to be consistent
with ionization data for a wide range of semiconductors,
including SiC6. However, the specific value of 6 used, and
indeed whether Eq. (12) is truly valid for all semiconductors,
is open to debate. A comparison of Fulop's expression and
ionization rates derived directly from impact ionization
parameters is the subject of future work. Nevertheless, as was
the case with the assumption an = ap, this is necessary to obtain
an analytic expression by which to equate critical electric
field, which is the goal of the derivation. The validity of both
assumptions, examined using numerical evaluation of the
ionization integral, is currently underway in our group.
Inserting this into the integral and performing the integration,
one obtains:

Ecrit1 

- 

(ND1)11(8+1)

Ecrit2 ND2
(13)

Next, we account for the second correction, i.e. NPT
compared to PT. For the purposes of this derivation, it is
assumed that the doping in both cases is equal (the doping
correction will be brought in at the end). The equality of the
ionization integral for the two cases, Eq. (10), is again the
starting point, with equal electron and hole ionization rates
assumed. This may be written as:

PT

o

XNPT X

a(x)dx = J a(x)dx
o

(14)

where XATPT and xi,T. are the depletion widths for the non-
punch-through and punch-through cases, respectively. In the
latter case, this is approximately equal to the physical
thickness of the drift layer. In both cases, the electric field
profile is a linear function of position, although for the PT case
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the field does not go to zero, so the field distribution is
trapezoidal rather than triangular. If the critical fields for the
NPT and PT cases are denoted as E- crit,NPT and Ecrit,PT
respectively, transforming the integration variable from space
to electric field yields:

f° a(E)dE = 
fEcrit,PT- E PT

a(E)dE (15)
Ecrit,NPT Ecrit,PT

which is the analogue of Eq. (11) for the PT-to-NPT
transformation. Again, assuming that the Fulop power-law
dependence holds', and performing the integration, one
obtains:

(Ecrit,NPT)
= 1 - (1

Ecrit,PT

qND  WPT )
5+1 1/(8+1)

E Ecrit,PT

(16)

The expressions for the two corrections may be multiplied
together to obtain the expression where both corrections are
considered:

Ecrit,NPT ND,NPT
1

Ecrit,PT ND,PT

  WPT 
E Ecrit,PT

(17)

In this general expression, the critical field is normalized to an
NPT condition with doping ND,NPT, from a PT condition with
doping ND,PT. For the calculations described below, 8 = 7 was
used, consistent with the value used by Fulop.
The same derivation for normalization between NPT and

PT devices, but with integration over x rather than the electric
field E, is covered in the Appendix.

C. Example of Normalization Correction

Without proper normalization correction, reported critical
field values can be unrealistic. In 2006 and 2007, researchers
published studies where sets of nearly identical p-1-n-n+
AlxGai_xN diodes were grown wherein the Al composition of
the middle layer was varied from 0 to 57% across multiple
wafers, which yielded bandgaps of 3.4 - 4.6 eV, as measured
by photoluminescence". These diodes were strongly punch-
through as the middle layer of each was only 225 nm thick
with a nominal background doping level of 2 x1016 cm-3. The
measured Ecru values reported in Nishikawa et al.11 did not
correct for the PT case, resulting in overestimations of the
critical field values in A1o.57Gao.43N by as much as 2.2 MV/cm.
Ecrit values obtained from non-EBIC measurements were
plotted for these diodes as a function of Eg, which showed an
Ecru a 42' dependence for a bandgap range of 3.4 - 4.6 eV
in Ref. 9 and an Ecrit oc 42.5 dependence over 3.4 - 3.9 eV in
Refs. 7 and 8.

Table I compares calculated Ecrit values using the
normalization procedure outlined above for the work by
Nishikawa and a few other GaN and Al„Gal-„N devices from
literature'''. Drift layer doping, width, and breakdown
voltage are used to calculate EcritxT. The corrected Ecrit,NPT
was found for the same junction along with the extrapolated
depletion depth WNPT, and then normalized to ND=1016 cm-3 to
allow comparison between devices with different drift layer
width and doping values. In some devices the NPT correction
is indeed minor- only noticeable after several digits past the
decimal point, but it is not the case for all and is in fact quite
dramatic in several devices with extremely thin drift layers.
Further, note that for the work by Armstrong et al.13 the value
of the GaN critical field listed here was extracted directly from
the reported breakdown voltage and then normalized, while
the value reported in the paper was determined from the Baliga
Figure of Merit, which involves both breakdown voltage and
specific on-resistance. The latter approach requires knowledge
of quantities such as carrier mobility and effective device area,
while the former does not, so these two approaches may not
necessarily lead to the same critical field value even after
normalization.

Using these corrected values, the dependence of the critical
field on bandgap is closer to Ecru cC Eg2'0 with an R2 value of
0.46. This indicates a need to revise all reported dependencies
by first normalizing the data to the same drift region doping
level and accounting for PT vs. NPT conditions.

TABLE I
NORMALIZED PARAMETERS FOR GAN AND AL,cGAi_xN PUNCH-THROUGH DIODES

Reference: DRIFT-LAYER ND WPT VBD Ecrit,PT- Ecrit,NPT - WNPT - Ecrit,NPT - normalized
MATERIAL (cm-3) (gm) (V) measured corrected extrapolated to ND=1016 cm-3

(MV/cm) (MV/cm) (11m) (MV/cm)
Annstrong et al. GaN 3x1015 30 3930 2.09 2.09 40.10 2.43
Allerman et al. A10.3GaviN 5x10I6 4.3 1627 5.76 5.76 6.26 4.71
Ohta et al. GaN 9x10I5 22 4700 3.86 3.86 24.64 3.91
Hu et al. GaN 2.5x1015 8 1406 1.93 1.88 25.46 2.23

Nishikawa et al. GaN 2x10I6 0.225 52.375 2.37 1.98 5.68 1.81
Nishikawa et al. Alo.29Ga0.71N 2x10I6 0.225 83.75 3.76 3.00 8.16 2.75
Nishikawa et al. A1o.34Crao.66N 2x10I6 0.225 91.125 4.14 3.23 8.72 3.00
Nishikawa et al. A1o.46Ga0.54N 2x10I6 0.225 112.5 5.04 3.90 10.26 3.58
Nishikawa et al. A10.52Gao.48N 2x10I6 0.225 138.75 6.21 4.69 12.20 4.30
Nishikawa et al. A10.57Ga0.43N 2x10I6 0.225 181.5 8.11 5.94 15.30 5.45
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III. UPDATED EXAMINATION OF Ecru VS. EG
DEPENDENCIES IN THE LITERATURE

A. Historical Fitting of £- crit vs. E3 DEPENDENCIES

This work has carefully examined numerous relevant
publications in the avalanche-breakdown literature.
Historically, several power-law fits have been used to describe
the relationship between critical electric field and
semiconductor bandgap: £- crit oc E. This kind of fitting has
been successful, but that does not mean it can be applied
limitlessly, nor that it indicates a physical basis for the power-
law relationship between critical electric field and bandgap16.
The first attempt to establish the power-law fit is traceable

to a 1966 paper by Sze and Gibbons". The authors used the
measured ionization rates for electrons and holes in Ge, Si,
GaAs, and GaP to calculate the breakdown voltage as a
function of doping (ND). Their use of the relation VBD OC Eg1
X ND-314 implied that Ecrit cc Eg34. This equation has been
presented unaltered in all editions of Sze's textbooks4.

In 1994 Chow and Tyagi showed that while the Ecrit oc Eg3/4
dependence approximately fits older data for these
semiconductors plus InP, it does not fit newer data with SiC
included18. Chow & Tyagi performed a two-point fit through
Si and SiC data19 which yielded Ecrit oc EgZ. Unfortunately,
the SiC data point was referenced from Kyuregyan et. al.',
who in turn cites SiC devices fabricated in the late 1950s of
highly questionable quality.

In 2003 Hudgins et al. further examined the issues by
including a wider range of semiconductors and bandgaps2.
From their fits to the plotted values they concluded that Ecrit
oc Eg2° for indirect-gap semiconductors and Ecru oc Eg2-5 for
direct-gap semiconductors. A close examination of the values
used for their fit indicates that they used only the rough
estimates for Ecrit found at the beginning of each chapter in
Semiconductor Parameters Vols. 1 &2 and Advanced
Semiconductor Parameters by Levinshtein et al.21-23 As will be
shown, by not normalizing the critical field values to a
particular doping level, the fit proposed by Hudgins et al.
overestimates the dependence of the critical field on the
bandgap.

It should be noted that in 2006 Wang24 published an E„it oc
Eg3 fit over a wide range of bandgaps. Unfortunately, some of
the critical electric field values for high-bandgap materials
used cannot be traced as the reference cited is no longer
available.
A summary of many semiconductor parameters, including

critical field as noted above, impact ionization coefficients,
bandgaps, and dielectric constants can be found in Levinshtein
et al.21-23, though WBGs and especially UWBGs are still being
actively investigated. We have surveyed the literature to
update and provide the best critical electric field values for a
range of materials. The materials included here will be
discussed in order of ascending bandgap. A comparison of the
normalized critical fields verses the values used by Sze et al.",
Hudgins et al.2, and Wang24 are shown in Table II. It should
be noted that Table II contains normalized critical field values
that are now felt to be more accurate than those published by
some of the present authors in 201825.

B. Updated Ecrit Values

Unless otherwise mentioned, normalized data was obtained
by analyzing the more descriptive E„it vs. doping plots found
at the end of chapters in Semiconductor Parameters Vols. 1
and 2, or from VBD vs. doping data in the same volumes21'22.
Due to incomplete understanding of impact ionization in GaN
and C (diamond), critical electric field values for these
materials were obtained from individually reported
devicesm'26.
A good indicator that device breakdown is caused by

avalanche from impact ionization events, rather than some
other mechanism, is a positive correlation between breakdown
voltage and temperature. Materials that have not yet shown
this behavior will be noted and are excluded.

Since the 1980's newer techniques have been developed to
grow cleaner semiconductor materials and to more accurately
measure breakdown parameters and ionization coefficients.
Availability of these new methods is especially important for
materials that may still contain significant levels of defects,
like SiC, GaN and emerging UWBG semiconductors6'7'27'28.
One of the newer techniques is electron-beam-induced-current
(EBIC) wherein a scanning-electron microscope (SEM) is
used both to apply electron pulses to stimulate ionization as
well as to image test diodes to reject any that display localized
`hotspots' of excessive ionization that lead to premature
breakdown.
Each of the semiconductors is discussed in order of

ascending bandgap below.

InSb (0.17 eV) and InAs (0.354 eV)
In narrow-bandgap semiconductors, injection of carriers

from tunneling cannot be decisively excluded as a contributing
factor in carrier multiplication under high reverse bias29:30.
Due to this, we believe that extremely narrow-bandgap
materials, such as InSb and InAs, cannot be fairly compared
to other semiconductors. Therefore, while these are included
in the Hudgins et al. analysis2, we have excluded them in this
work.

Ge (0.661 eV)
The data in Sze & Gibbons" for Ge was obtained from

devices made in the mid-1950s. The value used in this study
for Ge was obtained from the impact ionization parameters
utilized by Kyuregyan et al.26

GaSb (0.726 eV)
A plot of Ecru vs. doping was not shown in Semiconductor

Parameters Vol. 121. As no other reliable data in the literature
was found, this material is also excluded from analysis.

Ino.53Gao47As (0.74 eV)
The critical field for Ino.s3Gao.47As was calculated using Eq.

(6) from the breakdown voltage in Vol. 222.

Si (1.12 eV)
As can be expected, many researchers have made

measurements to determine ionization coefficients in Si over
the decades; an excellent review of this work is provided in
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TABLE II
COMPARISON OF CRITICAL ELECTRIC FIELD VALUES (V/CM) FOR VARIOUS SEMICONDUCTORS FROM DIFFERENT SOURCES

Semiconductor Bandgap at
300 K (eV)

Type Sze12 Hudgins2 Wang19 This work Simulated Using Ridley's
Lucky-Drift Model

InSb 0.17 Direct 1 x103 1 x103 3.41x104
InAs 0.354 Direct 4 x104 4x104 a 8.70 x 104
Ge 0.661 Indirect 2.5x105 1 x105 1 x105 2.0x105 1.88x105
GaSb 0.726 Direct 5 x104 5x104 2.20 x 105

111-0.550a0A7As 0.74 Direct 2 .84x 105 2.35x105
Si 1.12 Indirect 4.37x105 3x105 3x105 3.7x105 4.83x105
InP 1.344 Direct 5 x105 5x105 5.0x105 6.65x105
GaAs 1.424 Direct 4.98x105 4x105 6x105 5.4x105 7.36x105
GaP 2.26 Indirect 7.59x105 1 x106 1 x106 1.73x106

3C-SiC 2.36 Indirect 1.3x106 tx106 1.89 x 106
6H-SiC 3.0 Indirect 2.4x106 5x106 2.9x106 2.94 x106
4H-SiC 3.23 Indirect 3.18x106 3.2x106 3.36 x 106
GaN 3.45 Direct 3x106 5x106 3.9x106 3.80 x 106

13-Ga203 4.7 Direct 6.71x106
C (diamond) 5.5 Indirect 5.7x106 1.01x107 9.27 x 106

a tunneling cannot be decisively excluded as a contributing factor in carrier multiplication
b no reliable data in the literature was found
a insufficient device data to perform normalization
d no experimental data confirming temperature-dependent behavior indicative of true avalanche breakdown

Maes et al.31 The Ecru vs doping plot of Sze and Ng4 was used
in this work.

InP (1.344 eV)
The value for InP was obtained from the impact ionization

parameters utilized by Kyuregyan et al? This data was based
on the results of four device papers published from 1979 to
1982.

GaAs (1.424 eV)
The data in Sze & Gibbons17 for GaAs was for devices

fabricated in the mid-1960s and as such the defect density was
likely high. The value for GaAs was obtained from the impact
ionization parameters utilized by Kyuregyan et al.29

GaP (2.26 eV)
The reported values for the critical field of GaP published

in Vol 116 are from work by Sze in 196617. No other power
devices with reported values for the critical electric field or
impact ionization parameters were found in the literature. A
simple two-point fit with Si indicated a power-law fit of Ecrit

Eg0.68 which is abnormally low compared to all other
material systems investigated in this work. For these reasons
GaP was excluded from analysis.

3C-SiC (2.36 eV) 6H-SiC (3 eV) 4H-SiC (3.23 eV)
SiC is a WBG semiconductor that exists in several

polytypes, but the primary focus has been on 3C, 4H, and 6H.
The critical field values used by Hudgins et al.2 for SiC appear
traceable to Baliga19. Neudeck et al. published data for 3C-SiC
p+-n-n+ diodes at different drift layer doping levels and listed
derived Ecrit values32. We were unable to determine the width
of the depletion region of this device and thus cannot conclude
whether it is PT or NPT. Without this information, £-crit
cannot be accurately determined, and only an estimate can be
made, up to -0.98 MV/cm. Without further information the
3C polytype of SiC is excluded from the data set. However,
Raghunathan et al. performed extensive studies of impact

ionization in 4H- and 6H-SiC devices using pulsed EBIC28.
Their results correct for the PT structure and the derived Ecrit
values are used here.

GaN (3.45 eV)
GaN epitaxial growth and device fabrication have undergone
significant development in recent years, but uncertainty
remains over the critical electric field of GaN. Hudgins et al.
cites 3 MV/cm, and 3.3 MV/cm is often quoted in the
literature. Work by Avogy indicates that Ecru is higher than
this, at least 3.5 MV/cm33,34. Surveying the literature, the
highest Ecru given is 3.9 MV/cm, after PT correction and
normalization, as reported in a device by Ohta et al. 14

AlxGai_xN (3.45 - 6.1 eV)
The authors have not been able to find reports of EBIC

measurements on the AlxGai_xN system, including A1N,
although a variety of breakdown measurements have been
reported for different structures and doping profiles9-11,25,26.
Unfortunately, none of these works show breakdown vs.
temperature data to indicate true avalanche behavior so we
exclude this material system from our analysis.

13-Ga203 (4.7 eV)
P-Ga203 is an emerging UWBG material with the highest

reported critical electric field value for this system reported to
be 8 MV/cm37. However, this number comes from a HEMT
device and some uncertainty exists regarding how the authors
arrived at the stated value. Reports of Schottky barrier
diodes38-41 yield significantly smaller Ecru values, suggesting
that defects are limiting performance. The best value reported
in the literature was from Yang et al.49 of 2.98 MV/cm after
normalization. EBIC measurements on the P-Ga203 system
are also unavailable. Importantly, we could not locate any
publications experimentally confirming the temperature-
dependent behavior indicative of true avalanche breakdown in
I3-Ga203. As such, this material is excluded from our analysis.
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Fig. 2. Experimental critical electric field (Ecrit) vs. bandgap (Eg)
for normalized semiconductor data along with fits to the data.

C (diamond) (5.5 eV)
The high bandgap and dopability of C (diamond) make this

UWBG semiconductor an attractive candidate for future use
in power electronics25. Unfortunately, the second diamond
Ecrit value of 7 MV/cm used by Hudgins et al.2 appears
incorrectly referenced as we cannot find any experimental
basis in Ref. 17 to get this value. EBIC measurements on C
(diamond) were not available in the literature.

Landstrass et al.42 refers in passing to a breakdown field of
20 MV/cm in diamond diodes, but we have not been able to
confirm a critical field this high via the information given, so
this data is excluded from further consideration as well.
Similarly, Liu et al." report a breakdown field in diamond of
21.5 MV/cm, but this is from a laser measurement where
breakdown was detected via a flash of light observed by the
naked eye. As undetected avalanching could have been
occurring at lower fields, this result is also excluded. The
positive trend of breakdown voltage with increasing
temperature indicative of avalanche multiplication was
reported in diamond diodes by Suzuki et al.' In 2010 Volpe
et al. published a diamond Schottky barrier diode with a
breakdown voltage of 9.8 kV26. Numerically integrating the
reported doping concentration of the 13.6 um thick drift layer
gives an average ND = 1.66x1016 cm'. Correcting for PT and
normalization gives an Ecrit =10.1 MV/cm. In 2014 Traore et
al. published results on diamond Schottky barrier devices with
even better characteristics36. Unfortunately, they do not report
a breakdown voltage, due to power supply limitations. PT
correction and normalization gives only a lower bound of Ecrit
= 6.96 MV/cm.

C. Power-Law fitting of Updated Ecru Values

The data points in Table II were fit by first taking the
logarithm of the data, and then performing a linear least-
squares fit to the resulting log to(Ecrit) vs. logio(Eg) data points.
Assuming the postulated relationship Ecrit oc q, the slope of
this fit yields the exponent y. The corrected data is best
reproduced by a power-law fit with exponent of —1.86 as
shown in Fig. 2. As can be seen in this figure, this value
provides a much better fit to the normalized data than the
previous literature estimates for y. Separated into direct- and
indirect-gap the respective exponents are 1.76 with R2= 0.947
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Fig. 3. Fit of theoretically derived critical field values for materials
of various bandgaps using Ridley's lucky-drift theory versus fit to
empirical data (see Section IV).

and 1.89 R2= 0.992. With such a small difference between the
direct- and indirect-gap cases, a single fit works best to explain
the Ecrit vs. Eg relationship for all semiconductors.

Based on the physics of impact ionization, the direct vs.
indirect nature of the bandgap is not expected to affect critical
electric field values for a semiconductor material. Carriers
undergo impact ionization at energies much higher than the
bandgap energy (E > 1.5Eg)31 where the direct-vs.-indirect
nature of the bandgap is no longer decisive. Hudgins et al.
concluded on using different fits for the direct vs. indirect
cases solely from R2 values of their fits. Our updated fitting
shows that this is no longer warranted.
The critical electric field of GaN is still debated, and many

UWBG materials are not near their predicted potentia125, so it
is realistic to expect that further clarification on the
relationship between bandgap and critical electric field will be
obtained in the future. Furthermore, the power-law fit is not
expected to hold indefinitely for arbitrarily high bandgaps.
To our knowledge a theoretical explanation of the observed

power-law dependence of the critical electric field with
bandgap has not been reported in the literature. In the
following section, a theory of avalanche ionization first
presented by Ridley45 is generalized to a dependence on
semiconductor bandgap and is used to calculate the
normalized critical electric fields as shown in Table II. This
data is shown in Fig. 3, with a slightly lower power-law fit of
1.67 with R2=0.99.

FIRST-ORDER MODEL TO EXPLAIN Ecrit VS. EG1•86
DEPENDENCE

To determine the theoretical dependence of Ealt on Eg, it is
necessary to explore the avalanche breakdown phenomenon
and to parameterize the expression as a function of bandgap.
Avalanche is assumed to occur when the multiplication factor
for either holes or electrons approaches infinity as discussed
in Section II and described by Eqs. (1) and (2).

Specifically, for the NPT case of a p+-n- one-sided step
junction, the electric field can be approximated by a linear
field profile described by Eq. (8) in Section II. Using this to
transform Eq. (3) from an integration over position x into an
integration over electric field E, one obtains:

7



0 E
Er CO

a (E) • expl- f (an(e)
qN D Lmax qivp Emax

ap(e))deidE —) 1
(18)

A complimentary equation describes the case for the
avalanche multiplication of electrons. Eq. (18) is simply the
generalization of Eq. (1), without the assumption that an = ap
and for a single material only. Also, the permittivity E has
been explicitly written as the product of the relative
permittivity of the semiconductor Er and the permittivity of
free space e . Eq. (18) indicates that the ionization
multiplication in a p+-n- junction is dependent only on the
dielectric constant of the material ( Er ), doping (ND), the
ionization rate (an, ap), and the electric field (which depends
on the applied voltage). For a given device, the critical field
can be found by evaluating the integral in Eq. (18) until the
expression approaches unity.

In developing the theoretical model, as with the derivation
of normalization in §II.B, the ionization rates of electrons and
holes are assumed to be equal. This assumption gives a
minimum E„it value for the material in question. For
moderate to wide bandgap semiconductors, the value of Ecrit
can increase slightly ( -5, 10% for up to a magnitude of
difference between an and ap) if an = a,. The effects of this
= a, assumption on critical electric field is an ongoing area

of research. In the case of an = ap, the avalanche breakdown
condition simplifies to:

0
Er Eo

a(E) clE —> 1
q ND fEinax (19)

Of these parameters, all but the ionization rate is well
characterized for many materials. In order to model the
electron and hole ionization rates an and ap for different
materials, we utilize the lucky-drift model of the electron as
reported by Ridley'. This is seen as a more accurate
representation than either the lucky electron theory of
Shockley46 or the thermalized electron model of Wolff'. In
fact, both the Shockley and Wolff theories can be recreated by
limiting approximations of the lucky-drift theory.
The lucky-drift theory describes the ionization rate as':

1 -2rx2aA = _c e x 

(

e e-x\

1 - 2rx )

pr re-x(1-0

(e-2rx2 (1-0 e -41-0 )1}

where
Eth

x - eEA'

=
Pr

T2 x 2
pT = 1 

- 
e-2rx(x-3)I

lx>-3'

1 - 2rx (20)

TABLE III
FITTED DEPENDENCIES OF EFFECTIVE MASSES OF PIUMARY BANDS IN

DIRECT-GAP SEMICONDUCTORS FROM INSB TO INDICATED MATERIALS

Low Eg High Eg Carrier Type / Fitted k
Material Material Band Factor 

InP electron 0.88
(E2=1.34 eV) light hole 0.86

split-off hole 1.2
GaAs electron 0.74
(Eg=1.424 eV) light hole 0.80

split-off hole 1.1
InSb wurtzitic-GaN electron 0.91
(k=0.17 eV) (Eg=3.45 eV) light hole 1.1

split-off hole 1.1
ZnO electron 0.86
(k=3.4 eV) light hole 1.0

split-off hole
A1P electron 0.90
(k=3.91* eV) light hole

split-off hole
A1N electron 0.89
(Eg=6.0 eV) light hole

split-off hole
Numerical Average 0.93 

*A1P is an indirect material, but its smallest direct gap is used
here per Siddiqua et al.49

where Eth is the threshold energy required for ionization, A is
the mean relaxation length for the carrier, and r is the ratio of
average energy loss per collision to the threshold energy, Eth.
Therefore, Eq. (20) depends only on the applied electric field
( E and three material parameters: the threshold energy
required for ionization (Eth), the mean carrier relaxation length
(A), and the ratio of average energy loss per collision to the
threshold energy (r)). In order to understand the relationship
of the ionization rate to material bandgap, we transformed Eth,
A, and r into functions that depend on bandgap.
The threshold energy Eth is the energy that a hot carrier must

possess to create an electron-hole pair. While the assumption
by many is that ionization can be initiated by any electron with
energy > Eg, carrier energy must actually generally be 1.5Eg
or more as explained in Maes et al.31
The ratio of average energy loss per collision to the

threshold energy (r) is described by:

hw
r = 

[2n(w) + I]Eth
(21)

where h is the reduced Planck constant, co is phonon angular
frequency, and n (w) is the quantization number.
Of the variables in Eq. (20), only Ed, is a direct function of

Eg. Since Eth is proportional to Eg, Eq. (21) reduces to:

r a E9-1 (22)

The parameter A describes the mean free path length of a
carrier before thermal relaxation, as a hot carrier must interact
with an electron-hole pair before it is thermalized to an energy
below Eth. The mean free path is actually energy dependent48
and is equal to the product of the group velocity of the carrier
(v g) and the scattering time (r).
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= v9 .1- (23)

In general, scattering time (r) depends on the particular
scattering mechanism with several competing mechanisms
(ionized impurity, dislocation, acoustic phonon, optical
phonon, etc.) occurring simultaneously49. The intervalley and
interband scattering processes, which result in the absorption
or emission of optical phonons, are the dominant mechanisms
at high temperatures and electric fields 50. For nonpolar optical
phonon scattering, which is important for the majority of
semiconductor materials, the scattering time is energy
independent and depends inversely on the effective mass
(m*)50:

1
T OC 3

m*2
(24)

The group velocity of carriers away from the band edge is
dependent on energy (E) and is given by51:

2E
v9(E) = inT (25)

If we consider a carrier at the threshold energy, then Eq. (23)
becomes:

1
a
m*2

2Eth

m*
(26)

The mean free path (2) is then a function of Eth (which has
already been shown to be proportional to bandgap) and
effective mass (m*). To assess the approximate dependence of
effective mass on energy gap for a wide range of materials, we
have surveyed the reported effective masses for the primary
bands for electrons, light holes, and split-off holes for the
materials shown in Table III and have computed the exponent
k using the equation:

(Eg2)
k

—mi Egl
(27)

for each material pair, where nix* represents the effective mass
and the subscript '2' denotes the wider bandgap material. The
data for this survey comes from Refs. 20, 21, and 48, and it
should be noted that fitted results for heavy holes were
excluded from Table III as that trend is quite sublinear; note
that heavy holes are not expected to participate as strongly in
avalanche ionization due to higher mass, lower group velocity,
and higher scattering rate. Striking in Table III is that the
dependence of effective mass for both electrons and the lighter
holes from InSb through the mid- and wide-bandgap materials
is nearly linear, with the numerical average for k for all cases
shown being k= 0.93. A linear relationship between m * and Eg

can also be derived via Bloch Theory for a periodic potential,
although this treatment is not shown here'.

With Eth and m* both being linearly related to Eg, Eq. (26)
can be directly related to Eg:

1 1

1 Eth2 1 Ea 2 1
cx oc . •• oc

3 1 3 1 3

17/*2 m*2 E92 E92 Eyz
(28)

With Eth, r, and all related to Eg, it is possible to solve
Ridley's avalanche equation for a variety of material systems.
Towards this end, to determine the predicted Ecrit for a variety
of materials, a computation program using Python was
developed that incorporates the equations presented here and
iterates voltage to find critical field. A brief flow diagram for
the program is shown in Fig. 4.

Materials constants
Dielectric constant: E
Bandgap: Es

Device Parameters
Doping: ND

Calculate
Threshold energy: Eth

Mean free path: A
Energy loss ratio: r

Table IV

Applied Voltage: 
v

Calculate Maximum Electric Field: Emax — 
27v

Calculate Ionization rate a(E): Lucky-Drift Model Eq. 20

Calculate Multiplication coefficient M: ;1+1: f:m..,a(E)dE

Ecrit = Emax

YES

Are either >1? 

Avalanche Breakdown

NO

Iterate voltage:
1/1+1 = +

Fig. 4. Flow diagram for determination of Critical Field, Ecrit

Although the three parameters of the lucky-drift model (Eth,
r, and il) are functions of material parameters, for simplicity
these parameters were taken to be values having a dependency
on bandgap with proportionality constants based on those
measured for Si (as shown in Table IV). The threshold energy
Eth was assumed to be proportional to bandgap with a
proportionality constant of 1.531. The ratio of average energy
loss per collision to the threshold energy r was taken to be
proportional to 4-1. Ridley lists room temperature values of r
for Si ranging from 0.049 to 0.06348. Assuming a middle value
of r = 0.056 and correcting for the Si bandgap (Eg = 1.12), we
assume a proportionality constant of 0.063. Last, the mean
relaxation length A, is assumed to vary as Eiv 2. For Si (Eg =
1.12), the carrier mean free path has been calculated by
multiple authors and been found to be in the range of 7.1 to
11.94 nm53-57. We assume that the mean free path is
approximately 10 nm, which would give a proportionality
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constant of 12x10-7 cm. We assume this mean free path holds
for materials of other bandgaps. Deviation from the
assumption that materials constants scale directly with
bandgap due to particular materials properties will lead to
deviations off the trend and data scatter dependent on the
particular material of interest.

TABLE IV
LUCKY-DRIFT PARAMETERS USED IN DETERMINATION OF CRITICAL

ELECTRIC FIELD FOR MATERIALS OF VARYING BANDGAPS.

Parameter

Threshold Energy, Ed,

Ratio of average energy loss per
collision to the energy, r

Mean relaxation length,

Value 
1.5 • Eg

0.063

Eg

12 x 10-7

E 3/2

Reference
Maes et al.

Ridley

Several (see
refs. 53-57)

Results from the simulation algorithm are shown in Table
II. These results are plotted (Fig. 3, solid trace) against the
experimental results and best fit (dashed trace) as described in
§III. The simulated results give excellent agreement with the
experimental data for materials with Eg > 0.5 eV. The
simulated critical field varies as a power law in bandgap with
a slope of 1.67. This shows reasonable agreement with the
slope of 1.86 derived in Section III-C.

V. CONCLUSION

This work has carefully examined the relevant literature on
avalanche breakdown. The analysis has shown that many of
the previous reports of the behavior of Ecrit vs. Eg have been
influenced by non-optimal experimental data, non-optimal
fits, and uneven comparisons between different fabricated
devices. In this work, we have introduced a normalization
technique that can be used to correct for differences in doping
and device design to develop a fair comparison between
breakdown measurements.
By normalizing the data, the best relationship between E„it

and Eg was found to be a power law with y = 1.86. This
relationship was then derived via a first-principles calculation
of the avalanche mechanism using the expression for the
ionization coefficient derived by Ridley and applied to
materials with different bandgaps. Simulations of Ecru vs. Eg
using these equations can re-create the relationship shown by
the normalized experimental data.

This new relationship has implications for the usage of
WBG devices for power electronics as well as RF
applications. For example, based on the E„it Egl 86

dependence, the relationship between specific on-resistance
(RoN,s„), breakdown voltage ( VBD), and Eg for power switches
over this bandgap range is best described by Roxs, cc VBD2 Eg-
5'58 for both direct and indirect semiconductors. A literature
review of the latest data shows that the historical relationship
(Roxsp oc VBD2 47 5) for direct semiconductors may be overly
optimistic2, placing too much emphasis on the breakdown
performance of devices. This new analysis and theory also has
application for emerging ultra-wide-bandgap semiconductors,
for which accurate measurements of the impact ionization
coefficients and critical electric field have yet to be made.
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APPENDIX

Derivation of Theory of Normalization over position x, with
the variable 6 equal to the exponent in the Fulop
approximation:

1. ao riPT[EpT(x)16 dxJo 
= ao fowNPT r

LENPT(X)Y5 dx

a. E(x) = Ecrit — qi÷D x
8
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