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Abstract—Neuromorphic Computing is a burgeoning field of
research. Many groups are exploring hardware architectures
and theoretical ideas about spiking recurrent neural networks.
The overarching goal is to exploit the low power promise of
these neuromorphic systems. However, it is difficult to train
spiking recurrent neural networks (SRNNs) to perform tasks
and make efficient use of neuromorphic hardware. Reservoir
Computing is an attractive methodology because it requires no
tuning of weights for the reservoir itself. Yet, to find optimal
reservoirs, manual tuning of hyperparameters such as hidden
neurons, synaptic density, and natural structure is still required.
Because of this, researchers often have to generate and evaluate
many networks, which can result in non-trivial amounts of
computation. This paper employs the reservoir computing tech-
nique (specifically liquid state machines) and genetic algorithms
in order to develop useful networks that can be deployed on
neuromorphic hardware. We build on past work in reservoir
computing and genetic algorithms to demonstrate the power of
combining these two techniques and the advantage it can provide
over manually tuning reservoirs for use on classification tasks.
We discuss the complexities of determining whether or not to
use the genetic algorithms approach for liquid state machine
generation.

Index Terms—spiking neural networks, reservoir computing,
genetic algorithms, machine learning, neuromorphic computing.

I. INTRODUCTION

Spiking recurrent neural networks (SRNN) are an increas-
ingly popular model of computation. This is in part due to
the rise of commercial spiking neuromorphic systems such as
IBM’s TrueNorth and Intel’s Loihi [1] [2] [3]. Because of their
theoretical capabilities [4], they are able to tackle complex
tasks such as spatiotemporal data processing [5]. A key
question associated with SRNNs is that of training, both for
general SRNNs and for those developed with intent to deploy
on real neuromorphic systems. Specifically, determining the
network’s topology (number of neurons and synapses and
their connectivity) as well as the parameters of the network
(weights, thresholds, etc.) is not a straightforward task. To
achieve the full computational power of SRNNs and thus
of neuromorphic systems, it is imperative that we develop
effective algorithms for building SRNNS tailored to real tasks.

In this work, we explore two optimization techniques
for randomly creating reservoirs in a liquid state machine
implementation of reservoir computing. The first technique
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is a grid search on two hyperparameters — hidden neurons
and synaptic density — where random reservoirs are created
on each instance of the grid search. The second technique
employs a genetic algorithm called Evolutionary Optimization
of Neuromorphic Systems (EONS), where smaller random
populations of reservoirs are created and then evolved to
optimize the reservoirs. We compare the two approaches on a
classification problem implemented by a spiking neuromorphic
system called DANNA2 [6]. We also explore the impact
of standard metrics for reservoirs on each of the reservoirs
generated by both techniques.

II. BACKGROUND AND RELATED WORK

Spiking neural networks gained prominence in neural net-
work literature in the late 1990’s. One of the most important
distinguishing factors between spiking neural networks and
previous generations is the non-trivialization of time in the
computation of the network. In particular, the timing of
events in a spiking neural network are integral to the way
that computation occurs [4]. Since then, they have become
increasingly popular, partially due to the rise of commercial
spiking neuromorphic hardware [1]. Spiking recurrent neural
networks (SRNNs) are those that allow for recurrent connec-
tions. Typically, these networks are not organized in a layered
structure that is typical with other neural network types.

As noted in the introduction, a key issue associated with
spiking neural networks is how to train them. Gradient-descent
or back-propagation-based spiking neural network training
algorithms have been proposed [7], but they typically rely on a
pre-determined network topology and do not fully leverage the
computational capabilities of the networks. One of the most
common training approaches for spiking neural networks in
general (including spiking recurrent neural networks) is spike-
timing dependent plasticity or STDP [8]. Again, in this case,
elements of the network like synaptic delays and topology may
not be defined by the training algorithm, leaving them for the
user to define, often in an ad hoc manner.

Defining network topology in a systematic way has been
done for both traditional neural networks and spiking neural
networks using algorithms in the field of neuroevolution [9].
Neuroevolution methods have been used to determine all
aspects of neural networks, including determining network



topology and parameters simultaneously [10] and determining
network topology while utilizing a more traditional weight
training algorithm [11]. Neuroevolution methods have also
been used specifically for evolving spiking neural networks
[12], [13] and spiking neural networks for neuromorphic
implementation [14], [15].

Reservoir computing is another widely used approach for
utilizing recurrent neural networks [16]. As previously men-
tioned, it is particularly attractive because no tuning of reser-
voir synaptic weights is required. However, the technique still
typically requires the tuning of hyperparameters, which we
discuss later in this work. The two main reservoir computing
approaches are echo state networks and liquid state machines.
Echo state networks [17] use non-spiking recurrent neural
networks for the reservoir. Liquid state machines [18] use
spiking recurrent neural networks. Reservoir computing and
liquid state machines have successfully utilized spiking re-
current neural networks for a variety of applications, such as
robotics controls, object tracking, motion prediction, pattern
classification, signal processing, and time-series prediction/-
classification [19], [20], [21], [22].

Using memristive devices and neuromorphic architectures
for reservoir computing is also an active area of research
[23], [24], [25], [26]. The ability for spiking architectures to
provide interesting complex computation without training the
full network leads to energy efficient hardware applications.
Further, reservoir computing can be implemented with other
sufficiently dynamical physical systems. For instance, research
groups have demonstrated implementations of reservoir com-
puting using actual liquid [27], optoelectronics [28], and
quantum systems [29].

III. SPIKING RECURRENT NEURAL NETWORK MODEL
AND TRAINING METHODS

A. Spiking Recurrent Neural Network Model

For this work, we use the DANNA2 neuromorphic model
[6]. DANNA2 offers a software simulation and a digital
hardware architecture for spiking recurrent neural networks
(SRNN). Each network is a collection of neurons arranged
within a two-dimensional coordinate system. Neurons follow
a simple accumulate and fire model in which each neuron
accumulates charge over time until a specified threshold is
reached leading to an output spike. After a neuron fires, it
enters a configurable refractory period in which it may not
fire again until refractory is complete. Further, neurons have
a configurable leak parameter. Spikes propagate from one
neuron to another through synapses. Each synapse transfers a
spike from one neuron to another with a configurable weight
value and temporal delay. The weight parameter for a given
synapse can be dynamically modified during operation using
Spike Timing Dependent Plasticity (STDP). Weights can be
both negative and positive, thus allowing for both excitatory
and inhibitory connections. In this work, STDP is not utilized.
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Fig. 1: Diagram of reservoir computing. Input is passed into the
reservoir (liquid in this case), then after a predetermined amount
of time, the reservoir is sampled and the sample is passed into the
readout layer as a feature vector.

B. Training: Reservoir Computing

A Liquid State Machine (LSM), shown in Figure 1 is a
computational model incorporating the time-varying behavior
of recurrent spiking neural networks as a filter for information.
The LSM model includes three parts; an input layer, the
liquid, and a readout layer. In order to act successfully as the
liquid or reservoir, a spiking neural network must have two
important properties: input separability and fading memory.
Input separability simply means that the liquid filters the
data in such a way that, provided different inputs, different
states are reached. Without this property, a readout mechanism
will be unable to differentiate between the different inputs.
For example, measures such as Euclidean distance can be
used to track rates of separability across output vectors [4].
Fading memory is the requirement that a single input will
not recursively propagate ad infinitum. Several measures of
reservoir stability have been explored, such as the spectral
radius and the Jacobian of the weight matrix [30]. These
features give numerical measures of reservoir stability with
respect to fading memory, and they have been used in studies
of genetic algorithms for reservoir generation [31].

If a network has input separability and fading memory, it
can be proven to be a universal function approximator via
the Stone-Weierstrass theorem [20]. In theory, if a spiking
neural network has these two characteristics, then it can act
as the liquid for a LSM. Thus, the only training step for the
spiking neural network component is ensuring that the network
is sufficiently complex as to have both properties required
of the liquid. This can make randomly generated liquids
sufficient. However, the likelihood of a randomly generated
network working well for a given problem depends on prior
information, such as a relative size for the randomly generated
liquid. It also depends on the problem to be solved. Hyper-
parameters like the number of hidden neurons, the synaptic
density, the actual topology (connections), leak values, and
any other tunable network parameters can have an impact
on reservoir success. In this respect, researchers often have
to generate and evaluate many networks before arriving at
a successful or optimal reservoir, even when a valid set of
hyperparameters are selected. As we discuss in this paper,
genetic algorithms can help to generate successful topologies
without needing to have intuition about these properties in
advance.

After the potential liquid has been generated, it is stimulated



to generate states for post-processing. The readout layer is
trained to classify information from the extracted reservoir
state vectors. In particular, the readout layer is typically trained
with linear regression, though the definition of a Liquid State
Machine is general enough to allow for different kinds of
readout layers such as support vector machines, perceptrons,
or multivariate logistic regression (softmax).

Here, we use a multinomial logistic regression (a softmax
classifier) for the readout layer. The weight matrix is trained
with gradient descent and the backpropagation algorithm. In-
put is fed into the liquid, which transforms its state throughout
the process of spiking events. It is this altered state (the outputs
of the liquid) that is captured for processing by the readout
layer. After a predetermined number of simulation cycles,
the state of the liquid is taken and passed to the softmax
classifier. The state representation of the liquid is contained
within a vector. The state vector Z that we utilize in this work
consists of the number of spikes an output produces throughout
simulation, and contains elements equal to the number of
outputs of the network. A state corresponding to a particular
input may be reused; it does not have to be re-simulated
for every training step. Mathematically, the representation is
described as follows:

N
Zi = ZOutputi,j (1)

J

N is equivalent to the number of simulated timesteps. The
vector Qutput; ; contains a 0 if the output neuron ¢ did not
fire on timestep j, and a 1 if it did fire. Z; represents the state
for output ¢. The state vector is computed after simulation and
passed to the readout layer. Instead of a snapshot of the entire
state of the liquid at a particular time, the state vector tracks
the dynamical behavior of the network through output spikes.
Note that this is merely one possible state representation used
for the ease of computation. Other possibilities exist and can
improve classification performance through the use of more
extensive information from the spike trains, such as low-pass
exponential filtering of the generated spike signals.

The representation described above is passed through the
readout layer to determine the final output. During the training
phase, the readout layer then computes the error gradient of
the softmax and squared error cost function. Lastly, backprop-
agation is used to update the weights.

C. Training: Evolutionary Optimization of Neuromorphic Sys-
tems

For our genetic algorithm, we use Evolutionary Optimiza-
tion of Neuromorphic Systems (EONS), which has been
employed previously to train SRNNs intended for use on
neuromorphic systems [14], [32]. What makes EONS interest-
ing is that it optimizes not only the numeric hyperparameters
of the SRNN’s, but also their structure. Networks in the
EONS populations are represented as graphs in which the
nodes and edges have optimizable parameters. Crossover and
mutation operations leverage this graph-based representation.

Each application must implement a fitness function that takes
a network as input and returns a single numerical score, in
which higher fitness scores correspond to better performing
networks. The EONS framework determines both the topology
of the network (number of neurons and synapses and connec-
tivity pattern) and the parameters of the network (weights,
thresholds, etc.) Note that having to define a fitness function
which determines what output comprises high success rates is
different than that of a readout layer in reservoir computing.

D. EONS Applied to LSMs

We explore two methods for training liquid state machines:
grid search and EONS. To use EONS, we must provide a
value of fitness for each network in the population. The
value of fitness is computed in multiple steps. First, the
network is stimulated by applying spikes over time. After
the predetermined number of time-steps have passed, the state
vectors are collected in the format described in the preceding
section. Then, the readout layer is trained. The fitness achieved
by the readout layer is returned as the fitness value. Several
other fitness values for genetic algorithms training liquid
state machines have been explored, such as using metrics
describing the network separability or spectral radius [33]. As
we demonstrate in our results, relying on those properties may
not be the best approach to finding successful reservoirs.

IV. EXPERIMENT AND RESULTS

The classification accuracies of reservoir computing on
many well known datasets have been demonstrated in previ-
ous work by other researchers [34]. Here we focus on the
Ionosphere dataset as a case study [35], as our goal is to
demonstrate the usefulness of EONS when compared to grid
search. First, we will describe the dataset. Then, we will delve
into the experiment we performed. Finally, we will examine
the results obtained with each of the individual methods.

A. Ionosphere

The Ionosphere dataset is a collection of information gen-
erated by a phased array of 16 high-frequency antennas. The
antennas send a multipulse pattern targetting free electrons
in the ionosphere. A receiver is activated in-between pulses.
The result is 17 pulse numbers each composed of 2 complex
attributes representing the electromagnetic signal, resulting
in a total of 34 continuous valued features. Each of the 34
samples is converted into a range of 10 pulses on an individual
input neuron, with an interval of 1 time step between pulses.
Thus, 34 inputs, each spiking a number of pulses proportional
to the input value. The phase shift of returns is measured to
determine the target velocity. In specific, an autocorrelation
function is computed on the returned signal, which can be
used to determine the Doppler velocity of the target. If a
target is moving with constant velocity, the autocorrelation
function will show a phase shift proportional to the pulse
number. A sample is determined to be a “good” radar return if
structure was detected (and the phase shift is proportional), and
determined to be “bad” otherwise. Reservoir computing results
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Fig. 2: The heat maps above were generated from a two-level grid search on randomly created reservoirs trained on the ionosphere dataset.
Each block in the heat map represents the best accuracy from a population of 100. The number of hidden neurons and the synaptic density
are varied on the y and x axes respectively. Note that the y-axis refers to number of hidden neurons, and that the synaptic density refers
to hidden + 20 outputs, so (hidden + 20) x density for all possible connections. The bottom heat maps are of a second level search
across the 60 neurons block centered on the best accuracy from the top level grid search: 0.15 synaptic density. This demonstrates that the

hyperparameter configuration is an integral part of reservoir success.

from randomly generated reservoirs are previously reported as
92%, but an accuracy of 96% is typical of traditional machine
learning algorithms, with a high of 98% [34].

B. Experiment Design

For our experiment we evaluated 60,000 networks using
both grid search and EONS, which resulted in a total of
120,000 network evaluations. The number of tests was kept the
same to demonstrate the results of each method with the exact
same number of network simulations. There are 34 inputs to
the reservoir, 20 outputs from the reservoir to the readout, and
a softmax layer with two outputs for the readout. Each method
was evaluated on the ionosphere dataset with a 50/50 train/test
split. The readout was trained on each individual network
for 1,000 epochs with a learning rate of 0.001 (determined
experimentally). DANNA2 synaptic weights range from -256

to 255, and delays range from O to 255 [6]. Values are
uniformly distributed across this range for generation.

We recorded the training and testing accuracy of each
of the 120,000 evaluated networks as well as the metrics
relevant to reservoir computing discussed in previous sections.
Specifically, we look at the spectral radius of networks, which
is related to the fading memory property. We also recorded
the silhouette coefficient, which is a commonly used metric in
statistics ranging from -1.0 to 1.0. The silhouette coefficient
represents the validity of clusters generated by clustering
methods. A coefficient value of -1.0 means that all points are
incorrectly clustered, and a value 1.0 represents fully valid
clusters [36]. In the context of reservoir computing, it is a
single value that can be viewed as a representation of the
ability of a liquid to separate information, and it is computed
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Fig. 3: The histograms depicted above represent the accuracy dis-
tribution across configurations utilized in the grid search. It is clear
that a valid choice of hyperparameters still does not ensure successful
reservoirs. Further, even within a fine-grained search across a good
choice of hyperparameters, many liquid evaluations may be required.
The accuracy distribution is higher on average in the fine-grained
approach, but the highest performing reservoirs are still a small
portion of the overall distribution.

from the state vectors generated by sampling a liquid after
stimulation.

C. Grid Search Results

Knowing where to start with the hyperparameters for liquid
state machine generation can be unclear. There are guidelines
and recommendations for reservoir computing [37], but often
researchers have to generate many random networks to find
a satisfactory solution. To demonstrate this, we performed a
grid search varying the number of hidden neurons and the
synaptic density (relative to the number of hidden neurons).
The number of hidden neurons was varied from 10 to 100 in
increments of 10, and the synaptic density was varied from 5%
to 50% in increments of 5%. For each of these configurations,
100 random networks were generated. After the coarse-grained
grid search, the five best hyperparameter settings for number
of hidden neurons and synaptic density were chosen, and a
fine-grained grid search was performed in which we fine-tuned
the search to vary across the best performing configurations
in increments of 1 neuron and 1% synaptic density (also with
100 networks per configuration). In total, the coarse-grained
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Fig. 4: These graphs are generated from all 60k of the grid search
tests. The average silhouette coefficient increases with accuracy, but
still has a wide range of values. The spectral radius also narrows
to a certain range with higher accuracy, but spectral radius values
in that range exist across a majority of the spectrum of accuracy, so
having a value in that range does not guarantee success, nor prevent
it.

grid search was 10,000 tests, and each fine-grained grid search
was 10,000 tests, for a total of 60,000 tests.

The relevant results are shown in the heat maps in Figure 2.
The top two heat maps are of the coarse-grained grid search
training and testing accuracy. It is clear that certain configu-
rations outperform others, with the highest synaptic densities
resulting in far lower levels of accuracy. This is a result of the
network activity becoming too chaotic to convey information.
The success depends upon the combination of neurons &
synaptic density rather than on one of the two parameters.
In other words, this forms a joint probability distribution.
To further demonstrate that hyperparameter configuration is
important, we display results from the fine-grained search
on the best training accuracy spot: 60 neurons centered on
a synaptic density of 0.15. The bottom heat maps are of
this search, and show that high accuracy is attained across
the spectrum of hyperparameters when an appropriate coarse-
grained configuration is found. However, it is important to



note that these heat maps are demonstrating the best accuracy
achieved out of 100 networks for each configuration. Even
after finding an appropriate selection of hyperparameters, the
distribution of reservoir success can vary wildly. This is
shown in Figure 3, and serves as an example of the need to
evaluate multiple reservoirs before finding a successful one.
An exhaustive search is required in order to know the true
distribution of successful reservoirs.

As mentioned earlier in this paper, metrics associated with
reservoirs are often evaluated in order to determine the validity
and success of said reservoir. While there certainly can be
a correlation between certain metrics and accuracy, having a
“good” value for such a metric does not guarantee success.
On the other hand, having high accuracy does not mean one
will have good reservoir values. This is demonstrated in the
box plots in Figure 4. We can see that the average silhouette
coefficient increases with accuracy, but still has a wide range
of values. Further, the highest accuracy networks seemingly
do not follow the trend, and thus appear to be outliers. Notice
the lack of range on some of the x points, as they appear to be
single instances of these high accuracy networks rather than
repeatable scores. They are included because this data was all
generated by the experiments performed as a part of this work,
and the outliers demonstrate the necessity of hyperparameter
tuning to achieve high levels of reservoir performance.

The spectral radius also narrows to a certain range with
higher accuracy, but spectral radius values in that range exist
across a majority of the spectrum of accuracy, so having a
value in that range does not guarantee success [37]. Because
the spectral radius alone is an inadequate measure of reser-
voir capability, and separability metrics all rely on gather-
ing state vectors from reservoir simulation, it is essentially
a requirement that the liquids be simulated for evaluating
success accurately. Therefore, the number of computations can
easily become the same as that of performing an intelligent
generation of liquids, as is done with EONS.

It is important to note that the rate of success from random
generation can essentially go to zero if networks are not
complex enough or too complex, even when the spectral radius
falls into the recommended region from literature (which is
less than 1.0, but not too low to not generate activity). The
size of the network required depends entirely upon the problem
attempting to be solved, and thus to truly map the distribution
of rates of success from random generation for a particular
problem, one would need to perform an exhaustive parameter
sweep across the number of neurons, number of synapses,
number of outputs being sampled, limiting delays on synapses,
leak on/off, synaptic plasticity on/off, and any other adjustable
network parameters. This is clearly comparable in complexity
to utilizing a structured run of EONS.

D. EONS LSMs

We set the population of each EONS run to be 50 networks.
We performed 100 runs, each lasting 12 epochs, and each
of which matched a different configuration from the coarse-
grained grid search performed for random generation. In other
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Fig. 5: Top 500 performing networks from each of the methods. The y-
axis is presented on a log scale. The plots demonstrate that the EONS
results are skewed towards higher performance. Slight over-fitting can
be remedied through manual tweaking of parameters, and becomes
less apparent when reviewing more than the top 500 performers.

words, one EONS run population was initialized randomly
with 10 hidden neurons and 5% density, another was 10
hidden neurons and 10% density. That way, for each grid
configuration, there was a matching configuration for a run
of EONS. These parameters were selected to match the grid
search, as 50x100x12 = 60,000, the same number of networks
as the grid search.

In order to perform a direct comparison of the success
between the grid search and the EONS runs, we sorted all
60,000 tests for each method by training accuracy. Then, the
top 500 liquids were taken for each method (based on training
accuracy), and the distribution of accuracy was plotted. Figure
5 demonstrates that although both methods are capable of
reaching expected levels of accuracy, the structured search
performed by EONS skews the distribution towards higher
performing networks. Further, looking at Figure 6, we can see
that EONS converges to the expected accuracy regardless of
the beginning population initialization configuration. In other
words, even though each EONS run began with a different
number of hidden neurons and synaptic density combination,
they all converge. This fits our thesis, which is that sim-
ply allowing an intelligently structured search from EONS
to generate reservoirs arrives at successful hyperparameters
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Fig. 6: The top two figures are hex-bin plots of the EONS tests performed. The top-left plot is epoch 0, and the top-right plot is epoch
11. Each plot is of all 50 networks from all 100 runs for a total of 5k. Each hexagon represents a bin, and all of the samples falling into
that region are integrated into that bin. The color gradient represents the number of samples in a bin. EONS converges to the expected
accuracy regardless of the starting configuration, which is an inherently different result than the two plots at the bottom; the left being the
coarse-grained grid search, and the right being of all 5 fine-grained grid searches.

regardless of the starting condition. As demonstrated, this
conclusion does not hold for random generation.

V. DISCUSSION

The number of neurons in a system has an effect on the
complexity that a neural network can represent. For reservoir
computing, knowing exactly how many neurons are necessary
to adequately separate one’s problem set does not have an
answer. Choosing to use too many can result in needlessly
large networks, while choosing too few can easily result in
networks that are incapable of separating the information. In
the context of neuromorphic computing, where low power is a
key promise, using an unnecessarily large size will use more
power than necessary.

The properties of simulation and evaluation of SRNNs are
dependent on many different factors. For instance, higher

levels of connectivity typically generate more events, and are
thus slower to simulate. Further, the number of neurons being
sampled for output can contribute to the overall success of
reservoir systems. In order for random generation of LSMs
to succeed, one must be randomly generating networks with
sufficient complexity. Certainly, one may perform a search
over the many different parameters, but this can end up taking
just as much time as EONS and perform comparably in
terms of accuracy. As demonstrated in this paper, generating
satisfactory reservoirs for a given problem can depend on prior
knowledge, which often leads to researchers generating many
random networks before arriving at one that works. In many
scenarios, we would recommend that systems like EONS be
put into place, as they can more efficiently search through that
same problem space.



VI. CONCLUSION

In this paper, we have explored reservoir generation for
a spiking recurrent neural network implementation of liquid
state machines on a classification problem. We explored two
well-known hyperparameter optimization techniques — a two-
level grid search, and a genetic algorithm called EONS, which
includes network structure of the reservoir in its optimization.
In our tests, the EONS optimization discovered better networks
on the whole, and also converged more reliably. We used
our experiment to evaluate the metrics of spectral radius
and silhoutte coeficient on reservoir effectiveness. While the
two metrics showed converging trends for networks that train
better, when used in isolation, they are not sufficient to be
used to construct good reservoirs.
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