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Abstract
In imaging applications, such as X-ray radiography,
the experimental system setup and data capture
process introduce system blur and distortion. In
images taken with thick scintillators, a spatially-
varying system blur is observed, requiring a non-
standard approach to blur and distortion estima-
tion and removal. We demonstrate an approach
to estimation of local point spread functions us-
ing checkerboard radiographs collected at the Naval
Research Laboratory (NRL) and extend that into
a map defining the kernel over the camera field of
view.

Thick Scintillators
In high energy X-ray radiography, X-rays are pulsed
from a source and travel through a scene. X-rays
that are not attenuated by objects in the scene are
absorbed by a scintillator, and re-emitted as visible
light. An imaging system then captures this light to
produce the output image, as depicted in Figure 1.

Figure 1: Imaging system schematic

X-rays from the source are emitted as a cone beam.
The photons produced via scintillation can occur at
any point along the X-ray trajectory through the
scintillator. The X-ray path has a larger extent far-
ther from the center of the X-ray source as depicted
in Figure 2, which results in blur that varies spa-
tially.

Figure 2: X-ray path through a thick scintillator

Checkerboard Data
A checkerboard target can be used as a calibration object for quantifying blur in X-ray radiography. This
image was captured with a a 20mm thick Lutetium-yttrium oxyorthosilicate (LYSO) scintillator at NRL.

Figure 3: On the left, a radiograph of a tungsten checkerboard is overlaid with the center of each square, and
positions for calculated PSFs. Specific portions are marked in red and blue. On the right, these portions are
zoomed, and the mean vertical and horizontal edges are plotted, along with the resultant PSFs, calculated as in [1].

Spatially Varying Point Spread Functions
Given the two grids of horizontal and vertical PSFs, an approximation for a PSF at any point in the grid
can be produced via a partition of unity (POU) between successive PSFs across the image.

Figure 4: The set of horizontal POU functions used to interpolate a PSF between known points (left); an example
pair of vertical and horizontal PSFs for a specific point (right)

It is expected that the PSFs are correlated to the center of the cone beam, so the horizontal and vertical
cross sections are not along the primary axes of the PSF. Using a Gaussian approximation and forcing the
covariance based on the position of the PSF, it is possible to get a regularized Gaussian fit of a 2D PSF
that attempts to match the horizontal and vertical PSFs at that point.

Figure 5: 2D PSF contour with vertical and horizontal residuals (left); Gaussian 2D PSF (right)

Conclusion
In many classical treatments, the blurring process
is modeled as a convolution between the true image
and a spatially invariant PSF.

b(s, t) := A[u](s, t) =
∫
Ω

u(x, y)a(s− x, t− y) dx dy

The tools under development here seek a higher
fidelity, higher precision model that accounts
for spatially varying blur that has been found
experimentally [2].

Building on techniques that can model blur (as
PSFs) but only in small regions across boundaries
of high contrast [1], the team has developed the
framework to piece together PSFs from those dis-
crete points to form a smooth spatially varying blur
kernel.

b(s, t) := A[u](s, t) =
∫
Ω

u(x, y)a(s, t, x, y) dx dy

Numerical simulations followed by direct compar-
isons with anticipated experiments are planned to
calibrate the model and evaluate its performance
with respect to deconvolution.
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