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ABSTRACT 
The classic models for ductile fracture of metals were based on experimental observations 
dating back to the 1950’s.  Using advanced microscopy techniques and modeling algorithms 
that have been developed over the past several decades, it is possible now to examine the 
micro- and nano-scale mechanisms of ductile rupture in more detail.   This new information 
enables a revised understanding of the ductile rupture process under quasi-static room 
temperature conditions in ductile pure metals and alloys containing hard particles.  While 
ductile rupture has traditionally been viewed through the lens of nucleation-growth-and-
coalescence, a new taxonomy is proposed involving the competition or cooperation of up to 
seven distinct rupture mechanisms.  Generally, void nucleation via vacancy condensation is not 
rate limiting, but is extensive within localized shear bands of intense deformation.  Instead, the 
controlling process appears to be the development of intense local dislocation activity which 
enables void growth via dislocation absorption.   
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Figure 8: High-magnification images of the cavity shown in Figure 7(c) are provided. For reference, 
the areas presented in (a) and (b) are labeled in Figure 7(c). The image in (a) highlights the 
tensile voids on either side of the cavity that coalesced to form the cavity. The secondary 
electron image in (b), taken after this specimen was tilted 70 about its STD, shows that these 
tensile voids coalesced by void sheeting. This is evidenced by the rows of shear dimples on the 
sides of the cavity. ..................................................................................................................................... 31 

Figure 9: A macrofractograph of a ruptured 3N-Cu sheet specimen is shown in (a). The images in 
(b) and (c) are high-magnification images of the areas highlighted in (a). These images show 
that the center of the fracture surface is covered with tensile dimples whose ligaments are 
covered in shear dimples. However, the slanted edges of this fracture surface are essentially 
dimple-free, evidence that central cavities grew by the OAS mechanism. ....................................... 32 

Figure 10: The fracture process in the 4N-Ni sheet material is illustrated using images from the 
midplane cross sections of four different specimens that were interrupted at (a) 50%, (b) 25%, 
(c) 20%, and (d) 10% of the UTS. The sketches overlaid on each image highlight the dominant 
fracture mechanism at this point in the fracture process: (a) the formation of a macroscopic 
shear band, (b) the two halves of the material catastrophically shearing past each other, as can 
be seen by comparing this image with that in (a), and the nucleation of voids in the shear band, 
followed by the coalescence of these small voids leading to (c) the formation of a central cavity 
by intervoid shearing, and (d) the growth of this cavity by the OAS mechanism. From these 
images, it appears that the transition from single-plane catastrophic shear to intervoid shearing 
occurred suddenly, though it is likely that the catastrophic shear process enabled void 
coalescence by elongating the voids along the shear axis. .................................................................. 33 

Figure 11: Secondary electron images of the interior of the cavity shown in Figure 10(c) are 
provided. These images were taken after the specimen was tilted 70  about its STD to allow the 
interior of this cavity to be imaged. These images highlight the portions of the edges of the 
cavity that were either covered in shear dimples or were dimple-free. ............................................. 34 

Figure 12: A macrofractograph of a ruptured 4N-Ni sheet specimen is shown in (a). The images in 
(b) and (c) are high-magnification images of the areas highlighted in (a). These images show 
that the center of the fracture surface was covered with approximately parallel rows of dimples 
while the edges were essentially dimple-free. ........................................................................................ 35 

Figure 13: Plots of void volume fraction (VNv) versus the von Mises stress (𝛔𝛔) at which void 
coalescence by intervoid shearing occurs for nickel and copper are shown. These plots are 
based on equation 𝑚𝑚(Aσ)1/m = VNv           
( 3 ) [9]. Because copper has a much larger strain-hardening capacity than nickel, equation 
𝑚𝑚(Aσ)1/m = VNv           ( 3 ) predicts that, for a given von Mises stress, a significantly larger 
void volume fraction will be necessary for intervoid shearing in copper than in 
nickel. 
37 

Figure 14: Two examples of fracture mechanism maps are provided. The map in (a) is loosely based 
on the observed failure sequence in the 4N-Ni materials, which had a high resistance to void 
nucleation and a low resistance to void growth. The map in (b) shows an example of the failure 
process in a material in which void nucleation is almost entirely suppressed, such as the 5N-Al 
wire material used in this study. .............................................................................................................. 39 
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Figure 15. An SEM image of the fracture surface of a wrought Nickel 200 specimen exhibiting the 
classic “dimpled” fracture surface is shown. Dimples spans a large spectrum of length scales in 
metals, and small dimples in many materials are not always associated with particles or 
inclusions. ................................................................................................................................................... 42 

Figure 16. Schematic illustrations for mechanisms of  void nucleation involving hard particles (top 
row) or at other microstructural features (bottom row). ..................................................................... 44 

Figure 17. A 3-D probability plot of particle cracking for SiC particles in an Al 2080 matrix. The 
probability of fracture increases both with increasing aspect ratio and radius but is a stronger 
function of aspect ratio than radius. This plot is from reference [15]. .............................................. 46 

Figure 18. (An optical image of a grain-boundary particle fractured at twin/grain-boundary 
intersections. This image was taken from reference [6]. ..................................................................... 47 

Figure 19. (a) A TEM micrograph and (b) a sketch of the microstructure in specimen of high-purity 
Al reduced 10% by cold-rolling are shown. Cell block boundaries (CBx) are colored black in 
the sketch, while cell walls are colored light gray. The rolling direction (RD) is indicated in the 
micrograph. Similar microstructures are created by plastic deformation in other bulk metals 
that deform by slip. This image was taken from reference [16]. ........................................................ 48 

Figure 20.(a)Three-dimensional finite element simulation of particle cracking and delamination in 
a metal matrix composite. Bonded particle interfaces are shown in red, free surfaces are shown 
in gray. Figure is from reference [14]. (b)A snapshot from reference [18]  of MD simulations 
of Si particle debonding from a Cu matrix showing atomic displacements relative to initial 
configuration. Slip traces from dislocation emission are marked. ..................................................... 50 

Figure 21. An electron channeling contrast image of three incipient voids at twin/grain-boundary 
intersections in TiAl is shown. This image is from reference [12]. .................................................... 52 

Figure 22. An image of an incipient void at the intersection of a T1 twin, a T2 twin, and a grain 
boundary in α-Ti is shown. This image is from reference [8]. ............................................................ 52 

Figure 23. A TEM micrograph of edge dislocations in a pile-up configuration in BCC tungsten is 
shown. Such grain-boundary pileups are not observed to nucleate cracks. This image is from 
reference [5]. .............................................................................................................................................. 53 

Figure 24. The Zener-Stroh mechanism of crack nucleation at a blocked slip band is illustrated. 
This image was modified from reference [3]. There is little experimental evidence that this 
mechanism occurs during quasistatic, room-temperature deformation. ........................................... 54 

Figure 25. The relationship between stress state, geometry, and the slip and twinning systems across 
a grain boundary are illustrated. This schematic is from reference [8]. ............................................. 56 

Figure 26 (a) A schematic of the void nucleation mechanism proposed by Zhang et al. [4] is shown. 
(b-d) The distribution of tensile stress in the Y direction at strains of (b) 3.3%, (c) 3.4%, and 
(d) 3.7% are shown. Twin growth is apparent in (b), the twin collides with the GB in (c) and 
the nucleated void is shown in (d). This figure is adapted from reference [4]. ................................ 57 

Figure 27. TEM micrographs of (a) a strained Be single crystal before and (b) after void nucleation. 
These images show that voids in this material nucleated at deformation-induced dislocation 
boundaries, likely cell block boundaries. These images are from reference [13]. ............................ 59 

Figure 28. A TEM micrograph of incipient voids that nucleated at a cell block boundary in a 
deformed, high-purity Ta material are shown in (a). A sketch highlighting the dislocation 
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structures around these voids, with cell block boundaries colored black and cell walls colored 
gray, is shown in (b). Transmission kikuchi diffraction (TKD) data from the microstructure 
around the voids shown in (a) are presented in (c) as an IPF map colored with respect to the 
TD. The misorientation angle across each segment of the boundary is shown in (c). The 
misorientation across the portion of the cell block boundary at which voids nucleated was 
significantly less than that across many nearby boundaries. ............................................................... 60 

Figure 29. A schematic illustration showing void nucleation at a dislocation cell wall is shown in 
(a). A dislocation model of void nucleation at a cell wall is shown in (b) with dislocations at the 
surface of the void embryo drawn in a smaller size. This figure is from reference [1, 2]. .............. 62 

Figure 30. Stress versus strain data from Au and the total point defect resistivity for different strains 
are plotted. Point defect resistivity generally increases with increasing vacancy concentration. 
This figure was modified from reference [7]. ........................................................................................ 64 

Figure 31. The vacancy concentration produced in copper samples during compression is shown 
as a function of strain. Vertical lines indicate uncertainty in the data. at 2.7% strain are shown. . 65 

Figure 32. The size distribution P(N) of vacancy clusters in six different severely plastically 
deformed samples is plotted as a function of cluster size. .................................................................. 65 

Figure 33. A qualitative plot of hydrostatic stress versus the volume of a vacancy cluster is shown. 
This plot illustrates the concept that a vacancy cluster will collapse into a compact defect (such 
as a dislocation loop or a stacking fault tetrahedron) if the applied hydrostatic stress is too low.
 ..................................................................................................................................................................... 67 

Figure 34. An image of voids that that nucleated at or near a grain boundary in a Nimonic 80A 
specimen that was strained at room temperature and subsequently annealed is shown. ............... 68 

Figure 35. EBSD data plotted as an inverse pole figure map relative to the loading direction 
showing the microstructure around voids in spalled Ta are shown. These images show voids 
that nucleated at grain boundaries. ......................................................................................................... 70 

Figure 36: The black arrows in this transmission electron microscope (TEM) micrograph mark 
voids that initiated at a deformation-induced dislocation boundary in a strained Be single 
crystal. ......................................................................................................................................................... 74 

Figure 37: (a) A TEM micrograph and (b) a sketch of the microstructure in a grain of an interstitial-
free steel (a BCC metal) specimen reduced 10% by cold-rolling are shown. Cell block 
boundaries are marked in bold on the sketch in (b). These cell blocks are subdivided by 
dislocation cell walls, which are marked in light gray in the sketch in (b). ....................................... 75 

Figure 38: A plot of stress versus strain data from a tensile test of a tantalum tensile specimen and 
a schematic of the tensile specimen after testing are shown. The specimen tensile and long 
transverse directions (TD and LTD) are indicated on the schematic. EBSD data in Figure 39 
(a) and (b) are from the regions indicated in this schematic. .............................................................. 77 

Figure 39: EBSD data from the (a) undeformed grip and (b) deformed gauge regions of specimen 
Ta 70 are plotted as inverse pole figure (IPF) maps with respect to (wrt) the tensile direction 
(TD) and short transverse direction (STD) and as inverse pole figures. Unindexed pixels are 
colored white. Arrows in (b) indicate the locations of voids. Dashed lines in (b) mark the traces 
of crystallographic planes. See Figure 38 for reference locations. Both IPF maps are at the same 
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Figure 40: An electron contrast channeling (ECC) image of two voids are shown in (a). IPF maps, 
plotted with respect to the TD, of the microstructure around these voids are plotted in (b), (d) 
and (e). A band contrast map of the EBSD data used to produce (b) is shown in (c); areas of 
high and low band contrast (good and bad EBSD pattern quality) are colored light and dark, 
respectively. The shape of each void, measured from the ECC images in (a), is overlaid on these 
IPF maps; all other unindexed pixels are colored white. Dashed lines in (b) mark the traces of 
crystallographic planes. The solid line in (b) marks a grain boundary. EBSD data in (b) and (c) 
were collected with a 100 nm stepsize. EBSD data in (d) and (e) were collected with a 50 nm 
stepsize. ....................................................................................................................................................... 82 

Figure 41: An ECC image and an IPF map constructed using EBSD showing the microstructure 
around the two incipient voids presented in Figure 42 are provided in (a). IPF maps constructed 
using TKD data from this microstructure are plotted with respect to the (b) TD and (c) STD. 
The misorientation angle across every deformation-induced boundary in Figure 41(b) greater 
than 5° is colored according to its misorientation angle. The average misorientation angles 
across the cell block boundaries are labeled. The average misorientation angle across the 
boundary separating the voids is 15°. .................................................................................................... 84 

Figure 42: TEM plan-view micrographs of two voids, labeled voids 3 and 4, that initiated at and 
grew along opposite sides of a cell block boundary are shown. Sketches below each image 
illustrate the dislocation structure around these voids. The shape of the voids from (a) and (b) 
are overlaid on the sketches shown in (c) and (d). The cell block boundaries and cell walls 
identified in (a) are colored black and gray, respectively, in (c). The deformation-induced 
boundaries in (d) are colored according to the average misorientation angle across them, as 
measured using TKD data. Dashed lines in (d) mark the traces of crystallographic planes. ......... 85 

Figure 43: TKD data from the microstructure around a void are plotted as IPF maps with respect 
to the (a) TD and (b) STD. The average misorientation angle across each deformation-induced 
boundary greater than 5° is provided in (a); the average misorientation across the void is 10°. 
A TEM micrograph of this void is shown in (c). A sketch of the cell block boundaries and cell 
walls, colored blue and gray, respectively, around this void is provided in (d). Dashed lines in 
(d) mark the traces of crystallographic planes. The small volume element at the lower left end 
of the void, indicated with an arrow in (a), is highlighted red in (d). All images are at the same 
scale. ............................................................................................................................................................ 87 

Figure 44: TKD An electron contrast channeling (ECC) image of a void is shown in (a). IPF maps 
plotted with respect to the TD and STD of the microstructure around this voids are plotted in 
(b) and (c). The shape of each void, measured from the ECC image shown in (a), is overlaid 
on these IPF maps. All other unindexed pixels are colored white. Dashed lines in (c) mark the 
traces of crystallographic planes. A band contrast map of the EBSD data used to create (b) and 
(c) is plotted in (d) ..................................................................................................................................... 87 

Figure 45.  Dislocation-void interactions under an applied hydrostatic stress. Black lines denote 
approximate dislocation trajectories on the surface of the void. (a-c) Prismatic dislocation loop 
loaded at  = 2 GPa with void of radius R0 = 7.5 nm. (a) Initial configuration. (b) 
Configuration after loop glides into the void. (c) After the loop cross-slips and forms a closed-
path on the void's surface. (d-f) Screw dislocation loaded at  = 3.7 GPa with void of radius 
R0 = 3 nm. (d) Initial configuration. (e) Configuration after the dislocation cross-slips and glides 
across the face twice. (f) After the dislocation cross-slips and glides two more times tracing out 
a prismatic dislocation loop. Atoms at the void surface and in dislocation cores are colored 
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white, and inside stacking fault ribbons are colored red. Shockley partial dislocation lines are 
shown in green. Image made using OVITO [25]. ................................................................................ 94 

Figure 46.  Hydrostatic stress-strain curves under a constant hydrostatic strain rate of 3x108 s-1. (a) 
Fixed box size of L = 32.5 nm, two different initial void radii, and different numbers of 
dislocation loops. (b) Box dimension varied to keep number of atoms approximately constant 
at 1.9 million with different initial void radii. Curves are shifted so that the void radius is 
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32:5 nm. (a) Effective void radius as a function of time with  = 2.8 GPa. (b) Void growth 
rate as a function of hydrostatic stress. Dashed lines are exponential fits (Eq. 13). ....................... 97 

Figure 48. Active damage mechanisms in high-purity Cu. (a) Composition-regulated divergence in 
damage mechanisms from failure by void coalescence to failure by OAS. (b) Secondary electron 
image of fracture surface of 99.9% Cu wire (unpublished). (d) Secondary electron fracture 
surface of 99.999% Cu wire. (d-g) Postulated sequence of damage mechanisms in 99.999% Cu 
involving (d) Void nucleation and shear band formation, (e) Void coalescence into a central 
cavity, (f) Prismatic cavity growth by OAS, and (g) Fracture surface. ........................................... 100 

Figure 49. Mechanical behavior of high-purity Cu wires. (a) Representative in situ and ex situ 
engineering stress-strain curve for the two sizes of Cu wires, showing differences in strength 
and ductility. (b) True stress-strain curves for the same in situ experiments. (c-d) In situ load 
vs. true strain relationships after necking in the (c) 1 mm and (d) 0.75 mm wires. True  strain 
in (b-d) is derived from the XCT-measured cross-sectional area. .................................................. 102 

Figure 50. Deformation and damage mechanisms in Cu wires for (a-d) large Cu specimen 1mm-B, 
and (e-g) small Cu specimen 0.75mm-C. Top panel shows 3D view of wires during in situ 
testing, while bottom panels show representative XCT cross-sections. The plane of shear 
localization is marked by arrows in 3D renderings, and by lines in 2D slices. OAS growth of 
the central cavity is evident in panels (c), (d), (f) and (g). ................................................................. 104 

Figure 51. Comparison of fracture surfaces via XCT and SEM for specimen 1mm-A. (a) XCT 
rendering of fracture surface, (b) secondary electron image of fracture surface, and (c-e) detailed 
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Figure 53. 3D overview of damage in two separate large-diameter specimens. Smooth, dimple-free 
surfaces that are parallel to the shear plane are marked in (d, h). Void coloring for each image 
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Figure 54. Quantitative void measurements for the 1 mm diameter specimens. (a) Void count, (b) 
Median void spacing, (c) Median equivalent spherical radius, and (d) size of two largest voids 
at each load increment. Specimens A, B and C were tested in situ, while “×” denotes data from 
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Figure 55. Quantitative void measurements for the 0.75 mm diameter specimens. (a) Void count, 
(b) Median void spacing, (c) Median equivalent spherical radius, and (d) size of two largest 
voids at each load increment. ............................................................................................................... 108 

Figure 53. Representative ECCI images of the as-received microstructures of the (a) 3N-Al wire, 
(b) 4N-Al wire, and (c) 5N-Al wire are shown. A few of the SiO2 particles in the 3N-Al wire 
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Figure 54. Images of representative fractured (a) 3N-Al, (b) 4N-Al, and (c) 5N-Al wire specimens 
are shown. The upper row shows macrofractographs of fractured specimens of each material. 
The middle row shows high magnification images of the fracture surfaces of each material. 
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cross-section of fractured specimens of each material. Insets highlight important 
microstructural features: (a) shows a void that nucleated at a SiO2 particle in the 3N-Al wire 
and (b) shows voids at the fracture surface of the 4N-Al wire. ...................................................... 118 

Figure 55. EBSD data from the microstructure in the 4N-Al wire in the (a) unrecrystallized gauge 
region ≈200 μm from the fracture surface, and (b) recrystallized gauge region ≈20 μm from 
the fracture surface are provided. These data are plotted as IPF maps colored with respect to 
the TD. The areas of the microstructure from which these data were collected are highlighted 
in Figure 54b. Black lines overlaid on the IPF maps highlight grain boundaries with 
misorientations of 5° or more across them. ....................................................................................... 119 

Figure 56. EBSD data from the as-received 4N-Al sheet material are plotted as inverse pole figure 
(IPF) maps colored with respect to the (a) TD and (b) STD, a (c) band contrast (image quality) 
map, and a (d) kernel average misorientation (KAM) map. Black lines overlaid on the KAM 
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Figure 57. Engineering stress versus engineering strain data from a tensile test of the 4N-Al sheet 
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Figure 58. An image of the fracture surface of a 4N-Al sheet specimen is shown in (a). An ECC 
image of a midplane cross section of this specimen is shown in (b). For reference, the 
highlighted area in (b) is also highlighted in Figure 6.  A high-magnification SEM image of the 
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Figure 59. An ECC image of the material below the fracture surface of the 4N-Al sheet material is 
shown. The box highlighted in this figure is shown in Figure 58b................................................. 123 

Figure 60. EBSD data from the microstructure near the fracture surface of a 4N-Al sheet specimen 
are plotted as IPF maps colored with respect to the (a) TD and (b) STD, as a (c) band contrast 
(image quality) map, and (d) as a KAM map. Black lines overlaid on the KAM map highlight 
grain boundaries with misorientations of 5° or more across them. These EBSD data were 
collected from the area near the box highlighted in shown in Figure 58b. ................................... 123 

Figure 61. ECCI images of the midplane cross-sections of specimens interrupted at (a) 90%, (b) 
80%, (c) 70%, and (d) 60% UTS are shown. A few of the recrystallized and unrecrystallized 
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after necking began (90% UTS) and was nearly complete by 60% UTS. All images are at the 
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ACRONYMS AND DEFINITIONS 
 

Abbreviation Definition 

DRX Dynamic recrystallization 

FCC Face centered cubic 

BCC Body centered cubic 

GOS  Grain orientation spread 

ECCI Electron channeling contrast imaging 

TD Tensile direction 

LTD Long transverse direction 

STD Short transvers direction 

RAD  Radial direction 

KAM Kernel average misorientation 

YS Yield strength 

UTS Ultimate tensile strength 

SEM Scanning electron microscope 

TEM Transmission electron microscope 

EBSD Electron backscatter diffraction 

GND Geometrically necessary dislocation 

OAS Orowan alternating slip 

XCT X-ray computed tomography 
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1. A PROPOSED TAXONOMY OF DUCTILE RUPTURE MECHANISMS 
 
One of the most confounding controversies in the ductile fracture community is the large discrepancy 
between predicted and experimentally observed strain-to-failure values during shear-dominant 
loading. Currently proposed solutions focus on better accounting for how the deviatoric stress state 
influences void growth or on measuring strain at the microscale rather than the macroscale. While 
these approaches are useful, they do not address the root of the problem: the only rupture 
micromechanisms that are generally considered are void nucleation, growth, and coalescence (for 
tensile-dominated loading), and shear-localization and void coalescence (for shear-dominated 
loading). Current phenomenological models have thus focused on predicting the competition between 
these mechanisms based on the stress state and the strain-hardening capacity of the material. However, 
in the present study, we demonstrate that there are at least five other failure mechanisms. Because 
these have long been ignored, little is known about how all seven mechanisms interact with one 
another or the factors that control their competition between. These questions are addressed by 
characterizing the fracture process in three high-purity face-centered cubic (FCC) metals of medium-
to-high stacking fault energy: copper, nickel, and aluminum. These data demonstrate that, for a given 
stress state and material, several mechanisms frequently work together in a sequential manner to cause 
fracture. The selection of a failure mechanism is significantly affected by the plasticity-induced 
microstructural evolution that occurs before tearing begins, which can create or eliminate sites for 
void nucleation. At the macroscale, failure mechanisms that do not involve cracking or pore growth 
were observed to facilitate subsequent void growth and coalescence processes. While the focus of this 
study is on damage accumulation in pure metals, these results are also applicable to understanding 
failure in engineering alloys. 

1.1. Introduction 
With the advent of fracture mechanics in the 20th century, many problems in fracture became 
relatively easy to predict. Today, concepts based on linear elastic fracture mechanics [27] and 
elastoplatic fracture mechanics [28, 29] are widely used to predict failure of ductile metals. Although 
these methods are often useful, studies such as the Sandia Fracture Challenge [25, 30] have highlighted 
the difficulty of predicting ductile fracture in many engineering circumstances. Additionally, many 
fundamental questions, such as the relative difference in ductility between tensile- and shear-
dominated loading, remain unanswered. In this context, the goal of this study is to examine the 
mechanisms of ductile rupture and the factors that control them. 

Significant work has been devoted to understanding the relationship between stress state and the 
amount of deformation a material can tolerate before a ductile crack forms, i.e. the failure strain [21, 
28, 29, 31, 32, 33, 34, 35, 36]. The stress state can be divided into hydrostatic and deviatoric 
components, which are referred to as the stress triaxiality (𝜂𝜂) and Lode parameter (𝐿𝐿), respectively. 
These are defined analytically as 

𝜼𝜼 = 𝝈𝝈𝑰𝑰+𝝈𝝈𝑰𝑰𝑰𝑰+𝝈𝝈𝑰𝑰𝑰𝑰𝑰𝑰
𝟑𝟑(𝟎𝟎.𝟓𝟓[(𝝈𝝈𝑰𝑰−𝝈𝝈𝑰𝑰𝑰𝑰)𝟐𝟐+(𝝈𝝈𝑰𝑰𝑰𝑰−𝝈𝝈𝑰𝑰𝑰𝑰𝑰𝑰)𝟐𝟐+(𝝈𝝈𝑰𝑰𝑰𝑰𝑰𝑰−𝝈𝝈𝑰𝑰)𝟐𝟐])

        ( 1 ) 

and 

𝐿𝐿 = 2𝜎𝜎𝐼𝐼𝐼𝐼−𝜎𝜎𝐼𝐼−𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼
𝜎𝜎𝐼𝐼−𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼

           ( 2 ) 

where 𝜎𝜎𝐼𝐼, 𝜎𝜎𝐼𝐼𝐼𝐼 , and 𝜎𝜎𝐼𝐼𝐼𝐼𝐼𝐼are the principle stresses in decreasing magnitude. Early studies of ductile 
fracture focused on understanding failure during tensile-dominated loading when the stress triaxiality 
is 1/3 (uniaxial tension) or greater. It is now widely accepted that the failure strain decreases with 
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increasing stress triaxiality for stress triaxialities of 1/3 or greater [31, 37, 38]. This has led to the 
formulation of several ductile fracture criteria based on quantifying the macroscopic loading response 
of a porous, ductile material, e.g. references [32, 33]. 

Based on the well-known study by Johnson and Cook [39], it was generally held that failure strain 
continues to increase as stress triaxiality decreases below 1/3. However, in their 2004 study of fracture 
in 2024-T351 aluminum, Bao and Wierzbicki [36] demonstrated that this is not always true. Instead, 
below a stress triaxiality of about 1/3, they observed that failure strain decreased with decreasing stress 
triaxiality, reached a minimum for conditions of pure shear (a stress triaxiality of 0), and increased 
rapidly for negative stress triaxialities. This relationship is presented in Figure 53(a). Several subsequent 
studies reported similar relationships between failure strain and stress triaxiality [20, 40, 41]. 
Accordingly, shear-modified Gurson [23], Mohr-Coulomb [42, 43]), and other [21, 44, 45] models 
were formulated to capture the effects of shear-dominated loading. 

To accurately calibrate these new phenomenological models, Teng and Wierzbicki [11] proposed that 
there are two basic mechanisms of failure: void growth and shear decohesion. These proposed 
mechanisms are based on the assumption that the material contains preexisting voids or that they 
nucleate early in the deformation process. Consequently, it is assumed that the rate-limiting step in 
failure is the growth and coalescence of these voids [32, 46, 47, 48, 49]. Barsoum et al. [20, 21, 44] 
subsequently demonstrated that these mechanisms are better described as failure by intervoid necking 
and intervoid shearing, respectively. These mechanisms are defined as the internal necking of the 
ligaments between voids leading to their gradual enlargement and coalescence, and shear localization 
between voids leading to their elongation along the shear axis and coalescence [20, 21]. The stress-
state-based competition between these two mechanisms is thought to explain why the left and right 
branches of the fracture envelope in Figure 53(a) are often observed [20, 21]. 

 
However, the recent work of Ghahremaninezhad et al. [50, 51]and others [52, 53] raises some concerns 
about this conclusion. All of these works reported that failure strain continuously increased with 

 
Figure 1: A plot of the fracture strain for Al 2024-T351 specimens tested under different 

stress triaxialities ( σm/σe) is provided in (a). Teng and Wierzbicki later proposed that the two 
distinct branches of the fracture envelope indicate that there are two failure mechanisms, 

which they called void growth and shear decohesion [11]. Barsoum et al. subsequently 
described these mechanisms as intervoid necking and intervoid shearing [20, 21]. This 

figure was modified from reference [23]. The image in (b) shows an example tensile fracture 
surface from a rectangular Ti-6Al-4V specimen tested in uniaxial tension for the second 

Sandia Fracture Challenge [25]. Two distinct mechanistic regimes are evident and typical of 
many bulk metals: a flat fibrous zone typically associated with void nucleation, growth, and 

coalescence, and a peripheral shear lip. 
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decreasing stress triaxiality even for stress triaxialities below 1/3. Moreover, cavitation, i.e. the 
nucleation, growth, and coalescence of voids, was never observed in an Al 6061-T6 material when a 
state of pure shear was maintained throughout testing [51]. One of the unique aspects of these studies 
was that strain was measured at the microscale rather than at the macroscale, as is more commonly 
reported. Ghahremaninezhad et al. [51] argued that the discrepancy between their results and those 
reported by Beese et al. [40] for the same material could be explained by the different scales at which 
strain was measured in these studies. It is unclear if microscale strain measurements will resolve this 
controversy, though. Using Al 2198, Morgeneyer et al. [54] demonstrated that once strain-localization 
in a shear band occurs, voids nucleate and coalesce upon a small additional microscale strain. 
Macroscale strain measurements also provide contradictory results. For example, for stress triaxialities 
between 0 and 1, Johnson and Cook [39] reported that ductility increased with decreasing stress 
triaxiality in copper and iron but that the failure strain for a 4340 steel specimens loaded in torsion 𝜂𝜂 
≈ 0 was significantly lower than that measured in tension. 

In the present investigation we hypothesize that there is a more fundamental explanation for these 
conflicting results than that proposed by Ghahremaninezhad et al. [51]: fracture is not just controlled 
by two mechanisms. Rather, as many as seven different mechanism can control fracture. Additionally, 
these mechanisms are not necessarily independent or exclusive, but can work in sequence during the 
rupture process. These seven mechanisms are illustrated schematically in Figure 2 and are defined as 
follows: 

1. intervoid necking: the necking of intervoid ligaments leading to void growth and coalescence 
[55]. 

2. intervoid shearing: the nucleation of voids in a shear band and the subsequent elongation of 
these voids along the shear band. This causes intervoid shearing leading to void coalescence 
and creates a macroscale crack in the plane of the shear band [20, 21]. 

3. void sheeting: shear localization between existing voids and the near-simultaneous nucleation 
and coalescence of new voids in this localization to create a ductile crack linking the preexisting 
voids [19]. 

4. the Orowan alternating slip (OAS) mechanism: void nucleation at the intersection of two shear 
bands and the subsequent growth of this prismatic void by a process of alternating slip along 
these shear bands [56]. 

5. necking to a point: failure without cavitation by necking to a chisel edge or a point [57], 
6. single-plane catastrophic shear: failure without cavitation by slipping of the material along a 

single shear band [24]. If not interrupted by another mechanism, this will lead to specimen 
separation. 

7. multi-plane catastrophic shear: failure without cavitation by slipping of the material along 
multiple shear bands [26]. If not interrupted by another mechanism, this will lead to specimen 
separation along a chisel edge, much like necking off. This mechanism is also referred to as 
slipping off [2, 58]. 

Because both intervoid shearing and void sheeting produce ductile cracks that link multiple voids 
along a shear band, these terms have occasionally been used synonymously. They are, however, two 
distinct mechanisms, with intervoid shearing characterized by the nucleation of a few voids and their 
subsequent growth along the shear band (void growth is rate limiting), while void sheeting is 
characterized by the nucleation of many voids in such close proximity they coalesce after relatively 
little growth (void nucleation is rate limiting). Necklace coalescence, or coalescence in columns, is 
another void coalescence mechanism whereby rows of voids coalesce along the tensile axis. This 
mechanism is observed in steels containing elongated MnS inclusions and may be a specialized case 
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of intervoid necking [59]; hence, it is not discussed further in this article. Examples of specimens that 
failed by each of the 7 mechanisms illustrated in Figure 2 are presented in Figure 3. 

 
Several recent studies have examined how the competition between intervoid necking and intervoid 
shearing depends on stress state, but the other five failure mechanisms are usually overlooked [20, 21, 
41]. In instances where other failure mechanisms were considered, it was always assumed that fracture 
was controlled by a single mechanism for a given stress state and material. Bridgman [60] and French 
and Wienrich [26, 58, 61, 62] showed that the transition from failure by intervoid necking to multi-

 
Figure 2: Schematic representations of seven different macroscopic ductile fracture 

mechanisms are shown: (a) intervoid necking, (b) intervoid shearing, (c) void sheeting, (d) 
the Orowan alternating slip (OAS) mechanism, (e) specimen separation by necking to a 
point, and (f) and (g), which show specimen separation by single-plane and multi-plane 
catastrophic shear, respectively. Detailed definitions of each of these mechanisms are 

provided in the text. 
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plane catastrophic shear depended on the stress state, with multi-plane catastrophic shear only 
observed when a large, compressive, hydrostatic stress was applied. Spencer et al. [17] later 
demonstrated that small differences in iron content between otherwise nominally identical AA 5754 
sheet materials determined whether or not specimens failed by intervoid shearing or by the OAS 
mechanism. However, these and similar studies [63] have only characterized the late stages of fracture. 
It is thus unclear if other mechanisms played a role during the early stages of failure. 

 
In the present study we propose that fracture is frequently controlled by a sequential progression of 
multiple mechanisms. In addition, we hypothesize that these mechanisms not only compete with one 
another but can also facilitate each other. A classic, but often overlooked, example of this is the case 
of cup-and-cone failure in structural metals. The fracture surface of most tensile bars shows both a 

 
Figure 3: SEM images of specimens whose rupture process was controlled by (a) intervoid 
necking, (b) intervoid shearing, (c) void sheeting, (d) the OAS mechanism, (e) necking to a 

point, (f) single-plane catastrophic shear, and (g) multi-plane catastrophic shear are 
provided. In order, these images are from references [10], [17], [19], [22], [24], [26].   
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central flat fibrous zone of ductile dimples and a sharp, well defined transition to a peripheral shear 
lip region. An example of this is shown in Figure 53(b). However, nearly all failure models, as 
illustrated in the Sandia Fracture Challenges [25, 30], predict either no transition or a smooth 
transition. We argue that because there are at least two separate mechanisms, e.g. intervoid necking 
and intervoid shearing, operating in sequence during this failure process, two or more models would 
be necessary to accurately represent the progression of fracture. 

To examine these hypotheses, the fracture processes of high-purity copper, nickel, and aluminum were 
characterized using interrupted deformation experiments and a variety of characterization methods. 
These three materials are all face-centered cubic (FCC) and deform by slip during quasistatic, room-
temperature deformation. These materials were chosen as model systems for their pedagogical 
simplicity, i.e. they are all ductile, single-phase materials. Moreover, these three materials illustrate that 
not all FCC metals fail by the same mechanism, a point of controversy in the literature. Some observers 
have reported that these materials fail by necking to a point [22, 57, 64], but a recent study of high-
purity copper concluded that it failed by the OAS mechanism [63]. These specific materials were also 
chosen to examine the influence of strain-hardening capacity and dynamic recrystallization on the 
failure process. Tekoglu et al. [65] predicted that the competition between intervoid necking and 
intervoid shearing depends on strain-hardening capacity. Hence, two materials with very different 
strain-hardening capacities (copper and nickel) were chosen. Copper and nickel have relatively large 
and small strain-hardening capacities, respectively, with nominal strain-hardening constants of 𝑚𝑚𝐶𝐶𝐶𝐶= 
0.54 and 𝐴𝐴𝐶𝐶𝐶𝐶= 315 [66] and 𝑚𝑚𝑁𝑁𝑁𝑁= 0.39 and 𝐴𝐴𝑁𝑁𝑁𝑁= 138 [67]. High-purity aluminum was chosen to 
study how dynamic recrystallization affects the fracture process. Dynamic recrystallization has been 
observed in this material during room-temperature deformation of specimens with purities of 99.99% 
or greater [68, 69]. The focus of this study was on failure during uniaxial tension in sheet specimens 
of these three materials, but the fracture surfaces of wire specimens of each material were also 
characterized to understand the damage progression under an isotropic state of constraint. 

Although this study is restricted to high-purity metals, these results are also relevant to metals that 
contain second-phase particles. In pure metals, voids nucleate at features such as grain boundaries and 
deformation-induced dislocation boundaries [12, 70, 71], while second-phase particles are the primary 
void-nucleation site in most engineering materials [2, 72]. Second-phase particles likely accelerate the 
void-nucleation process [73] and void-based failure mechanisms are favored in many materials. The 
failure process in pure metals thus illustrates a wider range of failure mechanisms than is observed in 
most engineering materials while simultaneously providing information about the competition 
between void-based failure mechanisms. 

1.2. Experimental Methods 
Seven aluminum, copper, and nickel materials having different purities and geometries were examined 
in this study. Table 1 summarizes the purity and geometry (wire or sheet specimen) of these different 
materials. Material purity is abbreviated as the number of nines of the majority element in the material, 
e.g. 99.999% aluminum is abbreviated as 5N-Al. At least one wire and one sheet specimen of copper, 
nickel, and aluminum were tested in this study. The as-received diameter (for wires) and sheet 
thickness (for sheet materials) and the figures relevant to each material are provided in Table 1. In 
addition, if inclusions were observed in the material, the average diameter of these inclusions is listed. 
All materials were procured from ESPI Metals (Ashland, OR). The as-received microstructures of 
these materials are described in section 3 as appropriate. 
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Table 1. A reference list of the materials tested for this study is provided. For each material, the 
wire diameter or sheet thickness, the tests performed on them, and the figures relevant to them 

are listed. Material purity is designated by the number of nines of that material, e.g. 5N-Al is 
99.999% aluminum. If inclusions were observed in the material, the average diameter of these 

inclusions is reported. Seven different materials were characterized: an aluminum wire material, 
two aluminum sheet materials, a copper wire material, a copper sheet material, a nickel wire 

material, and a nickel sheet material. 
 

Material Diameter or 
Thickness 
(mm) 

Inclusion 
Diameter 
(nm) 

Number tested Relevant Figures 

5N-Al 
Wire 

1.27 None 1 Figure 5 

4N-Al 
Sheet 

2.07 None 1 Figure 6 

5N-Al 
Sheet 

2.07 None 7 Figure 6 

5N-Cu 
Wire 

1.07 ~500 1 Figure 5 

3N-Cu 
Sheet 

1.62 ~200 13 Figure 7, Figure 
8, Figure 9 

4N-Ni 
Wire 

0.76 None 1 Figure 5 

4N-Ni 
Sheet 

2.07 None 9 Figure 10, Figure 
11, Figure 12 

 
All materials were tested in quasistatic, uniaxial tension at room temperature. At least one specimen 
of each of the seven materials was elongated to failure. Wire specimens were cut from the as-received 
wire spools, gripped using pneumatic grips, and elongated to failure at a constant cross-head 
displacement rate of 0.127 mm/s. The wire length between the grips was approximately 100 mm, 
though strain in these wire specimens was not measured. Tensile specimens were extracted from the 
sheet materials using waterjet cutting. The edges of the gauge regions were subsequently deburred and 
ground smooth using a handheld grinder. The geometry of sheet tensile specimens was identical to 
that of the hourglass-shaped tensile bars used by Noell et al. [71]. Sheet tensile specimens retained the 
as-received sheet thickness (1.62 mm for the 3N-Cu sheet material and 2.07 mm for the 4N-Ni, 4N-
Al, and 5N-Al sheet materials). The gauge region of sheet tensile specimens had an hourglass radius 
to encourage strain localization in the middle of the gauge region. The minimum gauge width was 2.79 
mm and the overall gauge length was 8.47 mm. 

Sheet tensile specimens were tested using displacement-control at a constant displacement rate of 
0.127 mm/s. Typical engineering stress versus engineering strain data from tensile tests of the 3N-Cu, 
4N-Ni, and 5N-Al sheet materials are provided in Figure 4. Strain measurements were performed 
using stereoscopic digital image correlation (DIC) [74] using a subset size of 35 pixels, a step size of 9 
pixels, and a 2.35 mm long digital strain gauge. The noise level of DIC extensometer measurements 
was ±0.004% as determined from zero-load baseline experiments. The extensometer used for these 
strain measurements is illustrated in Figure 4 with DIC data from a 3N-Cu tensile specimen. This 
figure also illustrates the three primary axes of the sheet tensile specimens: the tensile direction (TD), 
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the long transverse direction (LTD), and the short transverse direction (STD). In all cases, the STD 
was parallel to the thickness direction of the original sheet. 

To understand the fracture process in these seven materials, macrofractographs of each fractured 
specimen were taken using secondary electron mode in a scanning electron microscope (SEM). 
One of the two fractured halves of each of the 5N-Al, 4N-Ni, and 3N-Cu wire specimens and the 
4N-Al sheet specimen was subsequently mounted and polished flat to study the microstructure at 
and near the fracture surface in the plane parallel to the TD. Final polishes were performed on 
these specimens using colloidal silica for extended times. High-resolution electron channeling 
contrast (ECC) images of these specimens were then taken using a Zeiss Supra 55VP field 
emission SEM. 

 
To study the fracture process in the 5N-Al, 3N-Cu, and 4N-Ni sheet materials, interrupted tensile 
tests were performed using the method described in [71]. This method is briefly summarized here. 
The force applied to the specimen was monitored throughout the test. Once the load reached a 
maximum at the ultimate tensile strength (UTS), this value was recorded. Tensile deformation was 
subsequently interrupted when the force dropped to a preprogrammed proportion of the UTS. To 
illustrate this method, Figure 4 shows an image of a 3N-Cu specimen whose tensile deformation was 

 
Figure 4: Engineering stress versus engineering strain data illustrate the significant 

differences in flow behavior in the 5N-Al, 3N-Cu, and 4N-Ni sheet materials. The schematic 
drawing shows the orientation of sheet tensile specimens. These engineering strain data 
were measured using stereographic DIC. An example DIC dataset is shown overlaid on an 
image of a 3N-Cu tensile specimen. In this case, the tensile deformation was interrupted 

once the flow stress had dropped to 30% of the ultimate tensile stress (UTS).  
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halted at 30% of the UTS. Multiple specimens of each of the 5N-Al, 3N-Cu, and 4N-Ni sheet materials 
were tested and interrupted at various points before final fracture. A summary of these specimens is 
provided in Table 2. By examining several specimens of each material, a representative understanding 
of the fracture process in each of these sheet materials was acquired. 

  
Table 2. A summary of the interrupted tensile tests that were performed on the 5N-Al, 3N-Cu, and 

4N-Ni sheet materials is provided. Two tensile specimens of the 5N-Al sheet material were 
interrupted at 10% of the UTS. 

 

Material Interrupted Specimens (% of the UTS) 
5N-Al 
Sheet 

60%, 50%, 30%, 15%, 10% (x2) 

3N-Cu 
Sheet 

90%, 80%, 70%, 60%, 55%, 50%, 40%, 30%, 20%, 15%, 10%, 5% 

4N-Ni 
Sheet 

80%, 60%, 50%, 40%, 30%, 25%, 20%, 10% 

 

Damage accumulation in these tensile specimens was assessed by mounting tested specimens and 
grinding them down to their approximate midplane. In the 3N-Cu and 4N-Ni sheet materials, strain 
localized in macroscopic shear bands that formed an angle of about 45with the TD-STD plane. To 
understand damage accumulation within these shear bands, 3N-Cu and 4N-Ni sheet specimens were 
sectioned revealing the TD-STD plane. Because shear bands did not form in the 5N-Al sheet material, 
was not necessary to examine the TD-STD plane in this material. Instead, specimens of this material 
were sectioned normal to the STD to observe the TD-LTD plane. This allowed a larger area of 
material to be characterized than was visible on the TD-STD plane. After being ground flat, the planar 
surfaces of tensile specimens of these three (5N-Al, 3N-Cu, and 4N-Ni) sheet materials were polished 
using diamond suspensions, followed by at least 24 hours of final vibratory polishing using Al2O3. For 
the 5N-Al sheet specimens, an additional electropolishing step was used. The electrolyte was 60mL of 
70% perchloric acid, 590mL of methanol, and 350mL ethylene glycol monobutyl ether. Various 
voltages and electropolishing times were used since no single combination produced consistent results. 
ECC images were taken of the midplane cross sections of polished specimens using a Zeiss Supra 
55VP field emission SEM. 

1.3. Results 
Table 3 summarizes the mechanisms that controlled fracture in each material and the corresponding 
stress state during damage accumulation. This table summarizes a key result of this study: for a given 
stress state and material, multiple mechanisms can contribute to failure. This table also highlights the 
significant differences between the fracture processes in the aluminum, copper, and nickel materials. 
Detailed descriptions of these are provided in the following paragraphs. 

 
 Table 3. For each material, the mechanisms that controlled fracture and the corresponding stress 
triaxiality during damage accumulation are summarized. The OAS mechanism refers to the growth 

of a cavity by a process of alternating slip; no voids were observed to nucleate by the OAS 
mechanism. A high local stress triaxiality is defined as 1/3 (uniaxial tension) or greater, e.g. the 

stress state in the necked gauge region before a shear band formed. A low local stress triaxiality 
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is defined as being between 0 and 1/3 (a mix of shear and tension), e.g. the stress state in the 
necked gauge region after a shear band formed. 

 

Specimen Dominant Rupture Mechanisms Local Stress 
Triaxiality (𝜼𝜼) 

5N-Al 
Wire 

Necking to a point High 

4N-Al 
Sheet 

Necking to a point High 

5N-Al 
Sheet 

Intervoid necking High 

5N-Cu 
Wire 

Intervoid necking→OAS High→Low 

3N-Cu 
Sheet 

Intervoid necking→Void sheeting→OAS High→Low→Low 

4N-Ni 
Wire 

Intervoid necking →Intervoid shearing High→Low 
 

4N-Ni 
Sheet 

Single-plane catastrophic shear →Intervoid 
shearing→OAS 

Low→Low→Low 

 
The significant differences between the fracture processes in aluminum, nickel, and copper were 
readily apparent on the fracture surfaces of wire specimens of these three materials. These fracture 
surfaces are presented in Figure 5 as sketches and macrofractographs. ECC images of cross-sections 
of these fracture surfaces are also provided in Figure 5. The 5N-Al wire failed by necking to a point 
(see Figure 5(a)). A few small dimples were observed near the fracture tip, but the morphology of the 
fracture surface indicates that failure in this material was controlled by necking. These dimples are 
evidence of a void nucleation and growth process that was interrupted when the material necked to a 
point. The 5N-Cu wire specimen had a cup-cup fracture surface (see Figure 5(b)). The center of the 
fracture surface was covered in tensile dimples, defined as dimples that are roughly equiaxed in the 
plane of the fracture surface and elongated along the tensile axis [20]. This indicates that voids initially 
nucleated, grew, and coalesced in the center of the diffuse neck by intervoid necking. The slanted 
edges of the fracture surface were essentially dimple free, evidence that the final fracture process was 
controlled by the growth of a central cavity by the OAS mechanism. The fracture surface of the 4N-
Ni wire was reminiscent of a classic cup-and-cone fracture surface (see Figure 5(c)). The fibrous zone 
in the center of the specimen was covered with tensile dimples, indicating that a central cavity formed 
by intervoid necking. The slanted edges of the fracture surface were covered in shear dimples, defined 
as dimples that are elongated along the direction of shear. This indicates that, once strain localized in 
shear bands, voids within these shear bands coalesced by intervoid shearing. 
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The relationship between grain size and fracture mechanism in aluminum was examined by studying 
the fracture process in the 4N-Al and 5N-Al sheet materials, which had initial grain sizes of 2000 𝜇𝜇m 
and 300 𝜇𝜇m, respectively. The fracture processes in these two materials are illustrated in Figure 6. The 
5N-Al sheet material failed by intervoid necking, as evidenced by its fracture surface (see Figure 6(a)). 
Additionally, voids were observed in the diffuse necks of 5N-Al sheet specimens whose deformation 

 
Figure 5: The fracture surfaces of three high-purity wires of (a) aluminum, (b) copper, and 

(c) nickel are shown. For each material, the following are provided (left to right): an 
electron channeling contrast (ECC) image of a cross-section of the fracture surface, a 

secondary electron image of the fracture surface (taken normal to the plane of the 
fracture), and an illustrative sketch of the fracture surface. These images highlight the 

significant differences between the fracture surfaces of these three wire materials. 
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was halted shortly before final fracture (see Figure 6(c)). The 4N-Al material failed by necking to a 
point, as can be seen from Figure 6(d) and (e). A few small dimples were observed on the fracture 
surface of the 4N-Al sheet material, but the morphology of the fracture surface indicates that failure 
was dominated by necking rather than cavitation. Shear bands did not form in either material and the 
stress triaxiality throughout testing remained 1/3 or greater. These observations elucidate the fact that 
the failure mechanisms are dependent on a number of factors beyond the stress state and elemental 
composition. 

 
The influence of strain-hardening capacity on the active fracture mechanism was addressed by 
comparing the fracture processes in a 3N-Cu sheet material to that in a 4N-Ni sheet material. Fracture 
in the 3N-Cu material involved three steps: 

 
Figure 6: The fracture processes of two different high-purity aluminum materials are 

shown. The polycrystalline 5N-Al material failed by intervoid necking, as the images in (a) 
and (c) show. Dynamic recrystallization (DRX) created new, strain-free grains in the 5N-Al 
sheet material, as (b) highlights. The oligocrystalline 4N-Al material failed by necking to a 

point, as illustrated in images in (d) and (e). 
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1. the nucleation of voids within the diffuse neck and the growth of these voids by intervoid 
necking, 

2. strain localization into a shear band and subsequent void coalescence along this shear band 
by void sheeting to form large, prismatic cavities, and 

3. the growth of these cavities by the OAS mechanism until final specimen separation. 
These three stages of the process are illustrated in Figure 7 and are described in greater detail in the 
following paragraphs. Voids were first observed in the diffuse neck of a specimen whose tensile 
deformation was interrupted at 80% of the UTS; no voids were observed in a specimen interrupted 
at 90% of the UTS. Most voids nucleated near the center of the diffuse neck where the stress triaxiality 
was the largest. This is illustrated in Figure 7(a), which shows the midplane cross section of a specimen 
whose tensile deformation was interrupted at 60% of the UTS. 

 

 
Figure 7: The fracture process in the 3N-Cu sheet material is illustrated using images from 

midplane cross sections of six different specimens that were interrupted at (a) 60%, (b) 55%, 
(c) 50%, (d) 40%, (e) 30%, and (f) 5% of the UTS. The sketches overlaid on each image 

highlight the dominant fracture mechanism at this point in the fracture process: (a) void 
nucleation and growth by intervoid necking in the diffuse neck, (b) the nucleation of new 

voids in the shear band by void sheeting, (c) to (e) void coalescence by void sheeting, and 
(f) the final fracture of this material by the OAS mechanism. 
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A macroscopic shear band formed in the 3N-Cu sheet material at approximately 55% of the UTS. 
This can be seen in Figure 7(b). When the shear band intersected existing voids in the diffuse neck, 
these voids were deformed along the axis of shear (which made an angle of about 45° with the TD). 
Voids that nucleated within the shear band were also elongated along the shear axis. Shortly after the 
shear band formed, many of the voids within it coalesced to form a series of jagged cavities. This is 
shown in Figure 7(c). The jagged edges of the cavity were created when voids coalesced along the 
shear band, as Figure 8(a) highlights. To understand the mechanism of void coalescence in this 
material, the interiors of the cavities shown in Figure 7(c) were inspected. This was done by tilting this 
specimen 70° about its STD and imaging it in secondary electron mode. An image of the inside of this 
cavity is provided in Figure 8(b). Shear dimples were seen along the edge of this cavity, indicating that 
void sheeting occurred. Further evidence of void coalescence by void sheeting was seen on the fracture 
surface of 3N-Cu sheet specimens. A plan-view of the fracture surface of a fractured 3N-Cu sheet 
specimen is shown in Figure 9. As Figure 9(b) shows, the ligaments between the tensile dimples were 
covered in small shear dimples, indicative of void sheeting. 

 
Void coalescence by void sheeting eventually created large, prismatic cavities in the center of 3N-Cu 
sheet specimens. Examples of this can be seen in Figure 7(d) and (e), which show images of specimens 
interrupted at 40% and 30% of the UTS, respectively. Once such a cavity grew by void sheeting to 
span approximately half of the shear band, it began to grow into material that was essentially void-
free. At this point, void sheeting effectively ceased, and the final stages of cavity growth were 
controlled by the OAS mechanism. Evidence of this can be seen in the image provided in Figure 7(f), 

 
Figure 8: High-magnification images of the cavity shown in Figure 7(c) are provided. For 
reference, the areas presented in (a) and (b) are labeled in Figure 7(c). The image in (a) 

highlights the tensile voids on either side of the cavity that coalesced to form the cavity. The 
secondary electron image in (b), taken after this specimen was tilted 70 about its STD, 

shows that these tensile voids coalesced by void sheeting. This is evidenced by the rows of 
shear dimples on the sides of the cavity. 
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which shows the midplane cross-section of a specimen whose deformation was interrupted at 5% of 
the UTS. Near the center of the sheet, the edges of this cavity were serrated, evidence that it formed 
by void nucleation and coalescence. However, near the surface of the sheet, the edges of the cavity 
were mostly smooth, indicating that it grew by the OAS mechanism. Images of the fracture surface of 
3N-Cu sheet specimens support this conclusion. As Figure 9(c) reveals, the slanted edges of the 
fracture surface were almost completely dimple-free. In summary, the fracture process in the 3N-Cu 
sheet material was a 3-step process involving void nucleation and growth by intervoid necking, void 
coalescence by void sheeting to form prismatic cavities, and the growth of these cavities by the OAS 
mechanism. 

 
Fracture in the 4N-Ni material was also a three-step process: 

1. the material began to fail by single-plane catastrophic shear along a single shear band, 
2. large, prismatic cavities then formed near the sheet center when voids coalesced within the 

shear band by intervoid shearing, and 
3. the material failed when these cavities grew by the OAS mechanism until final specimen 

separation. 
This process is illustrated in Figure 10 and is described in more detail in the following paragraphs. A 
macroscopic shear band formed in this material at approximately 50% of the UTS. This can be seen 
in Figure 10(a). Voids nucleated exclusively within this shear band; no voids were observed outside of 
this shear band or in specimens whose deformation was interrupted before a shear band formed. 
During deformation between 50% and 25% of the UTS, the two specimen halves on either side of 
the shear band gradually moved past each other along the shear band. This is best seen by comparing 
the images of 4N-Ni sheet specimens interrupted at 50% and 25% of the UTS provided in Figure 

 
Figure 9: A macrofractograph of a ruptured 3N-Cu sheet specimen is shown in (a). The 

images in (b) and (c) are high-magnification images of the areas highlighted in (a). These 
images show that the center of the fracture surface is covered with tensile dimples whose 

ligaments are covered in shear dimples. However, the slanted edges of this fracture surface 
are essentially dimple-free, evidence that central cavities grew by the OAS mechanism. 
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10(a) and (b). The process of single-plane catastrophic shear eventually created a small crack on one 
side of 4N-Ni sheet specimens, as Figure 10(b) shows. 

 
Failure by single-plane catastrophic shear was interrupted by the formation of large, prismatic cavities 
in the center of 4N-Ni specimens at about 20% of the UTS. One of these cavities can be seen in 
Figure 10(c). Two approaches were used to understand how such cavities formed. First, the interior 
of the cavity shown in Figure 10(c) was inspected by tilting this specimen 70° about its STD and 
characterizing it using secondary electron imaging. Images of the inside of the cavity are provided in 
Figure 11. Two distinct regions were observed along the sides of this cavity and are highlighted in 
Figure 11. Near the center of the cavity, rows of shear dimples were observed, see particularly Figure 

 
Figure 10: The fracture process in the 4N-Ni sheet material is illustrated using images from 
the midplane cross sections of four different specimens that were interrupted at (a) 50%, (b) 

25%, (c) 20%, and (d) 10% of the UTS. The sketches overlaid on each image highlight the 
dominant fracture mechanism at this point in the fracture process: (a) the formation of a 

macroscopic shear band, (b) the two halves of the material catastrophically shearing past 
each other, as can be seen by comparing this image with that in (a), and the nucleation of 

voids in the shear band, followed by the coalescence of these small voids leading to (c) the 
formation of a central cavity by intervoid shearing, and (d) the growth of this cavity by the 

OAS mechanism. From these images, it appears that the transition from single-plane 
catastrophic shear to intervoid shearing occurred suddenly, though it is likely that the 

catastrophic shear process enabled void coalescence by elongating the voids along the 
shear axis. 
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11(b). This suggests that the cavity formed when voids coalesced by intervoid shearing. Alternatively, 
most of the sides of the cavity were smooth and dimple-free. This indicates that, once formed, the 
cavity grew by the OAS mechanism. Further evidence that prismatic cavities formed by intervoid 
shearing and grew by the OAS mechanism was observed on the fracture surface of 4N-Ni sheet 
specimens. A macrofractograph of a fractured 4N-Ni specimen is shown in Figure 12. As the image 
in Figure 12(b) highlights, the center of the specimen was covered with rows of parallel dimples that 
were separated by smooth ligaments. This suggests that cavities formed by void nucleation and 
coalescence and subsequently grew by the OAS mechanism. 

 
Once a series of prismatic cavities formed, the final stages of fracture in this material were controlled 
by the growth of these cavities by the OAS mechanism. This can be seen in Figure 10(d). This figure 
shows an image of a specimen interrupted at 10% of the UTS. A large prismatic cavity spanned most 
of the thickness of this specimen. As Figure 10(d) highlights, the sides of this cavity were jagged near 
the sheet center, suggesting that it formed by void coalescence. The edges of the cavity were smooth 
indicating that much of its growth was controlled by the OAS mechanism. Similarly, the slanted edges 
of the fracture surface shown in Figure 12(c) are essentially dimple free, indicating that cavities grew 
along shear bands by the OAS mechanism. In summary, the fracture process in the 4N-Ni sheet 

 
Figure 11: Secondary electron images of the interior of the cavity shown in Figure 10(c) are 
provided. These images were taken after the specimen was tilted 70  about its STD to allow 
the interior of this cavity to be imaged. These images highlight the portions of the edges of 

the cavity that were either covered in shear dimples or were dimple-free. 
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material was a 3-step process involving single-plane catastrophic shear, void nucleation and 
coalescence by intervoid shearing to form prismatic cavities, and the growth of these cavities by the 
OAS mechanism. 

 

1.4. Discussion 
Currently, phenomenological fracture models either consider void nucleation, growth, and 
coalescence [36, 41] or failure by shear-localization [54, 65, 75] and assume that a combination of these 
mechanisms dominates rupture. It is thus generally held that the fracture mechanism will only change 
when the local stress state changes, such as when strain localizes to form a shear band in the necked 
gauge region of a tensile bar. However, the results of this study show that this assumption is false: 
failure can be controlled by as many as seven different mechanisms. These seven mechanisms are not 
always distinct and sometimes act in concert or competition with one another. Indeed, for a given 
stress state and material, multiple mechanisms often work together in a sequential manner to cause 
fracture. This study provides the first report of how these different mechanisms interact with one 
another and of the factors that control the competition between them 

1.4.1. Damage mechanisms facilitate subsequent fracture mechanisms 
The fracture process in the 4N-Ni sheet (see Figure 10 and Error! Reference source not found.) 
demonstrates that fracture mechanisms can be facilitated by preceding mechanisms. Failure in this 
material began with single-plane catastrophic shear, progressed to void coalescence by intervoid 

 
Figure 12: A macrofractograph of a ruptured 4N-Ni sheet specimen is shown in (a). The 

images in (b) and (c) are high-magnification images of the areas highlighted in (a). These 
images show that the center of the fracture surface was covered with approximately parallel 

rows of dimples while the edges were essentially dimple-free. 
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shearing, and ended when central cavities grew by the OAS mechanism to span the specimen cross-
section. Each fracture mechanism was facilitated by the mechanism(s) that preceded it. Single-plane 
catastrophic shear gradually brought voids in the shear band closer together until they coalesced by 
intervoid shearing. Intervoid shearing then created a central, prismatic cavity at the center of the shear 
band. This cavity was well-positioned to grow by the OAS mechanism along the shear band created 
by single-plane catastrophic shear. 

The sequential fracture processes in the 4N-Ni wire and 3N-Cu sheet materials also illustrate how one 
failure mechanism can facilitate subsequent mechanism(s). In the 4N-Ni wire material, catastrophic 
shear was impeded by the cylindrical geometry and voids nucleated throughout the diffuse neck. When 
some of the voids in the center of the neck coalesced to form a central cavity, strain subsequently 
localized in shear bands near the edges of the specimen. Preexisting voids that were intersected by 
these shear bands then coalesced by intervoid shearing to cause fracture. In the 3N-Cu sheet material, 
void sheeting created a cavity in the center of the shear band that was then well-positioned to grow 
by the OAS mechanism. These results demonstrate that the seven fracture mechanisms presented in 
Figure 2 may act in concert to cause fracture. Phenomenological models of fracture must thus capture 
the interplay between different fracture mechanisms and the stress state and material. 

1.4.2. The competition between fracture mechanisms: the effects of 
microstructure and strain-hardening capacity 

The competition between the seven failure mechanisms presented in Figure 2 depends not only 
on the local stress state but also on the microstructure and the strain-hardening capacity. In 
particular, this study shows that: 
1. the competition between the void-based and void-free mechanisms shown in Figure 2, i.e. 

the competition between mechanisms (a) to (d) and (e) to (g), is microstructure-dependent, 
and 

2. the competition between intervoid shearing and void sheeting depends on the strain-
hardening capacity. 

The present investigation demonstrates that microstructural evolution during deformation can 
influence the fracture process by eliminating and/or creating void-nucleation sites. Because void 
nucleation depends on the volume-density of sites at which voids can nucleate in the material, previous 
studies have examined the relationship between the volume-density of second-phase particles and the 
fracture mechanism [17, 63]. However, a recent study of void nucleation in high-purity Tantalum (a 
body-centered cubic (BCC) metal) demonstrated that, in some cases, voids can also nucleate at 
deformation-induced dislocation boundaries [71]. It is conjectured that voids in the nickel materials 
likely nucleated at similar features, which are known to form during plastic deformation of high-purity 
FCC metals [76]. Voids in the copper materials may have nucleated at similar microstructural features 
or at the ≈200 nm and ≈500 nm inclusions observed, respectively, in the Cu sheet and wire materials. 
Alternatively, in the high-purity aluminum materials, dynamic recrystallization eliminated 
deformation-induced dislocation boundaries. Presumably, grain boundaries were then the only 
remaining microstructural feature at which voids could nucleate in these materials. In the 5N-Al wire, 
most of the grain boundaries were eliminated by dynamic recrystallization. Thus, in this case, 
microstructural evolution during loading eliminated most of the microstructural features at which 
voids could nucleate. On the other hand, the dynamically recrystallized grain size in 5N-Al sheet 
material was similar to the as-received grain size. Voids may have nucleated at grain boundaries in this 
material, and subsequently grew and coalesced, leading to failure. 
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The primary void-coalescence mechanism during shear-dominant loading depends on the strain-
hardening capacity. In particular, a low strain-hardening capacity favors void coalescence by intervoid 
shearing while a high strain-hardening capacity favors void coalescence by void sheeting. This 
relationship was evident from the different void-coalescence mechanisms observed in the 4N-Ni and 
3N-Cu sheet materials, i.e. intervoid shearing and void sheeting. Teirlinck et al. [9] argued that such a 
relationship must exist since void coalescence by intervoid shearing can only occur when strain 
hardening within the shear band can no longer compensate for the increased shear stress associated 
with a loading increment. Based on this argument, they proposed that the propensity for void sheeting 
depends on the strain-hardening constants (𝑚𝑚 and 𝐴𝐴), the von Mises stress (𝜎𝜎‾), the density of spherical 
voids per unit volume 𝑁𝑁𝑣𝑣, and the average void volume (𝑉𝑉) as 

𝑚𝑚(𝐴𝐴
𝜎𝜎‾

)1/𝑚𝑚 = 𝑉𝑉𝑁𝑁𝑣𝑣           ( 3 ) 

To elucidate this proposed model, Figure 13 presents a plot of 𝑉𝑉𝑁𝑁𝑣𝑣as a function of 𝜎𝜎‾ for copper and 
nickel. As discussed in the introduction, intervoid shearing is controlled by void growth while void 
sheeting is controlled by void nucleation. Previous studies indicate that voids grow by slip [77, 78, 79, 
80]. While the factors that control void nucleation are still poorly understood [25, 30, 55, 59], it is 
presumed that it depends on some combination of the local stress and strain states and the local 
density of dislocations and vacancies [48, 71, 81]. Hence, in materials where strain hardening impedes 
slip, void nucleation rather than void growth may control the rate of void coalescence. Depending on 
the kinetics of void nucleation, i.e. the local density of void nucleation sites and the rate at which they 
are activated, this may result in a significant increase in the amount of shear strain a material can accept 
before fracture. Alternatively, in materials with a low strain-hardening capacity, when a small volume 
fraction of voids nucleates, failure likely occurs almost immediately after a state of localized shear 
develops. This may explain why shear localization is sometimes observed to coincide with fracture in 
materials with low strain-hardening capacities that already contain a significant volume fraction of 
voids [17, 54]. 

 

1.4.3. Relating rupture mechanisms to phenomenological fracture models 
The present observations suggest that phenomenological fracture models should describe failure as a 
sequential process controlled by multiple mechanisms rather than by a single, dominant mechanism. 
Fundamentally, the competition between these mechanisms and the transition from one mechanism 
to another depends on the local stress state, the resistance to void nucleation, the resistance to void 

 
Figure 13: Plots of void volume fraction (VNv) versus the von Mises stress (𝛔𝛔‾ ) at which void 
coalescence by intervoid shearing occurs for nickel and copper are shown. These plots are 
based on equation 𝑚𝑚(A

σ‾
)1/m = VNv         

  ( 3 ) [9]. Because copper has a much larger strain-hardening capacity than 
nickel, equation 𝑚𝑚(A)1/m = VNv         
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growth, and the intrinsic plastic flow behavior of the material. The results of this study suggest that 
the resistance to void growth is related to the strain-hardening capacity of the material, though other 
factors likely also play a role. Void nucleation is, however, much more poorly understood. At present, 
many fracture models simply assume a pre-existing void fracture [23, 32, 42]. More advanced 
approaches randomly seed the material with voids as a function of global stress or strain [48, 82]. 
These results indicate that the fracture mechanism is significantly influenced by both when and where 
voids nucleate. Consider, for example, the sequence of fracture mechanisms in the 3N-Cu sheet 
material. Before a shear band formed, voids primarily nucleated near the center of the sheet. These 
voids subsequently coalesced by void sheeting to form a central cavity. Void sheeting did not control 
the final stage of failure, though, because very few voids nucleated near the edges of the sheet. The 
final stages of fracture were instead controlled by the growth of prismatic cavities into material that 
was nearly void-free, i.e. the OAS mechanism. If, on the other hand, voids had nucleated more readily 
throughout the cross-section, it is likely that void sheeting would have caused specimen separation. 
Current approaches to modeling void nucleation are thus generally insufficient to predict which 
fracture mechanism or sequence of mechanisms controls failure. 

In addition, because the effects of one mechanism can enable and/or suppress others, the entire series 
of fracture mechanisms must be predicted to accurately model failure. This is a challenging task. A 
failure mechanism map in stress triaxiality/true reduction in load bearing area space may be able to 
provide a first-order approximation of which mechanisms could contribute to failure for a given 
material. True reduction in load bearing area is here defined as the reduction in area from necking 
and/or shear deformation plus the void area fraction in the thinnest ligament. Examples of two such 
maps are provided in Figure 14. The map in Figure 14(a) is loosely based on the observed failure 
sequence in the 4N-Ni materials, which had a high resistance to void nucleation and a low resistance 
to void growth. Alternatively, the map in Figure 14(b) shows an example of the failure process in a 
material in which void nucleation is almost entirely suppressed, such as the 5N-Al wire material used 
in this study. For a given material, such maps could be used to predict the transition from one fracture 
mechanism to another. It is important to note, though, that this approach has the serious downsides 
of capturing neither the importance of where voids nucleate nor how different mechanisms enable 
one another. In addition, it can only be related to failure strain if the relative ductilities of different 
fracture mechanisms have been determined. In the end, these aspects must be included before the 
entire sequence of fracture mechanisms can be predicted. 
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1.5. Summary and Conclusions 
Current approaches to studying ductile fracture generally assume that failure is controlled by void 
growth and coalescence through either intervoid necking or intervoid shearing. Phenomenological 
models that incorporate a mechanistic approach to fracture have focused on how the stress state 
influences the rates of and competition between these two mechanisms [20, 21, 36, 44, 83]. While 
these approaches are useful, they disregard the fact that fracture can be controlled by at least seven 
different mechanisms. In this study, the interaction between these different failure mechanisms was 
investigated by characterizing the fracture of high-purity aluminum, nickel, and copper. Unlike 
previous studies, the entire failure process in these materials from the formation of a diffuse neck to 
final specimen separation was examined. These observations demonstrated the following: 

a) The failure process frequently involves a progression of several mechanisms in a sequential 
manner. When this occurs, one failure mechanism often facilitates the mechanisms that come 
after it. 

b) The microstructural evolution that occurs during deformation prior to failure can either 
eliminate or create void-nucleation sites in the material. This can significantly influence the 
competition between different failure mechanisms. The creation or elimination of void 
nucleation sites by microstructural evolution is particularly important in materials where void 
nucleation at second-phase particles is suppressed, as is the case in high-purity materials and 
materials with small, well-bonded second-phase particles. 

c) The competition between intervoid shearing and void sheeting depends on the strain-
hardening capacity, with a low strain-hardening capacity favoring intervoid shearing and a high 
strain-hardening capacity favoring void sheeting. 

d) It is hypothesized that the reported discrepancies in strain-to-failure under shear-dominated 
loading are due not only to differences in the spatial resolution of strain measurements but 
also to differences in dominant mechanism for a particular material/condition and under-
representation of the multiple mechanisms that can contribute to failure. To accurately predict 

          
Figure 14: Two examples of fracture mechanism maps are provided. The map in (a) is 

loosely based on the observed failure sequence in the 4N-Ni materials, which had a high 
resistance to void nucleation and a low resistance to void growth. The map in (b) shows an 

example of the failure process in a material in which void nucleation is almost entirely 
suppressed, such as the 5N-Al wire material used in this study. 
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fracture, the complex interplay between different fracture mechanisms, material properties, 
and the microstructure must be understood and modeled. 
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2. THE MICROMECHANICS OF VOID NUCLEATION 
Ductile rupture in metals is a phenomenon that affects a wide range of applications from forming of 
automotive body panels to failure of solder joints in microelectronics.  The incipient stage involves 
the formation of internal voids, a critical transition state which is difficult to predict.  Early 
observations on ductile rupture have led to several conflicting or competing models which describe 
the nucleation phase.  The present review distinguishes the nucleation process based on the 
microstructural features which can trigger nucleation: second-phase particles, grain boundaries, and 
dislocation cell boundaries.  For each of these features, a review of observations leads to a critical 
assessment of modeling approaches.  Specifically, the role of defect-defect interactions on processes 
such as vacancy condensation can help to rationalize known controlling factors such as the role of 
stress-state and strain accumulation on the void nucleation processes.   As a result of this review, it is 
possible to define critical experiments and model developments that will enable improved prediction 
of ductile rupture processes and design of damage-tolerant materials.   

2.1. Introduction: Early concepts and misconceptions 
More than seventy years after Constance Tipper proposed that ductile failure is a multi-step process 
consisting of void nucleation, growth, and coalescence [72], failure predictions for metallic 
components remain challenging. At the core of the problem, there is lack of consensus on the 
governing conditions and mechanisms for the incipient nucleation of damage in metals. Historically, 
modeling and experimental efforts have focused on void growth and coalescence, particularly under 
high-triaxiality conditions [2, 31, 32]. These efforts have produced well-validated models for the 
response of a porous, ductile material loaded in tension [33, 84, 85]. However, such models invariably 
assume that the material contains a preexisting distribution of voids or that voids nucleate at a critical 
stress and/or strain. Void nucleation in these models is thus mechanism-agnostic. An increasing 
number of studies have demonstrated, though, that the distribution and morphology of incipient voids 
can profoundly influence many aspects of failure, including strain-localization and the failure 
mechanism [48, 59, 86, 87, 88]. Accurately modeling void-nucleation is thus critical to predicting the 
mechanical integrity of metallic structures.  

Before considering how voids form, it is first necessary to define what a void is in the context of 
ductile rupture and, hence, what it means for a void to nucleate. There are two interrelated 
requirements before an incipient void (e.g., a microcrack or vacancy cluster) nucleates and becomes a 
failure-relevant void: it must be stable, and it must grow within an experimentally relevant time-scale 
such that it precipitates into failure. By stable, we mean that the incipient void cannot dissipate away 
(e.g., vacancy cluster disperses) or collapse into another defect (e.g., a dislocation loop). Stability 
depends on many factors, including the local stress state, temperature, and the mechanism(s) that 
control the initial stages of growth. For instance, microcracks formed during tensile deformation may 
collapse if the part is subsequently loaded in compression. With respect to the second requirement for 
nucleation, the void growth rate is dependent upon the growth mechanism. One common hypothesis 
is that voids grow by dislocation nucleation, in which case a void is considered to have nucleated when 
it is large enough to nucleate dislocations [84]. However, it was recently shown that void growth by 
dislocation emission is probably not realistic during quasistatic testing conditions [82]. If voids instead 
grow by absorbing dislocations, a void can be regarded as nucleated when the dislocation population 
around it is sufficient to sustain its growth. Vacancy clusters or microcracks smaller than this critical 
size would be annihilated by a gliding dislocation [89]. Clearly there is no simple and universal 
definition, in terms of a critical size or microstructural state, for when a void is considered to 
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“nucleate.” The specific microstructural features and associated mechanisms must be taken into 
account. 

Despite the ambiguity around when a void is said to nucleate, it is well established that void nucleation 
is driven by plastic deformation and often occurs where this process is inhomogeneous, e.g. at second-
phase particles, non-metallic inclusions, or grain boundaries [90]. The subsequent growth and 
coalescence of these voids creates the classic “dimpled” fracture surface presented in Figure 15. While 
voids are widely assumed to originate at particles or inclusions, populations of particle-free dimples 
filling a spectrum of length scales are also observed  on the fracture surfaces of many materials [91]. 
Proposed void nucleation mechanisms, summarized in Table 4 and Figure 16, include both particle-
stimulated and particle-free mechanisms. As Figure 16 illustrates, these mechanisms can produce 
incipient voids with significantly different morphologies.  

 
To date, the vast majority of studies on void nucleation have focused on particle-stimulated void 
nucleation. Classically, the critical conditions for particle-stimulated void nucleation have been 
addressed in terms of the mechanical conditions at the particle/matrix interface. For example, many 
studies have examined the relationship between the local stress state and particle delamination [92, 
93]. This perspective has been covered extensively in prior reviews of void nucleation (see References 
[59, 94, 95, 96] for classic perspectives and References [57, 97] for more recent treatments of the 
topic). These results are summarized in Section 3.  

The specific microstructural configuration that gives rise to the nucleation event are, however, 
generally ignored, both for the case of particle-stimulated and particle-free void nucleation. Modern 
experimental observations and computational tools indicate, though, that void nucleation results from 
specific defect-defect interactions. Here, by defect-defect interactions we mean interactions between 
the various deformation-related defects, such as vacancies, dislocations, twins, and deformation-
induced phases, and with other microstructural defects, such as second-phase particles and grain 
boundaries. In an alternative approach to prior reviews of void nucleation, the focus of the present 
study is on the role of defect interplay during void nucleation. Particular focus is drawn to the insights 

 
Figure 15. An SEM image of the fracture surface of a 
wrought Nickel 200 specimen exhibiting the classic 
“dimpled” fracture surface is shown. Dimples spans 

a large spectrum of length scales in metals, and 
small dimples in many materials are not always 

associated with particles or inclusions.  
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provided by modern characterization and computational tools such as electron backscatter diffraction 
(EBSD), X-ray microtomography, and atomistic simulations. Three general cases are discussed: void 
nucleation at particles (Section 4.1), at grain boundaries (Section 4.2), and at deformation-induced 
dislocation boundaries (Section 4.3). Particular attention is given in this section to void nucleation by 
vacancy condensation, which received limited attention in previous reviews of room-temperature 
ductile fracture. While the focus of this review is on void nucleation during quasistatic deformation at 
temperatures less than approximately one-third the melting temperature, void nucleation is also 
sensitive to both temperature and strain rate. The effects of these external factors on void nucleation 
are briefly discussed in Section 5.   

 
Table 4: A brief summary of the five proposed void-nucleation mechanisms is provided. 

Void nucleation 
mechanism 

Favored by Nucleation Criteria 

Particle fracture • Large, brittle particles 
• Low interfacial energy 
• High interfacial strength 

• Local stress 
• Particle 
toughness/strength 

Particle decohesion • Small, ductile particles  
• High interfacial energy 
• Low interfacial strength 

• Local stress 
• Interfacial energy 

Grain boundary 
cleavage 

• Materials with limited and 
localized plasticity (e.g., HCP 
metals) 
• High interfacial energy 

• Interfacial energy 
• Local stress 
• Local defect content 
• Grain boundary geometry 
• Active slip system(s)  

Vacancy 
condensation 

• Elevated temperatures (high 
vacancy diffusivity and 
concentration) 
• Vacancy production via cold 
working 

• Vacancy concentration 
• Local dislocation density 
• Hydrostatic stress 

 

Dislocation 
boundary 
decohesion 

•High misorientation 
dislocation boundaries 

•Local dislocation density  
•Local strain/stress  
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2.2. A brief review of the mechanical conditions that enable nucleation at 2nd-
phase particles 

Second-phase particles and inclusions can play two distinct mechanistic roles in ductile void 
nucleation, producing voids via particle cracking or via interfacial decohesion [98]. Classic reviews of 
particle-stimulated void nucleation [12, 99, 100, 101] present post-mortem microscopy of fractured or 
debonded particles and discuss how particle size, shape, and volume density affect the critical stress 
and strain for void nucleation. Recent reviews of ductile fracture by Pineau et al. [81, 97] also include 
data from recent in-situ X-ray tomography and scanning electron microscopy (SEM) studies on the 
mechanical conditions for void nucleation. These reviews primarily focus on the local mechanical 
condition for void nucleation in particles. This section summarizes these results and presents data 
from in-situ X-ray microtomography studies not covered in prior reviews. 

Decades of study have examined the relationship between particle and matrix properties and the 
competition between particle fracture and delamination. The general trend that small, spherical 
particles tend to delaminate while large, elongated particles tend to fracture has been observed in many 
materials [102, 103, 104], though exceptions to this trend have been observed during in-situ SEM 
experiments [105]. The relationship between these parameters and the critical strain for void 
nucleation has also been studied in many alloy systems. Table 5 summarizes how increasing a given 

   
Figure 16. Schematic illustrations for mechanisms of void nucleation involving 

hard particles (top row) or at other microstructural features (bottom row).  
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parameter affects the critical strain for void nucleation for a given nucleation mechanism. As noted in 
these tables, strong relationships have been established between some parameters and the critical strain 
for nucleation, while the effects of other parameters remain unclear. For instance, Goods and Brown 
[102] proposed that the critical strain for delamination is a linear function of the particle radius, Tanaka 
et al. [104] hypothesized that it is inversely proportional to the square root of the radius, and Argon 
and Im reported that particle size had no effect on particle decohesion in materials with low particle 
volume fractions [102, 106]. 

Table 5: For each of the parameters listed, the arrow indicates if increasing this parameter 
increases or decreases the critical strain for void nucleation by particle decohesion or by particle 

cracking.  

Parameter Decohesion Cracking 

Interfacial strength ↑ No effect 

Particle size Effects 
unclear 

↓ 

Particle elongation No effect ↓ 

Particle volume fraction ↓ ↓ 
Stress triaxiality Effects 

unclear 
No effect 

Matrix strength Likely ↓ ↓ 

 

With respect to the influence of stress triaxiality, X-ray tomography experiments are providing new 
insights into how this parameter affects particle-stimulated void nucleation. However, the relationship 
between stress triaxiality and particle-stimulated void nucleation still remains unclear. Historically, this 
relationship has been investigated by comparing the ductility of notched and unnotched tensile bars 
[107, 108]. The result that void nucleation generally occurs at lower strains in notched bars than 
unnotched is confounded by the fact that both the stress triaxiality and the mean stress are larger in a 
notched specimen than an unnotched specimen. It is now possible, though, to combine experimental 
characterization from in-situ X-ray tomography with finite element (FE) analysis to evaluate the local 
stress triaxiality at void nucleation. Babout et al. [13] investigated this relationship for both 
delamination and fracture of spherical ZrO2/SiO2 particles in a matrix of pure Al and a matrix of Al 
2124, respectively. Decohesion appeared to depend on the local stress field at the particle interfaces 
[105], with particle fracture consistently occurring at a critical normal stress of 700 MPa regardless of 
the stress triaxiality. This suggests that particle fracture depends simply on the magnitude of the 
normal stress applied to the particle-matrix interface, not the overall stress state.  

X-ray tomography also showed that particle fracture depends more strongly on particle morphology 
than on particle size. In a SiC particle-reinforced 2080 Al alloy, Chawla and coworkers [15] examined 
the relationship between particle fracture, size, and morphology, examining over 1500 particles. A plot 
from this study showing the fracture probability as a function of both size and aspect ratio is provided 
in Figure 17. For a particle of average aspect ratio, the probability of fracture ranged from 10% for 
the smallest particles to 30% for the largest particles. In contrast, for a particle of average size, the 
probability of fracture ranged from 20% for particles with the smallest aspect ratio to 60% for particles 
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with the largest aspect ratio. These data thus indicate that particle morphology is a critical factor when 
considering particle fracture.  

 

2.3. The influence of defect-defect interactions on void nucleation 
In this section, we discuss the local defect states in the microstructure that serves as seed sites for void 
nucleation. While it has long been assumed that void nucleation is enabled by local plastic deformation 
at specific material heterogeneities [46], little attention has been given to the specific relationships 
between void nucleation and defect-defect interactions. In recent decades, the emergence of 
characterization tools such as EBSD and X-ray tomography, combined with advances in 
computational tools, have allowed these interactions to be studied in detail for the first time. This 
section reviews these works for the following three general cases: 

1. void nucleation at second-phase particles and inclusions, 

2. void nucleation at grain boundaries, and  

3. void nucleation at deformation-induced dislocation boundaries. 

For each case, experimental observations are first presented, followed by a discussion of relevant 
theories and models.  

2.3.1. Void nucleation at second-phase particles 
It has long been assumed that the mechanical drivers for particle-stimulated void nucleation are 
created by local plastic deformation at or near the particle/matrix interface. The local deformation 
around particles is often highly heterogeneous and depends on many factors. For instance, Humphreys 
and coworkers [109, 110] demonstrated that the lattice rotation accommodated by dislocation 
boundaries near silica particles in a Ni matrix increases with particle size.  

 
Figure 17. A 3-D probability plot of particle 

cracking for SiC particles in an Al 2080 matrix. 
The probability of fracture increases both with 

increasing aspect ratio and radius but is a 
stronger function of aspect ratio than radius. 

This plot is from reference [15].  
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Until recently, characterizing these defect states, either experimentally or computationally, was a 
significant challenge. Using modern computational and experimental tools,  significant progress has 
been made in the past three decades in evaluating the defect structures created by plastic deformation. 
Our modern understanding of deformation-induced dislocation boundaries, based on the low energy 
dislocation structures (LEDS) hypothesis [107, 111], suggests that classic assumptions about 
dislocation pileups at the particle/matrix interface leading to void nucleation are invalid. After a short 
review of early studies on the relationship between twinning and particle-stimulated void nucleation, 
we briefly discuss this new perspective on deformation-induced dislocation boundaries. In this 
context, recent experimental observations and computational models of both particle fracture and 
decohesion are presented. 

2.3.1.1. Experimental Observations 
Evidence that deformation-related defects strongly impact nucleation has been observed in a number 
of material systems. In materials that deform by twinning, void nucleation is often associated with 
twin/particle intersections. Beevers and coworkers demonstrated that specific twin types are 
associated with fracture of hydride platelets in zirconium [6]. Both {101�2} and {1121����} twinning was 
observed, but fractured platelets were only associated with  {1121����} twins. Several studies of void 
nucleation in steel have also observed that twin/particle intersections are preferential sites for particle 
fracture [112, 113] . An example of twins intersecting cracked grain-boundary particles in a Fe-3% Si 
steel is shown in Figure 18.  

 
For materials that deform by slip, it has historically been assumed that dislocation pile-ups enable 
particle fracture and decohesion, e.g. see the work of Gell et al. [112], Barnby [114], and Ashby [115]. 
However, over the last three decades, the work of Hansen [16, 76, 116, 117], Kuhlmann-Wilsdorf 
[102, 106, 107, 108], and others [117, 118] has demonstrated that dislocation pile-ups collapse into 
dislocation boundaries, e.g. cell walls and cell block boundaries, at very small strains (ε<1%). It is now 
generally agreed that these boundaries, rather than dislocation pile-ups, are the primary dislocation 
structure in cold-worked metals. For reference, both cell blocks and dislocation cell walls are illustrated 

 

Figure 18. (An optical image of a grain-boundary 
particle fractured at twin/grain-boundary intersections. 

This image was taken from reference [6].  
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in the TEM micrograph provided in Figure 19. These structures are only visible using TEM, electron 
channeling contrast (ECC) imaging, or EBSD, and were thus not observed in many early studies. More 
information on the dislocation structures produced by cold working can be found in references [76, 
102, 104], with particular attention to the debate between dislocation pile-ups and dislocation 
boundaries found in reference [111].  
 

 
Based on this understanding of the dislocation structures created by cold work, it is hypothesized that 
dislocation boundary/particle intersections strongly influence both particle fracture and delamination. 
This hypothesis is supported by recent studies of particle-stimulated void nucleation enabled by 
EBSD. Kacher and coworkers characterized the dislocation structures around fractured Fe 
intermetallics in Al6061 using high-resolution EBSD and observed high densities of dislocation 
boundaries near the interface of cracked particles [119]. In interstitial-free steels containing TiN 

 

Figure 19. (a) A TEM micrograph and (b) a sketch of the 
microstructure in specimen of high-purity Al reduced 
10% by cold-rolling are shown. Cell block boundaries 
(CBx) are colored black in the sketch, while cell walls 

are colored light gray. The rolling direction (RD) is 
indicated in the micrograph. Similar microstructures 

are created by plastic deformation in other bulk metals 
that deform by slip. This image was taken from 

reference [16].  
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precipitates, Kestens and coworkers [120] observed that particle delamination occurs at approximately 
the same macroscale strains (15-25%) as the transition from low-angle to high-angle cell block 
boundaries. EBSD data from this study suggests that particle delamination generally began at or near 
the intersection between particles and dislocation boundaries, though more detailed analysis is 
necessary to better establish this interpretation.  

2.3.1.2. Theories and models of particle-stimulated void nucleation 
Classical theories of void nucleation at particles, either by particle fracture or interfacial debonding, 
focus on strength-limited nucleation, nucleation on the basis of energetic arguments, or both. 
Energetic approaches typically require that the local strain energy released must be equal to or greater 
than the fracture toughness, which is bounded by the surface energy of the two free surfaces [121]. 
Goods and Brown [46, 122] argued that the energetic criterion was a necessary but not sufficient 
condition; an additional cohesive strength criterion must be met. Indeed, this interfacial strength 
criterion may control in purely elastic circumstances because the strain energies associated with 
meeting the strength criterion are likely more than sufficient to account for the free surface generation 
[122]. 

More recently, cohesive zone models have been employed to study both particle decohesion and 
cracking and understand the relative roles of strength and toughness [123]. Cohesive zone models use 
special finite elements to model fracture, and hence are based on continuum theory. Needleman [124] 
was the first researcher to use cohesive zone elements to study the delamination between a two-
dimensional particle and the surrounding matrix at the continuum scale with finite elements. 
Considering a rigid inclusion in an elastic-plastic matrix, Needleman found that the strain at which the 
particle delaminated—the “nucleation strain”—was sensitive to stress state, particle size, and interface 
properties. Numerous other researchers have applied the cohesive zone approach to the problem of 
particle delamination and fracture considering the behavior with various material constitutive 
relations, particle shapes, and particle arrangements in two- and three-dimensions [125, 126, 127, 128, 
129] [130] [14]. The most advanced approaches enable simultaneous modeling of decohesion and 
cracking via dynamic finite element insertion; an example is shown in Figure 20(a) [14].  

However, a key difficulty with such continuum approaches is that they ignore the highly heterogenous 
nature of plastic deformation. In particular, because particles are small, they interact with relatively 
few deformation-induced defects (e.g., dislocations, twins), making the continuum assumption suspect 
[131].Capturing these discrete defect interactions is likely important to understanding the decohesion 
process. This was shown to be true in a recent molecular dynamics study of silicon particle decohesion 
in copper, where dislocation emission and slip were associated with the debonding process as shown 
in Figure 20(b) [18]. Interestingly, many of the earliest theories of particle decohesion considered the 
role of dislocation interactions, but primarily focusing on the stress concentrations generated by 
dislocation pile ups [3, 132] rather than the active interplay between slip and decohesion observed in 
modern MD simulations.  

Ab initio techniques have also been applied to the particle decohesion problem. In particular, interfacial 
strengths and works of separation [133, 134] have been computed for a variety of interface types. 
Often the interfacial strengths from these calculations exceed 10 GPa—far larger than the ultimate 
strength of structural metals. How to incorporate these fundamental atomistic properties into higher 
length scale models for particle decohesion is unclear.  
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2.3.1.3. Discussion 
Modern characterization tools have provided new insights into the local microstructural state that 
triggers void nucleation at second-phase particles and inclusions. It has long been assumed that particle 
fracture and delamination is enabled by local plastic deformation at the particle/matrix interface, but 
the deformation microstructures related to void nucleation remain murky. Observations that specific 
twin types are associated with particle fracture suggest that particle-stimulated void nucleation is highly 
sensitive to the local defect state. Similarly, in metals that deform by slip, we speculate that specific 
dislocation boundary configurations enable both particle fracture and debonding, though much more 
work is necessary to validate this hypothesis. By combining a microstructural understanding of 
particle-stimulated void nucleation with classic mechanical analyses, longstanding questions in this 
field on the effects of particle size and stress state on void nucleation may be uncovered. 

Since defect interactions plays such a critical role during nucleation at second-phase particles, any 
modeling technique must accurately capture the physics of these interactions. In contrast, the physical 
models that have been used to describe crack nucleation and growth in the past are usually 
approximate and simplistic. For example, the influence of local lattice defects such as dislocations is 
not considered. In order for micromechanical models of ductile rupture to become predictive, 
additional work is necessary to develop realistic fracture criteria and compute necessary fracture 
properties from lower scale simulations. Molecular dynamics is currently the best tool for elucidating 
the detailed micromechanics of nucleation but suffers from severe time-scale and length-scale 
limitations. Furthermore, the use of MD in such studies requires interatomic potentials that accurately 
resolve the properties of defects in both the primary and secondary phases, and the properties of the 

 
(a)                                           (b) 

Figure 20.(a)Three-dimensional finite element 
simulation of particle cracking and delamination in a 

metal matrix composite. Bonded particle interfaces are 
shown in red, free surfaces are shown in gray. Figure 
is from reference [14]. (b)A snapshot from reference 

[18]  of MD simulations of Si particle debonding from a 
Cu matrix showing atomic displacements relative to 

initial configuration. Slip traces from dislocation 
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particle interface. Even still, there are many opportunities to use existing atomistic computational 
techniques in order to advance our understanding of defect-mediated void nucleation at second-phase 
particles. This includes studies showing how slip and deformation twinning affect nucleation. Even 
with these details sorted out, however, relating this information to models of ductile rupture at higher 
length scales still remains challenging. Future modeling efforts need to focus on elucidating key defect 
interactions, developing physics-based models that describe the key features of these interactions, and 
then developing methods for upscaling this information to finite-element-type simulations which can 
simulate realistic particle microstructures under complex loadings.    

2.3.2. Void Nucleation at Grain Boundaries 
Grain boundary delamination is commonly observed during ductile rupture of materials with limited 
plasticity, e.g. in many hexagonal close packed (HCP) metals and BCC metals below their ductile-to-
brittle transition temperature [8, 12, 135, 136, 137, 138, 139]. This proposed mechanism is similar to 
particle/matrix decohesion, with one significant difference: while the particle is often fully elastic, the 
grains on either side of a boundary have (at least some) plasticity. As discussed in this section, grain 
boundary plasticity and the accumulation of dislocations on either side of the interface play a 
determinative role in grain boundary decohesion. These roles are often overlooked, though, and 
unrealistic mechanisms of grain boundary delamination that only consider the local stress state [3, 140] 
or dislocation density at a grain boundary [73] are still invoked in many contexts [94, 141, 142].  

This section presents experimental observations of grain-boundary delamination, discusses the 
deficiencies of early models of grain-boundary delamination, and presents recent theoretical work in 
this area. Because void nucleation by grain boundary cleavage does not fundamentally depend on the 
deformation mechanism (slip versus twinning), both of these cases are treated in this section. The case 
of brittle failure by grain boundary cleavage, which may occur when hydrogen, solutes, or liquid metal 
segregates to the boundary [143], is outside the scope of the present review. 

2.3.2.1. Experimental observations of grain-boundary cleavage 
In both pure and particle-containing metals that deform by twinning, voids are sometimes observed 
at grain boundary/twin intersections or twin/twin intersections. Ng et al. and Bieler et al. [12, 136] 
demonstrated that voids in TiAl primarily nucleate at grain-boundary/twin intersections. An example 
of this is provided in Figure 21. Bieler et al. [8] also observed that voids in high-purity α-Ti (HCP) 
nucleate at the intersection between T1 (primary) and T2 (secondary) twins, as shown in Figure 22. At 
low, i.e. cryogenic, temperatures, void nucleation in some materials occurs more readily at grain-
boundary/twin intersections than at second-phase particles [144, 145]. This has been observed in the 
α-titanium alloy Ti-5Al-2.5Sn [145] and in nitrogen-alloyed austenitic stainless steels [139, 144]. There 
is also evidence that voids in magnesium alloys nucleate at grain boundary/twin intersections by 
boundary cleavage, though more study is needed to confirm this conclusion [146, 147, 148].   
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The importance of grain boundaries to ductile fracture in BCC metals is apparent from testing single 
crystals, which often show tremendous ductility well below the ductile-to-brittle transition temperature 
of polycrystalline materials [142, 149, 150, 151]. Because of this, it has long been assumed that void 

 
Figure 21. An electron channeling 
contrast image of three incipient 

voids at twin/grain-boundary 
intersections in TiAl is shown. This 

image is from reference [12]. 
 
 
 
 
 

 

 
Figure 22. An image of an incipient void at the 
intersection of a T1 twin, a T2 twin, and a grain 
boundary in α-Ti is shown. This image is from 

reference [8].   
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nucleation in polycrystalline BCC metals begins at grain boundaries that act as barriers to dislocation 
transmission, such as that shown in Figure 23 [142, 152]. However, in-situ experiments and atomistic 
simulations have demonstrated that crystal defects in the grain boundary and adjacent grains can 
interact in non-trivial ways and promote void nucleation. Wronski et al. [5] observed void nucleation 
in-situ in tungsten thin-films fractured in a TEM. Instead of dislocation pileups, arrays of edge 
dislocations formed on the {110} and {112} planes near grain boundaries. Voids subsequently 
nucleated a few microns away from grain boundaries only within the arrays of edge dislocation that 
formed on the {110} plane. Void nucleation by boundary cleavage was also investigated in a recent 
atomistic study of a planar Σ9 grain boundary in tungsten [153]. It was observed that under some 
biaxial stress states, a void nucleated at grain boundary dislocations. In other cases, though, lattice 
dislocations nucleated at the grain boundary and subsequently acted as a nucleation site for voids. 
These studies suggest that the defect content and atomistic structure of the grain boundary play critical 
roles in the propensity for void nucleation. 

 

 

2.3.2.2. Theories and models of grain-boundary cleavage 
Early investigators proposed that void nucleation was likely associated with heterogeneities in plastic 
deformation, particularly dislocation pile-ups at the head of blocked slip bands [3, 132, 140]. It was 
hypothesized that, if a slip band is blocked by a grain boundary, the tensile stress at the head of the 
slip band could exceed the cohesive strength of the material and nucleate a void  [3]. A schematic of 
this is shown in Figure 24. This mechanism of void nucleation is now known as the Zener-Stroh 
mechanism [141]. Zener predicted that the void would nucleate on a plane normal to the active slip 

 
Figure 23. A TEM micrograph of edge 

dislocations in a pile-up configuration in BCC 
tungsten is shown. Such grain-boundary pileups 
are not observed to nucleate cracks. This image 

is from reference [5]. 
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plane within the grain in which the dislocation pile-up formed [3], while others predicted that it would 
happen in the adjacent grain or within a polygonised array of dislocations [56].   

 

 
Both energy-based and strength-based failure criteria have been invoked with the Zener-Stroh 
mechanism. For example, Stroh [132, 140] computed the elastic strain energy in the tensile stress 
region below a pile-up and assumed fracture would occur when this energy exceeded the energy of 
the new free surfaces of the crack. Combining his result with analysis by Eshelby et al. [154]on the 
geometry of dislocation pile-ups, Low [64] determined that the critical number of dislocations in a 
pile-up, 𝑛𝑛, for the energy-based theory was 

𝑛𝑛 = 3𝜋𝜋2𝛾𝛾
8𝑏𝑏𝜏𝜏𝑎𝑎

1 

where 𝛾𝛾 is the surface energy, 𝑏𝑏 is the magnitude of the Burgers vector, and 𝜏𝜏𝑎𝑎 is the applied shear 
stress. For common values of fracture stress and surface energy, this equation predicts that the pile-
up must contain 102 to 103 dislocations for voids to nucleate in this manner [132, 140]. From the 
strength-based perspective, using Koehler’s [155] expression for the maximum tensile stress ahead of 
a dislocation pile-up, the critical number of dislocations is  

𝒏𝒏 =
𝝈𝝈𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕

𝜶𝜶𝝉𝝉𝒂𝒂
 

where 𝛼𝛼 is a constant on the order of unity. Assuming 𝜎𝜎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡~10 GPa and 𝜏𝜏𝑎𝑎~100 MPa, we obtain 
𝑛𝑛~102 dislocations, similar to the energy-based theory. While the Zener-Stroh mechanism is 
appealing in many ways, it has been dismissed by many researchers over the years on the grounds that:  

• shear stresses on the order of the theoretical shear strength are necessary to form the pile-up 

 
Figure 24. The Zener-Stroh mechanism of crack nucleation at 

a blocked slip band is illustrated. This image was modified 
from reference [3]. There is little experimental evidence that 

this mechanism occurs during quasistatic, room-
temperature deformation.  
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[64],  

• the large dislocation pile-ups invoked by these models do not generally form during plastic 

deformation [111], and 

• large local stresses at the head of the pile-up are likely to be dispersed by secondary slip [156].  

More recent studies have demonstrated that two interrelated factors determine if voids will nucleate 
by grain-boundary cleavage [139, 157]: 

1) Does the geometric relationship between the active slip/twinning systems on either side of 

the boundary allow for easy slip transfer?  

2) If not, can the local stress/strain at the boundary be relaxed either by existing dislocations or 

by the nucleation of new dislocations? 

Depending on the orientation of the grains on either side of the boundary and the activated slip 
system(s), a continuum of slip transfer cases may occur. At the extremes, the boundary can either be 
impenetrable, with no shear transfer across it, or nearly transparent to dislocations, with near perfect 
transmission from one side to another. For most boundaries, though, slip in one grain is transferred 
imperfectly into the next and some residual boundary dislocations are left behind. In these cases, the 
shape change at the boundary must be accommodated by local slip in the neighboring grain.  

Kumar et al. [135] determined that void nucleation at twin/grain-boundary intersections in TiAl is 
facilitated by residual dislocation content within the boundary. Based on their analysis, a fracture 
initiation parameter, 𝐹𝐹1, was proposed as 

𝐹𝐹1 = 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡|𝒃𝒃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝒕𝒕| ∑ 𝒃𝒃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝒃𝒃𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 . 2  
The geometric considerations associated with this parameter are illustrated in Figure 25 and the 
reasoning behind it is as follows. The Schmid factor of the operating slip (or twin) system, 𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡, 
drives a slip band (or twin) into the GB, which then “opens up” the GB by an amount that is 
proportional to 𝒃𝒃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡. The local tensile 𝒕𝒕 then acts to open the interface further by an amount 
proportional to |𝒃𝒃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝒕𝒕|. However, this opening can be counteracted or relaxed by slip in the 
opposing grain, as long as the slip systems in that grain are aligned appropriately; the potential for 
such relaxation is proportional to ∑ 𝒃𝒃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝒃𝒃𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 , where 𝒃𝒃𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒 are the Burgers vectors in the 
opposing grain. As noted by Bieler et al. [8], this parameter is maximized when multiple slip systems 
in the neighboring grain accommodate the twin shear, leading to a higher residual dislocation content. 
This factor accounted for void nucleation events at twin/grain-boundary intersections in TiAl, though 
it has not yet been applied to other systems.   
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One interesting point is that the grain boundary normal 𝒏𝒏𝑔𝑔𝑔𝑔 does not appear in Eq. (6) because 
including it did not improve the parameter’s ability to predict failure [12]. This is in contrast to the 
failure parameter proposed by Zhang et al. [4], who studied void nucleation at twin-GB intersections 
in polycrystalline BCC Mo with molecular dynamics simulations. Figure 26 shows an example from 
this study. The authors proposed that the propensity for void nucleation at the grain boundary is 
proportional to the GB displacement induced by the twin-GB intersection, 

  𝛥𝛥 = 𝑡𝑡�𝒃𝒃𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 ∙ 𝒏𝒏𝑔𝑔𝑔𝑔�, 

where the details of the geometry are shown in Figure 26(a). As this displacement increases, so too 
does the local tensile stress at the grain boundary, as shown in Figure 26(c-d). This implies that thicker 
twins promote void nucleation.   

 
Figure 25. The relationship 

between stress state, geometry, 
and the slip and twinning systems 

across a grain boundary are 
illustrated. This schematic is from 

reference [8].   
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Müllner [144] has also analyzed the possibility of crack/void nucleation at deformation band-boundary 
intersections, focusing on twin-twin intersections. He argued that the head of a secondary deformation 
twin could be treated as a dislocation wall (or, equivalently, a disclination dipole), and that the tensile 
stress/strain field below the wall would nucleate a crack in the primary twin. This nucleation would 
be suppressed if dislocations, which were either already present or nucleated by the local stresses, 
could relax the stress/strain field. From this viewpoint, thinner twins, which provide less volume for 
dislocations to nucleate within, and lower dislocation densities would promote void nucleation, 
because dislocation-mediated relaxation would be more difficult. Hence, Müllner argued his theory 
explained why austenitic steels become brittle at low temperatures [138, 139, 144] where deformation 
twinning is the dominant deformation mechanism. This behavior is also observed in Ti alloys [145, 
158]. Note that Müllner’s theory predicts that thinner twins promote void nucleation, whereas the 
other two theories above predict that thicker twins promote nucleation. It is important, however, to 
also recognize that Müllner was focused on twin-twin intersections, not twin-GB intersections. 

 
 

Figure 26 (a) A schematic of the void nucleation mechanism 
proposed by Zhang et al. [4] is shown. (b-d) The distribution of 
tensile stress in the Y direction at strains of (b) 3.3%, (c) 3.4%, 

and (d) 3.7% are shown. Twin growth is apparent in (b), the twin 
collides with the GB in (c) and the nucleated void is shown in (d). 

This figure is adapted from reference [4].   
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2.3.2.3. Discussion 
In materials with limited plasticity, e.g. HCP metals, void nucleation is often associated with twins 
and/or slip bands blocked by a grain boundary. Although this grain-boundary-cleavage mechanism 
appears similar to particle delamination, the mechanisms that govern it are complicated by the fact 
that material on both sides of the boundary plastically deforms. Early researchers overlooked this 
complexity and simply hypothesized that voids form to release the stress or strain energy created by 
dislocation pile-ups and twins. As discussed in this section, models that only consider the stress state 
or dislocation density do not accurately describe grain-boundary cleavage.  

In general, local defect content and grain boundary structure play critical roles in grain-boundary 
cleavage, but the effects of seemingly simple parameters such as twin thickness and stress state are still 
unclear. For example, Kumar et al. [135] predicted no dependence on twin thickness, Mullner [144] 
predicted that thinner twins promote void nucleation, and Zhang et al. [4] predicted that thicker twins 
promote void nucleation. All three of these models invoke, more-or-less, the same mechanism for 
nucleation: a twin intersection introduces a stress/strain normal to the boundary, which will lead to 
void nucleation if that stress/strain is not relaxed in some way (e.g., dislocation motion). While this 
viewpoint is similar to the classical Zener-Stroh model, the focus is on twin-GB intersections rather 
than slip band-GB intersections. This is an important distinction because twins are intrinsically 
localized defects, whereas slip often occurs in a diffuse manner. That is why these theories have been 
successful whereas the Zener-Stroh model has been largely dismissed. Furthermore, none of these 
models truly identify a critical condition for nucleation, they simply provide a scaling analysis. For 
example, the debate harkening back to Zener-Stroh over the relative importance of energetic vs. 
strength considerations remains unresolved by these more modern theories. 

We note that many materials do not experience deformation twinning; additional work is necessary to 
determine the conditions that promote void nucleation at grain boundaries in materials where 
dislocation-mediated plasticity dominates. Surprisingly few studies have examined grain-boundary 
cleavage during quasistatic loading in materials that deform by slip. Hence, even though grain-
boundary cleavage was one of the first void-nucleation mechanisms proposed, much additional 
research is still necessary to elucidate this mechanism.  

2.3.3. Void nucleation at deformation-induced dislocation boundaries 
Although the earliest theories of void nucleation proposed that dislocation arrays played a key role, 
intragranular void nucleation in particle-free metals that deform by slip remains the most poorly 
understood mechanism of void nucleation. Indeed, it was only recently determined that voids in 
ductile metals that deform by slip do not nucleate at grain boundaries. Instead, voids primarily form 
at the low-energy dislocation structures (LEDS) [76, 106, 107, 108, 159], e.g., dislocation cells and cell 
block boundaries, created by plastic deformation. Observations of void nucleation at deformation-
induced boundaries are presented in Section 4.1. The mechanisms proposed to explain these 
observations are presented in Section 4.2. 

2.3.3.1. Experimental observations of void nucleation at dislocation boundaries 
Both in-situ and ex-situ observations demonstrate that dislocation boundaries act as void nucleation 
sites in pure, single-crystalline metals. Wilsdorf and coworkers observed void nucleation in-situ at 
dislocation boundaries in single-crystalline thin films of Be deformed using TEM [13, 160]. An 
example from this work is provided in Figure 27. Ex-situ TEM analysis of fractured α-Fe and Ag single 
crystals also showed that voids nucleate at regular intervals in the most heavily deformed areas of the 
crystal [161, 162, 163], suggesting that deformation before fracture created void nucleation sites. 



 

59 

Studies of failure in Fe single crystals by Furukimi et al. [164] demonstrated that the formation of 
dislocation boundaries is critical to void nucleation. Specimens with cross-sectional areas of 16 μm2 
and 28 μm2 were elongated to failure, with the small specimen failing by catastrophic shear [165] and 
the large specimen by void nucleation, growth, and coalescence. Based on EBSD data, it appeared 
that dislocation boundaries only formed in the larger of the two specimens, perhaps because multiple 
slip systems were only activated in this specimen. Voids were observed with TEM at dislocation 
boundaries in the larger sample.  

 
For the case of bulk, polycrystalline metals, i.e., materials with grain boundaries, Noell et al. [166] 
demonstrated that dislocation boundaries are still the primary void nucleation site. Incipient voids in 
high-purity Ta (a BCC metal) were observed at dislocation boundaries, particularly cell block 
boundaries. An example of this is provided in Figure 28. No voids were observed at grain boundaries 
in this study. Using EBSD and transmission Kikuchi diffraction (TKD) data, Noell et al. analyzed the 
misorientation angle across the cell block boundaries associated with void nucleation and determined 
that incipient voids were not always associated with a large misorientation angle. In addition, they also 
observed a few voids that nucleated at low-angle dislocation cell walls. These results suggest that a 
simple metric such as misorientation angle across a dislocation boundary is not predictive of void 
nucleation. Recent observations of void nucleation at dislocation boundaries in Al (an FCC metal) 
indicate that dislocation boundaries are the primary void nucleation site in particle-free metals that 
deform by slip, regardless of crystal structure [167].  

 

 

Figure 27. TEM micrographs of (a) a strained Be single crystal before 
and (b) after void nucleation. These images show that voids in this 
material nucleated at deformation-induced dislocation boundaries, 
likely cell block boundaries. These images are from reference [13].  
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2.3.3.2. Theories of void nucleation at dislocation boundaries 
 

Three mechanisms have been proposed for void nucleation at dislocation boundaries: 

• nucleation via “cavity dislocation” formation 

 
 

 

Figure 28. A TEM micrograph of incipient voids that nucleated at a cell block boundary in a 
deformed, high-purity Ta material are shown in (a). A sketch highlighting the dislocation structures 
around these voids, with cell block boundaries colored black and cell walls colored gray, is shown 
in (b). Transmission kikuchi diffraction (TKD) data from the microstructure around the voids shown 

in (a) are presented in (c) as an IPF map colored with respect to the TD. The misorientation angle 
across each segment of the boundary is shown in (c). The misorientation across the portion of the 
cell block boundary at which voids nucleated was significantly less than that across many nearby 

boundaries.  
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• the strain energy associated with the misorientation across the boundary drives the formation 

of voids as a mechanism to relieve strain energy (similar to boundary decohesion), and 

• vacancy condensation within the boundary produces voids. 

These three theories and experimental evidence for them are now discussed in more detail.  

In 1958, Cottrell hypothesized that voids could form at slip-band intersections by dislocation 
combination [73]. The key concept is that certain dislocations can act as “cavity dislocations,” meaning 
the voids can nucleate from the core of the dislocation. The prime example Cottrell considered was 
the reaction of two 〈111〉 dislocations in a BCC metal such that  

𝑎𝑎
2

[1‾1‾1] + 𝑎𝑎
2

[111] → 𝑎𝑎[001]. 3  

The resulting dislocation is energetically favorable, and its Burgers vector is parallel to the {001} 
cleavage plane in BCC metals—to quote Cottrell, it is a “cleavage knife.” For these reasons, Cottrell 
proposed that this dislocation would form and nucleate a crack in the solid. While this mechanism is 
elegant and simple, there is no direct experimental or theoretical evidence that voids can nucleate in 
this way. Since Cottrell proposed such a mechanism, our understanding of the dislocation core has 
significantly improved with the advent of modern atomistic simulation tools [168] [169], and no study 
has revealed nucleation by this mechanism. For example, in recent large-scale MD simulations of 
plasticity in BCC Ta, many 𝑎𝑎〈001〉 junctions formed but no voids or cracks were observed to form 
over a variety of straining conditions [170].    

Wilsdorf and coworkers proposed that voids form as microcracks along dislocation boundaries to 
relieve the strain energy associated with the misorientation across the boundary [1, 91, 97]; the 
dislocations in the boundary are attracted towards the free surfaces of the void/microcrack, where 
they are able to annihilate and release their strain energy. The energy change associated with this 
process is [81] 

𝜟𝜟𝜟𝜟 = 𝑬𝑬𝒆𝒆𝟐𝟐 − 𝑬𝑬𝒆𝒆𝟏𝟏 + 𝑬𝑬𝜸𝜸𝟐𝟐 + 𝑬𝑬𝒇𝒇 + 𝑬𝑬𝒘𝒘 4 

where 𝐸𝐸𝑒𝑒1 is the strain energy of the boundary before void nucleation, 𝐸𝐸𝑒𝑒2 is the strain energy after 
dislocation annihilation, 𝐸𝐸𝛾𝛾2is the surface energy associated with the void’s surfaces, 𝐸𝐸𝑓𝑓is the frictional 
energy necessary to move the lattice dislocations, and 𝐸𝐸𝑤𝑤 is the work done by the applied stress. 
According to their hypothesis, void nucleation becomes energetically favorable once the 
misorientation across the deformation-induced boundary reaches a critical angle, since a higher 
misorientation means a higher dislocation density and a higher value for 𝐸𝐸𝑒𝑒1 [1, 97]. Wilsdorf cited 
experimental observations of void nucleation at high-angle dislocation boundaries as evidence for this 
mechanism, e.g. references [13, 160, 161, 162, 163]. This theory is, however, unsupported by later 
experimental observations. As discussed in the previous section,  Noell et al. [166] observed no 
correlation between misorientation angle of a deformation-induced dislocation boundary and the 
frequency of void formation. Furthermore, this theory does not explain the origin of the void 
nucleus/microcrack in the dislocation boundary. Rather, it is simply an analysis of whether a nucleus 
would be stable if it were to form.  
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The third theory, which we believe is most supported by evidence, is void nucleation by vacancy 
condensation. Void nucleation by vacancy condensation during room-temperature deformation has 
often been dismissed as theoretically impossible for at least one of the following reasons: 

• the concentration of vacancies at room-temperature is far too small for voids to form,  
• the room temperature diffusivity of vacancies is too slow for voids to form, and 
• vacancy clusters will collapse before a stable void can form.  

Most of this section thus presents experimental and theoretical studies that respond to each of these 
objections and demonstrate the viability of this void-nucleation mechanism.  

Vacancies increase the entropy of a crystalline solid, leading to a reduction in its free energy. Hence, 
vacancies are always present in crystals. Statistical mechanics shows that a crystalline solid has a 
temperature-dependent equilibrium vacancy concentration given by [171]  

𝑐𝑐𝑣𝑣
𝑒𝑒𝑒𝑒 = 𝑐𝑐𝑣𝑣0𝑒𝑒𝑒𝑒𝑒𝑒 �−𝛥𝛥𝑒𝑒𝑓𝑓

𝑘𝑘𝐵𝐵𝑇𝑇
� 5 

were 𝑘𝑘𝐵𝐵 is Boltzmann’s constant, T is the absolute temperature, 𝛥𝛥𝑒𝑒𝑓𝑓 is the formation energy of a 
vacancy, and 𝑐𝑐𝑣𝑣0 is a constant in the range of 2 to 10. Here we express the vacancy concentration as 
the fraction of lattice sites containing vacancies (missing atoms). For typical formation energies of 

 
Figure 29. A schematic illustration showing void 

nucleation at a dislocation cell wall is shown in (a). A 
dislocation model of void nucleation at a cell wall is 

shown in (b) with dislocations at the surface of the void 
embryo drawn in a smaller size. This figure is from 

reference [1, 2]. 
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common metals, equilibrium vacancy concentrations range from less than 10−20 at room temperature 
up to approximately 10-4 near the melting point [171]. 

These vacancy concentrations apply to a crystal at thermal equilibrium. There is strong experimental 
evidence that plastic deformation produces a vacancy supersaturation that can be as large as 10-3 [172, 
173, 174]. There are two general theories for how vacancies are produced during plastic deformation. 
Both theories rely on the fact that vacancies are either produced or consumed (depending on the glide 
direction) when non-screw dislocations move out of the glide plane containing their line and Burgers 
vector. This is referred to as climb motion. The first mechanism, worked out in detail by Saada [175, 
176, 177], is annihilation of non-screw dislocations of different glide planes. If the elastic interaction 
between the dislocations is attractive (typically the case if they can annihilate) and they are a short 
distance apart, the elastic interactions may be strong enough to induce climb motion. According to 
this model, the concentration of vacancies produced by cold-work is proportional to the work done 
as 

𝑐𝑐𝑣𝑣 = 𝐴𝐴 ⋅ 1
𝐺𝐺 ∫ 𝜎𝜎 d𝜀𝜀𝜀𝜀

0 6 

where 𝐺𝐺 is the shear modulus, 𝜎𝜎 and 𝜖𝜖 are the applied stress and strain, and 𝐴𝐴 is a constant on the 
order of 0.1 [178]. According to this mechanism vacancies are primarily produced in areas of the 
microstructure with large dislocation densities (e.g., cell walls and boundaries). 

The second mechanism involves the formation of Burgers-vector-sized edge dislocation segments on 
screw dislocations after they intersect and cut through forest dislocations. If the edge line direction 
vector has a component out of the screw glide plane, the segment is termed a jog and can only move 
with the gliding screw dislocation by climbing. Cuitino et al. [179] proposed that the vacancy 
concentration will depend on the jog density, 𝐽𝐽, the slip strain rate 𝛾̇𝛾 and the dislocation density 𝜌𝜌 as 

𝑐𝑐𝑉𝑉 = 𝑏𝑏2

𝐿𝐿
∫ 𝐽𝐽𝛾̇𝛾

𝜌𝜌
d𝑡𝑡 7 

where 𝑏𝑏 is the Burgers vector and 𝐿𝐿 is the mean-free path for the generation of a vacancy by a moving 
jog. Vacancy production by this mechanism is thought to occur homogenously throughout the 
material. Several large scale atomistic studies have revealed this “jog dragging” mechanism for vacancy 
production [180, 181]. 
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Validating these proposed vacancy production relationships experimentally is a significant challenge. 
Using currently available techniques for measuring vacancy concentration in bulk samples, such as 
electric resistivity, X-ray spectroscopy, and positron annihilation spectroscopy, it is difficult to 
differentiate between dislocations and vacancies. For example, assumptions that are difficult to 
validate must be made about the trapping rate and lifetime of positrons at dislocation lines and 
vacancies [182]. With these caveats in mind, we now briefly present a few reports on the measured 
relationship between strain and vacancy concentration. The theory of Saada generally compares well 
with experimental data of vacancy-induced resistivity changes at low strains (𝜖𝜖<10%), as shown in 
Figure 30 [7, 174]. Good agreement has also been found between the jog model and experimental 
results [172, 179], though much less attention has been devoted to validating this model. Positron 
annihilation spectroscopy and X-ray spectroscopy measurements of deformed samples both indicate 
that there is an upper limit for the deformation-induced vacancy concentration of ~10−4 at 
atmospheric pressure, which may be reached at strains of ~100% [178]. In-situ X-ray spectroscopy 
measurements suggest that the grain boundary vacancy concentration is orders of magnitude larger 
than that of the matrix, as shown in Figure 31. Lastly, recent positron annihilation measurements of 
vacancy clusters in severely plastically deformed materials indicate that vacancies cluster during plastic 
deformation and that the size of these clusters depends on the material [183]. One of these datasets is 
presented in Figure 32.  

 
Figure 30. Stress versus strain data from Au and the total 

point defect resistivity for different strains are plotted. 
Point defect resistivity generally increases with 

increasing vacancy concentration. This figure was 
modified from reference [7]. 
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For vacancies to promote void nucleation at dislocation boundaries, they must either be present locally 
in appreciable concentrations or sufficiently mobile to migrate to the boundaries. This may occur in 
one of two ways: either vacancy production is highly heterogenous, with most vacancies produced at 
or near dislocation boundaries, or vacancies must be mobile enough to diffuse to void nuclei at 
dislocation boundaries.  According to the theory developed by Saada [175, 176, 177], vacancy 
production via dislocation annihilation will occur primarily in regions with a locally high dislocation 

 
Figure 31. The vacancy concentration produced in 
copper samples during compression is shown as 

a function of strain. Vertical lines indicate 
uncertainty in the data. at 2.7% strain are shown.  

 
 

 

 

 
Figure 32. The size distribution P(N) of vacancy 

clusters in six different severely plastically 
deformed samples is plotted as a function of 

cluster size.  
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density such as dislocation cell walls and cell block boundaries. The local vacancy concentration at 
these features may then be sufficient to create a large vacancy cluster. If vacancies are instead primarily 
produced by the glide of jogged screw dislocations, vacancy production is predicted to be relatively 
homogeneous. Significant diffusion may then be necessary for the vacancies to form a void embryo. 
Although long-range vacancy diffusion through the lattice is limited at room temperature, dislocation 
cores and grain boundaries provide paths for vacancy diffusion that are orders of magnitude faster 
than lattice diffusion [184]. Numerous atomistic studies have shown that in FCC metals, the activation 
energy for vacancy pipe diffusion along a dislocation core is between 0.1 and 0.3 eV (depending on 
the dislocation character angle and position within the core) lower than for bulk diffusion [185, 186].  

Once a sufficient vacancy concentration is present in the material, the vacancies must condense 
together into stable void nuclei. There is a large body of literature on void nucleation in the context 
of classical nucleation theory, according to which the free energy change associated with formation of 
a n vacancy cluster is [187, 188, 189] 

∆𝐺𝐺 = −𝑛𝑛𝑘𝑘𝐵𝐵𝑇𝑇ln(𝑐𝑐𝑣𝑣 𝑐𝑐𝑣𝑣
𝑒𝑒𝑒𝑒⁄ ) − 𝑛𝑛𝜎𝜎𝐻𝐻Ω + 𝐸𝐸𝑛𝑛 8 

where 𝜎𝜎𝐻𝐻 is the hydrostatic stress, Ω is the atomic volume, and 𝐸𝐸𝑛𝑛 is the formation energy of the 
cluster. Often the cluster is approximated as a spherical cavity of radius  𝑟𝑟 with isotropic surface energy 
𝛾𝛾, giving 𝐸𝐸𝑛𝑛 = 4𝜋𝜋𝑟𝑟2𝛾𝛾. Eq. 8 indicates that the primary driving forces for cluster growth are vacancy 
supersaturation (expressed as 𝑐𝑐𝑣𝑣 𝑐𝑐𝑣𝑣

𝑒𝑒𝑒𝑒⁄ ) and the work done by hydrostatic stress.  

However, it is important to note that as vacancy clusters grow, other types of defects beside voids are 
able to form, such as stacking fault tetrahedra and dislocation loops. Such defects are often formed in 
materials with vacancy supersaturations from quenching or irradiation [190, 191, 192, 193, 194, 195, 
196, 197, 198, 199] when vacancy clusters collapse after reaching a critical size. In order to determine 
which defect is most stable for a given cluster size and geometry, a careful energetic analysis is 
necessary. For example, Gavini et al. [200] and Varvenne et al. [201] studied the energetics of voids 
and dislocation loops in FCC Al and HCP Zr, respectively, using ab initio methods. Both studies found 
that a 7 vacancy cluster would collapse into a dislocation loop. Note that the specific configuration of 
the vacancies in the cluster strongly impacts the energetic analysis. Importantly, none of these studies 
considered the influence of hydrostatic stress on void stability. Figure 33 is a schematic for how 
hydrostatic stress could influence void stability, showing that tensile hydrostatic stresses will always 
tend to promote void nucleation over other defects since voids maximize the volume change of the 
solid. Lastly, we point out that interstitial gases, such as hydrogen and oxygen, are known to promote 
and stabilize vacancy clusters [188, 202, 203, 204, 205]. In fact, several researchers have theorized that 
hydrogen-embrittlement is caused by vacancy-trapping at hydrogen leading to the formation of voids 
at low strains [198, 206, 207].      



 

67 

 
 

Lastly, for a stable vacancy cluster to contribute to fracture, it must be able to grow at experimental 
time scales. While the theories above only consider the energetics (thermodynamics) of void 
nucleation, the kinetics must also be considered. Although vacancy diffusion likely contributes to the 
formation of the vacancy cluster, such processes are too slow to explain the growth of micron-scale 
voids during quasistatic deformation near room temperature. Instead, it is generally agreed that void 
nuclei grow by dislocation-mediated mechanisms [179, 208]. There has been some controversy 
recently as to what the primary mode of dislocation-mediated growth is. While a number of authors 
have argued that voids grow by nucleating dislocations from their surface [209, 210, 211], Nguyen and 
Warner [212] showed that this process was too slow to explain experimentally observed growth rates 
relevant to quasi-static loading. In Chapter 4, we show that voids are able to grow much more readily 
in the presence of a high density of dislocations by adsorbing the dislocations [213]. We argue that an 
adsorption-mediated growth mechanism explains the observation made by Noell et al. [71] that voids 
tend to nucleate in dislocation boundaries, where the dislocation density is very high. From this 
viewpoint, a high dislocation density is necessary to enable rapid void growth kinetics, while the 
driving force for growth comes from the local hydrostatic stresses.  

The discussion in this section suggests that vacancy clustering is a viable mechanism for void 
nucleation. Demonstrating this mechanism experimentally is challenging, though, and the role of 
vacancies during void nucleation has received relatively little attention. Perhaps the best evidence for 
this mechanism comes from the work of Dyson et al. [214], who observed that voids nucleate near 
grain boundaries in Nimonic 80A after room temperature deformation and subsequent annealing. An 
example of this is shown in Figure 34. No voids were observed before annealing, suggesting that voids 
nucleated by vacancy condensation when the vacancy diffusivity was increased. Voids appeared to 
preferentially form at boundaries where the residual stress produced by plastic deformation likely had 

 
Figure 33. A qualitative plot of hydrostatic stress versus the volume of a 

vacancy cluster is shown. This plot illustrates the concept that a 
vacancy cluster will collapse into a compact defect (such as a 
dislocation loop or a stacking fault tetrahedron) if the applied 

hydrostatic stress is too low. 
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a large hydrostatic component. Other relevant  studies in metals processed by severe plastic 
deformation (SPD) techniques, e.g., equal-channel angular pressing (ECAP) and high-pressure torsion 
(HPT), revealed that networks of voids can be created in fully dense specimens during SPD. Because 
SPD techniques, within which tensile stresses are minimized, generally prevent void nucleation by any 
of the other mechanisms discussed in this article, it is hypothesized that these voids are produced by 
vacancy agglomeration [215, 216, 217]. This hypothesis is consistent with the observations of 
Zehetbauer [218] and others that SPD creates vacancy concentrations as large as ~10-3 [215].   

 

2.3.3.3. Discussion 
There is now strong experimental evidence that voids in pure, ductile metals nucleate at dislocation 
boundaries, but these observations have yet to be incorporated into theories of void nucleation.  It 
has been proposed that voids nucleate at these features by vacancy condensation and/or by a cleavage-
like mechanism at dislocation cores. While clever, the latter mechanism is unsupported by recent 
atomistic studies of dislocation-mediated plasticity. Conversely, the limited experimental work on 
vacancy condensation suggests that it is a viable void-nucleation mechanism during room-temperature 
deformation. Much work remains to determine if and how vacancies contribute to void nucleation 
during ductile fracture. A comprehensive computational framework for studying vacancy 
condensation during ductile rupture would require a thorough understanding of vacancy generation 
at moving dislocations, subsequent vacancy diffusion in the bulk and along dislocation cores, the 
dynamics of vacancy clustering, and the final transition to a rapid void growth mechanism, possibly 
by dislocation adsorption. Assembling such a framework is a daunting multiscale task. Experimentally, 
more direct examinations of incipient voids and vacancy clusters are necessary to provide further 
insight into the relevant generation and diffusive mechanisms. 

 

Figure 34. An image of voids that that nucleated 
at or near a grain boundary in a Nimonic 80A 

specimen that was strained at room temperature 
and subsequently annealed is shown. 
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2.4. External factors affecting nucleation 
While the focus of the present review has been on the conditions of void nucleation under room-
temperature, quasi-static loading, it is worthwhile to briefly highlight some of the key differences in 
void nucleation at elevated strain-rates and under creep conditions at elevated temperatures. At the 
outset, it is important to note that there is still no consensus on the mechanisms of void nucleation 
during shock (high-strain-rate deformation) or creep (high-temperature deformation). The goal of this 
section is thus primarily to highlight the differences between void nucleation under these conditions 
from those during quasistatic, room-temperature deformation. This section briefly describes the 
characteristics of void nucleation during shock and creep and discusses some of the proposed 
mechanisms.  

2.4.1. The effect of strain rate 
Void nucleation during high-strain-rate deformation is characterized by the following aspects:  

• void nucleation occurs at stresses many times larger than during quasistatic deformation [219, 
220, 221], 

• voids form both at second-phase particles and grain boundaries [220, 221, 222, 223, 224, 225], 
and 

• nucleation occurs in a highly localized area of the microstructure after significantly less 
plasticity than during quasistatic deformation [220].  

The stress a material can withstand before voids nucleate increases dramatically with increasing strain 
rate. For example, global stresses on the order of 5 GPa are necessary to create voids in high-purity 
Ta at strain rates of 107 s-1 [220]. With increasing stress, grain-boundary cleavage mechanisms such as 
the Zener-Stroh mechanism become feasible. The limited slip that occurs during shock loading 
prevents stress relaxation and likely also favors cleavage-like nucleation mechanisms [222]. This may 
explain why voids in engineering materials nucleate at both grain boundaries and second-phase 
particles during high-rate deformation [220, 221, 222, 223, 224, 225]. Grain-boundary voids are also 
observed in pure metals during shock loading, such as that shown in Figure 35 [220]. Recent work has 
shown that voids in shocked Cu and Ta primarily form on boundaries separating grains with 
significantly different plastic responses such that large stresses localize at the boundary [220, 225, 226].  
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In summary, increasing strain rate favors cleavage-like nucleation mechanisms and hinders plasticity-
based nucleation mechanisms. Fast strain rates can also produce localized heating (adiabatic shearing) 
or produce complex stress states, both of which can alter the characteristics of void nucleation. These 
topics are outside the range of the present review, though, and the reader is directed to the following 
references for more information [219, 222, 223].   

2.4.2. The effect of temperature 
The general effects on void nucleation of increasing temperature are: 

1. to decrease the stress at which voids nucleate [227, 228],  
2. favor particle decohesion over particle cracking [229], 
3. favor the formation of voids at particles on grain boundaries transverse to a tensile stress 

rather than intragranular particles [227, 230, 231, 232, 233], and  
4. decrease the critical strain at which voids form such that, at elevated temperatures, voids 

nucleate continuously throughout testing, with the void density increasing approximately 
linearly with strain [227, 229, 230, 234].  

The underlying reasons for these transitions are an increase in the equilibrium vacancy concentration, 
the increased diffusivity of atomic vacancies with increasing temperature, and the decreased interfacial 
strength of boundaries.  

The general characteristics of void nucleation at elevated temperature suggest that vacancy 
condensation plays an important role [235, 236, 237]. Vacancy concentration and mobility is highest 
at grain boundaries. In addition, continuous void nucleation suggests that void nucleation is controlled 
by slip and vacancy diffusion rather than stress [229]. However, theoretical calculations indicate that 
the stress concentrations necessary to drive void nucleation by vacancy condensation are unrealistically 
large for creep [229]. Because of this, it has been proposed that vacancies act to lower the interfacial 
energy of the particle/matrix interface, thus enabling void nucleation mechanisms such as 
interface/interphase decohesion [229]. Others have proposed that blocked slip bands and grain-
boundary sliding may produce the necessary stress concentrations for void nucleation [238, 239]. 

 
Figure 35. EBSD data plotted as an inverse 

pole figure map relative to the loading 
direction showing the microstructure around 
voids in spalled Ta are shown. These images 

show voids that nucleated at grain 
boundaries.  
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Lastly, it is important to note that several studies have reported that void nucleation may simply 
depend on grain-boundary sliding, not local vacancy concentration or vacancy diffusivity [238, 239, 
240]. For more information on the mechanisms of void nucleation during creep, the reviews of 
Kassner [231, 238] and Riedel [229] may be consulted.  

2.5. Summary and conclusions 
Classic theoretical models attributed void nucleation to specific crystal defects, such as inclusion 
interfaces and vacancy agglomerations, and therefore to specific mechanisms. However, it is becoming 
increasingly clear that nucleation is most likely to result from a combination of many defect-defect 
interactions instead of a single mechanism. Previous mechanistic interpretations of the ductile rupture 
process, as shown in Figure 16, thus oversimplify the process. Instead, it is likely that several of these 
processes work in concert to create the worst-case conditions needed for incipient void nucleation. 
Indeed, atomistic studies have shown that it is essentially impossible to nucleate a void without 
nucleating other defects, such as dislocations and vacancies along the way.  

We have shown a number of experimental and computational examples where interface-dislocation 
and interface-twin interactions are important. This observation, that defect interplay controls void 
nucleation, is important because it means a rigorous understanding of void nucleation necessitates a 
holistic view of deformation history and deformation mechanisms. For example, just considering the 
strength of a given interface or the supersaturated vacancy concentration is insufficient. Rather, the 
overall defect content of the crystal strongly influences the nucleation mechanisms and must be 
considered as a whole. The recent work by Bieler et al. [12, 157] provides an example of an analysis 
where multiple defects and deformation processes are considered simultaneously—deformation twins 
intersect with grain boundaries producing strain fields that can be relaxed by slip. Their work is largely 
focused on understanding scaling behaviors, however, and is far from producing a predictive, 
mechanistic theory. None-the-less, their work provides an example of a fruitful direction for future 
void nucleation studies.   

These observations also bring into question the application of continuum models in studying void 
nucleation. Since voids nucleate at submicron length scales, void nuclei interact with relatively few 
crystal defects. It is difficult, or impossible, to reproduce the details of these submicron interacts with 
continuum theories, such as cohesive zone modeling. After all, such theories were originally developed 
to describe macroscopic fracture events, where quantities such as the fracture toughness and cohesive 
strength are well-defined.  

Instead, atomistic tools are the most likely to yield insight into the process of void nucleation. 
Surveying the literature, there have been relatively few atomistic works focused on understanding 
mechanisms of void nucleation, which we have summarized here. More systematic atomistic studies 
focused on understanding defect-defect interactions are necessary. For example, most of the atomistic 
works cited here started their simulations with perfect crystals free of dislocations, vacancies, or 
deformation twins. Studies that examine the influence of realistic, pre-existing defect microstructures 
are necessary. An example of such a study is the work by Chang et al. [213], who introduced an edge 
dislocation in their simulation cell to assess the role of dislocation adsorption into a grain boundary 
on void nucleation.    

The study of void nucleation has benefited greatly from modern experimental techniques; namely, 
EBSD, TKD, X-ray tomography, and focused ion beam milling. Indeed, most of the recent insights 
reviewed in this paper are a direct result of one or more of these techniques. Surprisingly few studies 
have applied EBSD and/or TKD to studying the microstructural features associated with particle-
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stimulated void nucleation. Future work on the relationship between void nucleation and dislocation 
structures will likely provide new insights into longstanding questions about the roles of, for example, 
particle size, particle morphology, and particle spacing. New opportunities at synchrotron sources to 
directly relate void nucleation to the local crystallographic orientation and stress state [241] will also 
be critical to understanding void nucleation. 

Finally, the fact that void nucleation is sensitive to defect interactions at the submicron scale means 
that it is likely highly stochastic; defect content varies significantly from grain-to-grain, meaning some 
grains will be well suited to nucleate voids while others are not. A comprehensive theory of void 
nucleation must therefore be statistical in nature. Future experimental and computational studies will 
need to leverage data-science-based approaches to identify trends and key factors affecting nucleation.      
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3. SITES OF VOID NUCLEATION IN PURE DUCTILE METALS 
In the absence of pre-existing failure-critical defects, the fracture or tearing process in deformable 
metals loaded in tension begins with the nucleation of internal cavities or voids in regions of elevated 
triaxial stress. While ductile rupture processes initiate at inclusions or precipitates in many alloys, 
nucleation in pure metals is often assumed to be associated with grain boundaries or triple junctions. 
This study presents ex-situ observations of incipient, subsurface void nucleation in pure tantalum 
during interrupted uniaxial tensile tests using electron channeling contrast (ECC) imaging, electron 
backscatter diffraction (EBSD), transmission Kikuchi diffraction (TKD) and transmission electron 
microscopy (TEM). Instead of forming at grain boundaries, voids initiated at and grew along 
dislocation cell and cell block boundaries created by plastic deformation. Most of the voids were 
associated with extended, lamellar deformation-induced boundaries that run along the traces of the 
{110} or {112}. 

 planes, though a few voids initiated at low-angle dislocation subgrain boundaries. In general, a high 
density of deformation-induced boundaries was observed near the voids. TEM and TKD demonstrate 
that voids initiate at and grow along cell block boundaries. Two mechanisms for void nucleation in 
pure metals, vacancy condensation and stored energy dissipation, are discussed in light of these results. 
The observations of the present investigation suggest that voids in pure materials nucleate by vacancy 
condensation and subsequently grow by consuming dislocations. 

3.1. Introduction 
In the middle of the 20th century, the pioneering work of Tipper [72] and Puttick [2] revealed that 
ductile fracture is a multi-step process of void nucleation, growth and coalescence. Subsequent 
modeling and experimental work based on the theories of Rice [31], Gurson [32], Tvergaard [33] and 
Needleman [84] produced well-validated models for the growth and coalescence of voids during 
tensile plastic deformation under high-triaxiality conditions, e.g. [85] [48, 87, 88], but this is rarely 
observed experimentally in engineering materials. More sophisticated approaches invoke 
interphase/interface decohesion and/or particle cracking as the mechanisms of void nucleation [82, 
84, 89]. Although this approach is often useful, it is not always applicable to metals with submicron 
particles [90, 91, 92] [93, 94] [59] and is clearly incorrect for pure, single-phase metals. Because these 
materials also fail by void coalescence [57, 95, 96, 97], an essential first step to understanding their 
fracture is determining where and how voids nucleate in the absence of second-phase particles. 

During quasistatic loading, voids in pure, low-stacking fault energy and nanocrystalline metals nucleate 
at grain boundaries, triple junctions or twin intersections [12, 98, 99]. Based on these observations, it 
is generally assumed that voids in all pure metals initiate at these features [100]. However, the recent 
work of Boyce et al. [101] suggests that the dislocation boundaries created during deformation may 
also act as important sites for void nucleation. This hypothesis is supported by early investigations of 
void initiation in pure, single crystalline metals by Wilsdorf and coworkers. These studies, summarized 
in Wilsdorf’s seminal 1983 review [97], established that, in the absence of particles and grain 
boundaries, void initiation occurs at deformation-induced dislocation boundaries. An example of this 
is presented Figure 53. Jagannadham et al. [81] hypothesized that these voids nucleated to relieve the 
strain energy associated with the deformation-induced boundary after a critical boundary 
misorientation was reached. However, the case of void initiation in a pure, bulk polycrystalline material 
has not been extensively investigated. This study thus examines if deformation-induced boundaries or 
grain boundaries are the primary site for void nucleation in pure, high-stacking fault energy metals, 
specifically tantalum. 
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Beginning with the research of Hansen and Kuhlmann-Wisldorf in the early 1990’s [102], work over 
the past 25 years established that two distinct kinds of deformation-induced boundaries exist: 
dislocation cell walls and cell block boundaries (these boundaries can also be described as incidental 
and geometrically necessary boundaries using the terminology of Kuhlmann-Wilsdorf ) [103]. 
Examples of both of these are illustrated in Figure 37. Dislocation cell walls delineate small (0.5 to 2 
𝜇𝜇m), equiaxed volume elements (dislocation cells) and generally have misorientations of less than 
2°[104]. Dislocation cells are typically organized into cell blocks: extended, planar features that often 
run parallel to the trace of a highly stressed slip system [105]. Because both kinds of deformation-
induced boundaries generally form during room-temperature deformation, publications before that of 
Kuhlmann-Wisldorf et al. [102] in 1991, including Wilsdorf, generally referred to deformation-induced 
boundaries as dislocation cell boundaries, cell walls and subgrain boundaries and these terms are still 
used to refer generally to deformation-induced boundaries. However, important distinctions exist 
between cell walls and cell block boundaries. For example, cell block boundaries generally have 
significantly higher misorientation angles than cell walls. In addition, while slip activity within all the 

 
Figure 36: The black arrows in this transmission electron microscope (TEM) micrograph 
mark voids that initiated at a deformation-induced dislocation boundary in a strained Be 

single crystal.  
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dislocation cells in a single cell block is generally similar, different slip systems are active in neighboring 
cell blocks [104]. As a result, the misorientation angle across a cell block boundary increases with 
increasing strain, but the misorientation angle across cell walls does not vary significantly with strain 
(for strains greater than approximately 0.5 [102, 106, 107, 108]. If relieving the stored strain energy 
associated with deformation-induced boundaries is the primary mechanism for void initiation in pure 
metals, it is hypothesized that void initiation at deformation-induced boundaries will primarily occur 
at (evolving) cell block boundaries rather than (stagnant) cell walls. This study examines this hypothesis 
by investigating where voids initiate in polycrystalline tantalum following quasi-static tensile 
deformation. 

 
To collect statistically-significant evidence of void nucleation in tantalum, scanning electron 
microscopy (SEM) was used to identify dozens of incipient voids in mid-plane (see Figure 38) cross-
sections of deformed, polycrystalline tantalum tensile samples. By examining dozens of voids rather 
than just a few as with past work [12, 101], it is possible to form a more global perspective on the 
spectrum of microstructural conditions associated with void nucleation. Electron backscatter 
diffraction (EBSD), transmission electron microscopy (TEM) and transmission Kikuchi diffraction 
(TKD) were subsequently used to characterize the microstructure around these voids to answer the 
following questions: 

• what are the microstructural feature(s) associated with quasi-static, room temperature void 
nucleation in polycrystalline tantalum? 

• what commonalities do these microstructural features share that make them the preferred 
sites for void nucleation? 

The answers to these questions provide an important first step towards understanding void nucleation 
and developing a mechanistically-based model for void nucleation in pure polycrystalline metals. 

 
Figure 37: (a) A TEM micrograph and (b) a sketch of the microstructure in a grain of an 

interstitial-free steel (a BCC metal) specimen reduced 10% by cold-rolling are shown. Cell 
block boundaries are marked in bold on the sketch in (b). These cell blocks are subdivided 

by dislocation cell walls, which are marked in light gray in the sketch in (b).  
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3.2. Experimental Procedure 
Incipient voids in tantalum were characterized using ex-situ observations of deformed tantalum tensile 
specimens. Tensile deformation of these specimens was interrupted during late-stage necking but 
before final fracture. Tests were performed using two similar tantalum sheet materials. In spite of 
minor differences between these source materials, the failure process appeared generally consistent 
between them and hence they are both considered representative of pure tantalum failure. The first is 
a 99.9% Ta sheet material procured from Goodfellow Corporation (Oakdale, PA), hereafter referred 
to as the Ta A material. This is the same material studied by Boyce et al. [101]. The typical chemical 
analysis of this material is (in ppm) Al 5, Ca 2, Co 1, Cr 5, Cu 2, Fe 30, Mg 5, Mn 2, Mo 100, Na 10, 
Nb<500, Ni 3, Si 10, Sn 2, Ti 20, V 5, W 100 and Zr 10. The second Ta sheet material is a 99.996% 
Ta sheet material procured from H.C. Stark (Newton, MA), hereafter referred to as the Ta B material. 
The chemical analysis of this material, performed by the manufacturer using glow discharge mass 
spectroscopy (ASTM International 2004), is (in ppm) O 16, N 8, C 5, H 1, Fe .009, Ni .005, Cr .002, 
Cu .067, Si .05, Ti .003, Mo .42, W 3.3, Nb 5.5, Na .005, Ca .01 and Al .005. No second phases, 
including face-centered cubic or hexagonal close-packed tantalum [242], second-phase particles, or 
inclusions were observed in either material when inspected with SEM, EBSD and TEM. 

Three smooth tensile bars were extracted from these tantalum materials using electrical discharge 
machining (EDM): a single tensile bar from the Ta A material and two tensile bars from the Ta B 
material. The tensile bar from the Ta A material had a thickness of 1.016 mm, a gauge width of 1.549 
mm and a gauge length of 8.474. This specimen geometry is identical to the geometry of the smooth 
tensile bars studied by Boyce et al. [101]. The tensile bars extracted from the Ta B material were of 
nearly identical shape to the single bar extracted from the Ta A material with one notable exception: 
the gauge region of these specimens had an hourglass radius to ensure strain localization and necking 
at the center of the gauge region. The minimum gauge width of the Ta B specimens was 1.549 mm. 
Both tensile bars from the Ta B material were 1.000 mm thick. 

The axes of all tensile specimens are defined as the tensile direction (TD), long transverse direction 
(LTD) and short transverse direction (STD). The final sheet rolling direction of each material was 
noted and used as a reference for the orientation of tensile specimens. The TD of all three tensile 
specimens is perpendicular to the final sheet rolling direction and the LTD is parallel to the final sheet 
rolling direction. EBSD measurements of the as-machined Ta A material, published in reference [101], 
demonstrate that grains in this material preferentially have their ⟨100⟩ or ⟨110⟩ crystallographic 
directions aligned along the TD; that is, very few grains in this tensile specimen have their ⟨111⟩ 
direction aligned along the TD. The size of grains in the as-machined Ta A material was reported by 
Boyce et al. [101] to be between 10 and 120 𝜇𝜇m with an average size of 30 𝜇𝜇m. EBSD measurements 
from the undeformed grip region of a tested tensile specimen of the Ta B material demonstrate that 
the texture of this material with respect to the TD is diffuse. The undeformed grain size of this material 
is between 10 and 195 𝜇𝜇m with an average size of 83 𝜇𝜇m. 

To create deformation-induced voids, all three tensile specimens were elongated in uniaxial tension 
using displacement-control at a constant strain rate of approximately 10-2 s-1. Typical stress versus strain 
data from one of these tensile tests is plotted in Figure 38. Deformation of each specimen was halted 
during late-stage necking but before complete separation. This was accomplished using the following 
method. First, the force applied to the specimen was continuously monitored during testing. As 
illustrated in Figure 38, tensile deformation was interrupted after peak load (onset of necking) when 
the ratio of the current load to peak load was 0.4 (Ta A), 0.65 (1st Ta B) or 0.70 (2nd Ta B). Hereafter, 
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the specimens are referred to as Ta 40, Ta 65 and Ta 70 to emphasize the primary distinction between 
these samples. 

 
The planar surface (the surface normal to the STD) of each tested tensile specimen was 
metallographically ground down to the approximate specimen midplane and polished to produce the 
approximately 40-nm surface finish necessary for EBSD. The polishing procedure is detailed in 
reference [101]. This procedure allowed the region of highest triaxial stress at the center of the necked 
gauge region to be directly observed. High-resolution electron channeling contrast (ECC) images of 
the polished midplane were collected with backscatter and forescatter electron imaging in a Zeiss 
Supra 55VP field emission SEM. These images were used to locate deformation-induced voids in the 
necked gauge region of deformed specimens. To verify that the polishing process did not induce voids, 
it was confirmed that voids were not observed outside of the necked gauge region of deformed 
specimens. 

After locating deformation-induced incipient voids in deformed specimens, the microstructure around 
them was studied by EBSD. These data were collected in a Zeiss Supra 55VP field emission SEM 
using Oxford HKL AZtecTM software [243]. Areas 100 𝜇𝜇m2 or larger around incipient voids were 
examined using 4×4 binning and a 100 nm stepsize. Areas 5 𝜇𝜇m2 and smaller around incipient voids 
were examined using 2×2 binning and a 50 nm stepsize. To characterize the undeformed 
microstructure of the Ta B material, EBSD data were collected from the undeformed grip region of 
specimen Ta 70 using 4×4 binning and a 2 𝜇𝜇m stepsize. EBSD data from the necked gauge region of 
specimen Ta 70 were collected to characterize the deformed microstructure using 4×4 binning and a 
300 nm stepsize. MTEX [244], an extension for MATLABTM, was used to analyze these data. To avoid 
the common EBSD pitfall of replacing unindexed pixels with interpolated “data”, no interpolation 
was employed in the present study. Interpolation would be particularly problematic in the present 
study as it creates artificially smooth gradients of rotation in the absence of measured orientation 
gradients. 

TEM foils of the material around two incipient voids were harvested from the metallographically 
polished surfaces using a FEI Helios dual-beam focused ion beam microscope. One of these incipient 
voids was on the metallographically-polished surface of specimen Ta 65 and was located using ECC 
imaging in an SEM. A plan-view specimen of the material around this void was extracted using the 

 
Figure 38: A plot of stress versus strain data from a tensile test of a tantalum tensile 

specimen and a schematic of the tensile specimen after testing are shown. The specimen 
tensile and long transverse directions (TD and LTD) are indicated on the schematic. EBSD 

data in Figure 39 (a) and (b) are from the regions indicated in this schematic. 

 
 

 
 

 

 



 

78 

FIB to expose the TD-LTD plane (the plane normal to the STD). A second incipient void was located 
below the metallographically polished surface of specimen Ta 40 by cross-sectioning the 
microstructure in the necked gauge region with the FIB until a void was observed. Material around 
this void was extracted using the FIB and a cross-section view was produced to view the LTD-STD 
plane (the plane normal to the TD). These TEM foils were subsequently examined in a Philips CM30 
TEM operating at 300 keV and utilizing Fresnel imaging conditions. 

Transmission Kikuchi diffraction (TKD) [245] was used to measure the crystallographic orientation 
of the deformed microstructure around both of these incipient voids. TKD was performed using a 
FEI XL30 field emission SEM. All TKD scans were acquired using a 4 nm stepsize and a working 
voltage of 30 kV. Oxford HKL AZtecTM software [243] was used to perform these scans. These 
orientation data were subsequently processed with MTEX; no interpolation of TKD data was 
employed. 

3.3. Results 

3.3.1. The Deformed Microstructure 
The gross evolution of crystallographic orientations following tensile deformation is illustrated 
in Figure 39. These EBSD maps were collected from the polished midplane of the undeformed 
grip and deformed gauge regions of Ta 70. The undeformed material, shown in Figure 39(a), 
consisted of equiaxed grains with an average size of 83 𝜇𝜇m. The texture was diffuse with respect 
to the tensile direction (TD), though most grains had either their ⟨111⟩ or ⟨100⟩ parallel to the 
short transverse direction (STD). Following tensile deformation, a strong ⟨110⟩ fiber parallel to 
the TD was seen in the deformed microstructure shown in Figure 39(b). Grains in the deformed 
neck were elongated along the tensile direction and had dimensions of approximately 170 𝜇𝜇m 
and 25 𝜇𝜇m in the TD and LTD. Similar grain morphologies were observed by Boyce et al. in 
fractured tantalum tensile specimens [101]. By dividing the change in grain length along the TD 
by the original grain size, the local strain in the neck of specimen Ta 70 was estimated to be 1. 
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Dislocation cell block boundaries were visible throughout the deformed microstructure. They are 
visible throughout Figure 39(b) as lamellar features with alternating coloring, such as the alternating 
dark and light cyan features contained in the area labeled the “disturbed zone”. Most grains contained 
one or two sets of well-defined cell blocks that terminated at grain boundaries and extended 10 to 30 
𝜇𝜇m into the grains interior. Far from grain boundaries, diffuse networks of dislocation cells were 
generally observed rather than distinct cell blocks. Many grains also contained narrow zones near the 
grain boundary where the spacing and shape of cell blocks was significantly different from that 
approximately 5 to 15 𝜇𝜇m away from the boundary. One of these “disturbed” zones in the mantle of 

 
Figure 39: EBSD data from the (a) undeformed grip and (b) deformed gauge regions of 

specimen Ta 70 are plotted as inverse pole figure (IPF) maps with respect to (wrt) the tensile 
direction (TD) and short transverse direction (STD) and as inverse pole figures. Unindexed 
pixels are colored white. Arrows in (b) indicate the locations of voids. Dashed lines in (b) 

mark the traces of crystallographic planes. See Figure 38 for reference locations. Both IPF 
maps are at the same scale.  
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a grain (near the grain boundary) [246] is highlighted in Figure 39(b). Similar disturbed zones near 
grain boundaries were observed in other metals after room-temperature deformation ([76, 247, 248]. 
These disturbed zones are likely caused by the intensified strain gradients near the grain boundaries 
due to inhomogeneous elastic/plastic incompatibility with the neighboring grains [249] and the pile-
up of dislocations at low-transmissability boundaries [250, 251]. 

EBSD and TEM analysis of cell block boundaries has demonstrated that these boundaries often run 
parallel to the trace of a slip plane from a highly-stressed slip system, especially in BCC metals [76, 
105, 252]. To investigate if the cell block boundaries shown in Figure 39(b) generally conform to this 
observation, the following procedure was used. First, the Schmid factor of each {110}⟨111⟩ and 
{112}⟨111⟩ slip system in an individual cell block was calculated. For the six slip systems in that cell 
block having the largest Schmid factor, the trace of the slip plane was calculated using the cell block’s 
crystallographic orientation as the reference orientation. These traces were then compared with the 
trace of that cell block’s boundary. If the trace of the boundary was misoriented by 6° or less from 
the trace of the slip plane, it was concluded that the cell block’s boundary ran parallel to that slip plane. 
All cell block boundaries thus analyzed in this study ran parallel to the trace of a {110} or a {112} 
plane from one of the six slip systems in that cell block having the largest Schmid factor. Examples of 
this are marked in Figure 39(b). 

3.4. Observations of Incipient Voids 
To locate incipient voids on the polished midplane of the necked gauge region of each tensile 
specimen, high-resolution electron channeling contrast (ECC) images were taken in an SEM. These 
images revealed several large (>10 𝜇𝜇m) cavities in specimen Ta 40 and dozens of incipient 
(approximately 1 𝜇𝜇m or smaller) voids in specimens Ta 65 and Ta 70. The area fraction of submicron 
voids in both specimens Ta 65 and Ta 70 was approximately 0.0001. This is similar to values for void 
area fraction commonly used in models that assume a preexisting void population, 0.001 to 0.0001 
[48, 85]. A few of the voids observed in specimen Ta 70 are identified in the EBSD data shown in 
Figure 39(b). Twenty of the incipient voids in specimens Ta 65 and Ta 70 were subsequently 
characterized using EBSD. These EBSD data and the ECC images of these voids were used to 
measure the salient features of these voids, which are summarized in Table 6. It is important to 
emphasize that EBSD data only provided the average misorientation angle across the deformation-
induced boundary associated with each void, not the misorientation across the void. 

Table 6. The following information are reported for each void: the distance from the void to the 
closest grain boundary, the longest dimension of the void, the average misorientation across the 
deformation-induced boundary associated with the void and if the void was associated with a cell 

block boundary (CBB) or a dislocation cell wall (CW). These values were measured using ECC 
images and EBSD data. No grain boundary was observed in the ~10×10 𝝁𝝁m area analyzed with 

EBSD around voids 3, 4, and 5; each of these voids are thus at least 5 𝝁𝝁m away from the closest 
grain boundary. Deformed grains had dimensions of approximately 170 𝝁𝝁m and 25 𝝁𝝁m in the TD 

and LTD. 
Void Distance (𝝁𝝁m) Length (nm) Misorientation (°) Boundary Type 

1 3.2 990 22 CBB 
2 2.1 500 32 CBB 
3 >5 470 39 CBB 
4 >5 470 39 CBB 
5 >5 300 26 CBB 
6 3.4 320 50 CBB 
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Void Distance (𝝁𝝁m) Length (nm) Misorientation (°) Boundary Type 

7 4.0 480 35 CBB 
8 12.3 250 41 CBB 
9 6.5 560 44 CBB 
10 23.4 940 42 CBB 
11 11.1 700 31 CBB 
12 6.1 370 19 CBB 
13 0.5 900 46 CBB 
14 1.4 500 14 CBB 
15 0.5 530 41 CBB 
16 4.4 460 22 CBB 
17 3.0 400 11 CW 
18 22.4 380 8 CW 
19 23.5 250 10 CW 
20 8.0 670 11 CW 

 
An example of two typical voids are presented in Figure 40. These voids were located near a grain 
boundary in a narrow region (colored light blue in the IPF map of Figure 40(b)) misoriented 
approximately 10° from the surrounding grain. EBSD data reveal that this region was subdivided by 
distinct, well-defined dislocation cells organized into extended, lamellar cell blocks. Near the grain 
boundary, the average cell block orientation alternated between having approximately a ⟨211⟩ 
(magenta) and a ⟨331⟩ (cyan) parallel to the TD. The resulting misorientation angle across cell block 
boundaries varied from 10° to 35° (the misorientation angle between the ⟨211⟩ and ⟨331⟩ directions 
is 20.5°). Alternating ⟨211⟩ and ⟨331⟩ cell blocks were separated by boundaries that run parallel to 
the traces of the (1‾10) and (211‾) slip planes, respectively, as calculated using the method described 
previously. Outside of this region, cell blocks were separated by low-angle boundaries (5 to 10°) and 
dislocation cell walls were diffuse. Again, cell block walls outside of this region also ran parallel to the 
traces of the (1‾10) and (211‾) slip planes. 
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Figure 40: An electron contrast channeling (ECC) image of two voids are shown in (a). IPF 

maps, plotted with respect to the TD, of the microstructure around these voids are plotted in 
(b), (d) and (e). A band contrast map of the EBSD data used to produce (b) is shown in (c); 
areas of high and low band contrast (good and bad EBSD pattern quality) are colored light 
and dark, respectively. The shape of each void, measured from the ECC images in (a), is 

overlaid on these IPF maps; all other unindexed pixels are colored white. Dashed lines in (b) 
mark the traces of crystallographic planes. The solid line in (b) marks a grain boundary. 

EBSD data in (b) and (c) were collected with a 100 nm stepsize. EBSD data in (d) and (e) were 
collected with a 50 nm stepsize. 
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EBSD maps of the microstructure immediately around both voids, presented in Figure 40(d) and (e), 
demonstrate that they were surrounded by a tightly spaced network of dislocation cells, indicative of 
a high dislocation density near both voids. Void 1 follows the trace of the (101) plane, which runs 
parallel to the dislocation cell walls observed within the ⟨331⟩ cell block. Similar analysis of the 
microstructure around void 2 was inconclusive because of the large spread of orientations around this 
void. 

As the data in Figure 40 illustrate, none of the 20 voids examined in Ta 65 and Ta 70 initiated at a 
grain boundary thought to be present before deformation. Instead, all of the voids were associated 
with a deformation-induced dislocation boundary. Most (16 of 20) of these voids shared the following 
microstructural aspects: 

• they were associated with a well-defined, lamellar cell block boundary that had a 
misorientation of at least 10° and in most cases (14 of 16) greater than 20°, across it and 

• they were surrounded by a network of small, highly misoriented dislocation cells. 
Boyce et al. [101] conjectured that there may be “specific arrangements of intersecting high-angle cell 
boundaries that are most susceptible to void nucleation.” Most (14 of 16) boundaries were indeed 
high-angle (>20°), though two boundaries appear to be inconsistent with this hypothesis. Additionally, 
more than half (10 of 16) of these voids occurred near (within 6.5 𝜇𝜇m) of a grain boundary in a region 
where the spacing and shape of cell blocks suggested that the dislocation density was higher than 
elsewhere in the grain. 

Although EBSD is useful for large-scale characterization, it does not provide sufficient resolution to 
determine if voids initiate at or simply near cell block boundaries. For this reason, a plan-view (normal 
to the STD) electron-transparent lamella of a void that typified the microstructural aspects described 
above was extracted using a dual-beam focused ion-beam (FIB). An ECC image and IPF map of the 
microstructure around this void before extraction are presented in Figure 41(a). Transmission electron 
microscopy (TEM) micrographs of this lamella are presented in Figure 42. Sketches corresponding to 
each TEM micrograph highlight the dislocation cell walls and cell block boundaries near these voids. 
This image revealed that, what appeared to be a single void in the SEM was most likely two voids that 
initiated and grew along opposite sides of a cell block boundary, though it is also possible that it is a 
single void with a concave region. These voids were separated by a narrow isthmus of intact material, 
less than 10 nm wide. Transmission Kikuchi diffraction (TKD) data from this sample are presented 
in Figure 41(b) and (c). Although this technique lacks the spatial resolution to index the isthmus 
material, these data provide important information about the crystallographic orientation of the 
surrounding microstructure. First, they reveal that these voids initiated at the boundary between an 
approximately ⟨110⟩ oriented cell block and an approximately ⟨100⟩ oriented cell block. These data 
also allowed the misorientation angle across the deformation-induced boundaries near these voids to 
be measured. The misorientation angle across every deformation-induced boundary in Figure 41(b) 
greater than 5° is provided in this figure. The misorientation angle between the approximately ⟨110⟩ 
and ⟨100⟩ cell blocks varied, from 5 to 50°. The misorientation angle across the cell block boundary 
separating the voids was 15°. These TKD data were combined with the TEM data presented in Figure 
42(b) to create the sketch in Figure 42(d) of the misorientation angles across the cell block boundaries 
and cell walls near the voids. The trace of the slip planes running parallel to these boundaries are also 
marked on this sketch. 
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Figure 41: An ECC image and an IPF map constructed using EBSD showing the 

microstructure around the two incipient voids presented in Figure 42 are provided in (a). IPF 
maps constructed using TKD data from this microstructure are plotted with respect to the (b) 

TD and (c) STD. The misorientation angle across every deformation-induced boundary in 
Figure 41(b) greater than 5° is colored according to its misorientation angle. The average 

misorientation angles across the cell block boundaries are labeled. The average 
misorientation angle across the boundary separating the voids is 15°.  
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To prove conclusively that voids do not initiate at grain boundaries, one would have to characterize 
the entire void in three-dimensions. At a minimum, submicron voids would first have to be located 
below the surface using X-ray microtomography or a similar technique with adequate resolution. 
However, for the present study, it was instead chosen to locate a three-dimensional void below the 
metallographically polished surface and characterize its cross-section normal to the TD. To locate 
such a void, FIB was used to cross-section material in the necked gauge region of a specimen until an 

 
Figure 42: TEM plan-view micrographs of two voids, labeled voids 3 and 4, that initiated at 
and grew along opposite sides of a cell block boundary are shown. Sketches below each 

image illustrate the dislocation structure around these voids. The shape of the voids from (a) 
and (b) are overlaid on the sketches shown in (c) and (d). The cell block boundaries and cell 

walls identified in (a) are colored black and gray, respectively, in (c). The deformation-
induced boundaries in (d) are colored according to the average misorientation angle across 
them, as measured using TKD data. Dashed lines in (d) mark the traces of crystallographic 

planes. 
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incipient void was located. Practically, the small volume density of voids in specimens Ta 65 or Ta 70 
(approximately 0.0001) offered only a very low probability of unearthing a subsurface void. To 
increase the likelihood of success, the necked gauge region of specimen Ta 40, which had a larger 
density of voids, was cross-sectioned using FIB. After many unsuccessful attempts, a single incipient 
void was found below the metallographically polished mid-plane of this specimen’s necked gauge 
region. A cross-section normal to the TD was extracted using a FIB lift-out technique and polished 
until it was electron transparent. 

TKD data and a TEM micrograph of the incipient void found below the metallographically polished 
surface of Ta 40 are shown in Figure 43. Figure 43(a) shows TKD data plotted as an IPF map colored 
with respect to the TD. Deformation-induced boundaries in Figure 43(a) with a misorientation of 
greater than 5° are labeled according to the average misorientation angle across them. Figure 43(b) 
shows the same TKD data as an IPF map colored with respect to the STD. The arrow in Figure 43(b) 
highlights the small, highly-misoriented cell observed at one end of this incipient void. It is conjectured 
from these TKD and TEM data that this cell is one end of a larger cell block that was truncated during 
sample preparation. The TEM micrograph in Figure 43(c) and the corresponding sketch in Figure 
43(d) reveal the structure of the deformation-induced boundaries around this void. Together, these 
TKD and TEM data show that this void initiated at and grew along a cell block boundary with an 
approximately 10 to 15° misorientation angle across it. This cell block boundary followed the trace of 
the (2‾ 11) and (2‾11‾) slip planes. Intriguingly, the left end of the void intersected a high-angle 
boundary between what are likely two cell blocks: one oriented with its ⟨100⟩ parallel to the TD, the 
other with its ⟨110⟩ parallel to the TD. 

 
The results presented in the previous paragraphs characterized sixteen of the twenty incipient voids 
observed in specimens Ta 65 and Ta 70 and the only incipient void examined in specimen Ta 40. 
Figure 44 presents one of the four voids that did not exhibit these characteristics. The ECC image and 
EBSD data presented in this figure show an incipient void surrounded by a diffuse dislocation 
structure. Instead of clearly-defined, lamellar cell blocks, the only distinct dislocation structure near 
this void was a dislocation cell, faintly visible in the inset provided in Figure  Figure 44(c) and 
misoriented approximately 10° relative to the surrounding microstructure. Three other voids also 
initiated at a dislocation cell wall within a diffuse dislocation structure with no distinct cell blocks. In 
each case, the misorientation angle across the dislocation cell wall associated with the void was 10° or 
more. 
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Figure 43: TKD data from the microstructure around a void are plotted as IPF maps with 

respect to the (a) TD and (b) STD. The average misorientation angle across each 
deformation-induced boundary greater than 5° is provided in (a); the average misorientation 

across the void is 10°. A TEM micrograph of this void is shown in (c). A sketch of the cell 
block boundaries and cell walls, colored blue and gray, respectively, around this void is 
provided in (d). Dashed lines in (d) mark the traces of crystallographic planes. The small 

volume element at the lower left end of the void, indicated with an arrow in (a), is highlighted 
red in (d). All images are at the same scale. 

 
 
 
 
 
 

 
 

 

 

 
Figure 44: TKD An electron contrast channeling (ECC) image of a void is shown in (a). IPF 
maps plotted with respect to the TD and STD of the microstructure around this voids are 

plotted in (b) and (c). The shape of each void, measured from the ECC image shown in (a), is 
overlaid on these IPF maps. All other unindexed pixels are colored white. Dashed lines in (c) 
mark the traces of crystallographic planes. A band contrast map of the EBSD data used to 

create (b) and (c) is plotted in (d) 
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3.5. Discussion 

3.5.1. Void Initiation 
This study presents EBSD observations of multiple incipient voids in a single-phase, bulk, 
polycrystalline metal for the first time. These data allow us to test the commonly held hypothesis that 
voids in pure metals nucleate at grain boundaries [100, 211]. Consider the two voids shown in Figure 
40. Both of these voids nucleated near a grain boundary in the so-called mantle region [246] but are 
clearly not directly associated with the boundary. In addition to these two voids, seven other voids 
were observed within 5 𝜇𝜇m of the closest grain boundary. In each case, though, the void did not 
intersect a grain boundary. Even though EBSD only provides data on a two-dimensional slice of the 
void, it is important to remember that all of these voids were 1 𝜇𝜇m or less in diameter. Hence, it is 
highly improbable that each of these voids intersected a grain boundary just above or just below the 
polished surface. The likeliest explanation is that voids in pure tantalum initiate at some other 
microstructural feature. 

The possibility that dislocation cell walls, cell block boundaries or both are the primary microstructural 
features where voids initiate is now considered. The EBSD data in Figure 40 provide evidence that 
voids nucleate at deformation-induced boundaries similar to those presented in Figure 37. Based on 
observations of similar microstructures around 14 other voids, it is clear that incipient voids in 
polycrystalline tantalum generally nucleate near a high-angle cell block boundary. The utility of these 
EBSD data are, unfortunately, limited by poor indexing near the voids and the approximately 50 nm 
spatial resolution of EBSD. While it is impossible to use these data to determine if a void initiated at 
a cell block boundary, a cell wall, or elsewhere, they allow us to make one important conclusion: voids 
are generally associated with a high density of deformation-induced boundaries. This is demonstrated 
in Figure 40(d) and (e), which show that each of these voids is surrounded by a network of highly 
misoriented dislocation cells less than 1 𝜇𝜇m in diameter. In addition, most voids nucleated in a region 
where distinct cell block boundaries and cell walls could be easily distinguished in the EBSD data (see 
Figure 40(b) and (c)), suggesting a high density of dislocations within each boundary. A high density 
of dislocations and deformation-induced boundaries thus appears to generally be necessary for void 
initiation. 

EBSD data allowed representative voids to be identified. Subsequent TEM and TKD analysis of three 
of these voids showed that they nucleated at cell block boundaries. It is reasonable to conclude from 
this that cell block boundaries are the primary site for void initiation in tantalum. This conclusion 
allows us to reinterpret the observations of Wilsdorf and coworkers [97] using modern terminology. 
Consider the voids shown in Figure 53, which initiated at what Gardner et al. [13] termed a “dislocation 
cell boundary”. This boundary is clearly lamellar, extends for several microns and runs parallel to 
similar neighboring boundaries. Emphasizing the distinction between cell walls and cell block 
boundaries illustrated in Figure 37, it is more appropriate to term this boundary a cell block boundary 
rather than a dislocation cell boundary. Based on the results of the present study, only a subset of 
deformation-induced boundaries, the cell block boundaries, are of primary importance for void 
initiation in pure metals. A mechanistic description of void nucleation in pure metals clearly must 
involve a description of the evolving cell block structure. This cannot be done with current modeling 
capabilities; crystal plasticity models do not capture the details of cell block formation and dislocation 
dynamics cannot yet handle the very large strains associated with cell block formation [253]. Work in 
both of these areas to bridge this gap is necessary before a mechanistic model for void nucleation in 
pure metals can be created. 
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The results of the present study indicate that, contrary to the hypothesis of Jagannadham et al. and 
others [81, 161], voids do not nucleate at deformation-induced boundaries to relieve the stored energy 
of the boundary. The area density of dislocations which must be stored in a deformation-induced 
boundary to create a lattice misorientation angle 𝜃𝜃is on the order of 𝜃𝜃/𝑏𝑏 [254]. As a first order 
approximation, void initiation becomes energetically favorable for a particular boundary once a critical 
misorientation angle is reached. Figure 41 and Figure 42 show that the misorientation across the cell 
block boundary separating voids 3 and 4 is 15°. If a minimum misorientation angle across a 
deformation-induced boundary is sufficient for void nucleation, we would expect voids to have 
initiated at the neighboring portion of the cell block boundary which has a 50° misorientation across 
it. No other voids were observed in near voids 3 and 4. In addition, although most of the voids 
observed in these tantalum materials are associated with cell block boundaries, four incipient voids 
were observed in areas of the microstructure that had no distinct cell block boundaries. As Figure 44 
illustrates, the dislocation structure around these voids was diffuse, though each void was associated 
with a dislocation cell wall with a 10° or more misorientation angle across it. If voids nucleate to relieve 
the stored energy of deformation-induced boundaries, we would not expect to see voids initiating in 
areas of the microstructure with no discernible high-angle deformation-induced boundaries. It is 
possible that these four voids may have nucleated at a cell block boundary that is above or below the 
plane of view. Additionally, the wavy, diffuse lines following the traces of the (110) and (01‾1‾) planes 
faintly visible in the band contrast data plotted in Figure 44(d) suggest that deformation-induced 
boundaries similar to that shown in Figure 37 exist in this microstructure but were not resolved by 
EBSD. However, a likelier explanation for the occurrence of these voids and the results presented in 
Figure 41 and Figure 42 is that void initiation is a product of vacancy condensation. This hypothesis 
will now be discussed in further detail. 

The concentration of stored vacancies increases rapidly during cold-deformation and can reach a 
maximum value of 10-4, the thermal equilibrium void concentration near the melting temperature, after 
only moderate strains ε ≈ 0.5 [173, 255, 256, 257]. General agreement has been found between 
experimental results and Saada’s model [7, 175, 176], according to which the concentration of 
vacancies produced by cold-work is proportional to the work done as 

 

𝑐𝑐𝑣𝑣 = 𝐴𝐴 ⋅ 1
𝐺𝐺 ∫ 𝜎𝜎 d𝜀𝜀𝜀𝜀

0 9 

where 𝐺𝐺 is the shear modulus, 𝜎𝜎 and 𝜖𝜖 are the applied stress and strain, and 𝐴𝐴 is a constant on the 
order of 0.1[174, 218, 258]. According to this model, the stored vacancy concentration in the deformed 
gauge region is on the order of 10-5. Vacancy formation during cold-deformation is attributed to the 
motion of jogged screw segments and the mutual annihilation of dislocation branches of opposite 
signs [175, 176, 179, 259, 260]. Because cell block boundaries are made up of many intersecting 
dislocations, it is conjectured that cell block boundaries will have a higher vacancy concentration than 
the surrounding material. By the same argument, the vacancy concentration at a cell block boundary 
will increase with increasing dislocation density. Cell block boundaries also present a ready path for 
vacancy movement by dislocation pipe diffusion. For vacancy concentrations significantly larger than 
the equilibrium level, vacancy condensation can lower the free energy of the system [179]. Based on 
this assumption, Cuitino et al. [179] demonstrated the feasibility of void nucleation ahead of a growing 
crack by vacancy condensation during quasistatic deformation of pure, single crystalline copper. 
During high-temperature creep deformation, a similar mechanism is thought to result in void 
nucleation at grain boundaries [189]. It is thus hypothesized that void initiation in tantalum was the 
result of vacancy condensation at deformation-induced boundaries. This hypothesis implies that void 
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nucleation is a stochastic process whose likelihood increases with increasing dislocation density. It is 
then to be expected that most voids would be associated with cell block boundaries but that a few 
would initiate elsewhere. 

A mechanism of vacancy condensation also explains why voids initiated at deformation-induced 
boundaries rather than grain boundaries. Vacancies are more likely to condense into a void at 
deformation-induced boundaries than at grain boundaries for at least two reasons. First, because 
deformation-induced boundaries have longer range stress fields around them than do grain boundaries 
[261, 262] more vacancies are attracted to cell block boundaries and cell walls than to grain boundaries. 
The network of dislocations running to these cell walls and cell block boundaries provides a ready 
path for vacancies to diffuse to them. Second, dislocation glide will generally sweep vacancies into 
deformation-induced boundaries rather than grain boundaries. The experimental observation that 
voids initiate at deformation-induced boundaries rather than grain boundaries is thus reasonable if 
vacancy condensation is responsible for void nucleation. 

It is important to note that the results of the present study, namely that voids nucleate at cell block 
boundaries in pure tantalum, are not necessarily restricted to pure metals. Cell block boundaries may 
also be important sites for void nucleation in materials that contain fine second-phase particles that 
are strongly bonded to the matrix. For example, Chan et al. noted that the density of voids in 
precipitation-hardened Al-Cu alloys was many times larger than the particle density [91, 92]. They 
concluded from this that voids nucleated at microstructural features other than particles. It may thus 
be useful to investigate where voids nucleate in such materials. In addition, there is no reason to expect 
significant differences between void initiation in tantalum and other single-phase BCC and FCC metals 
of high-stacking fault energy. Indeed, by exploring how different slip conditions influence void 
initiation, important insights into void nucleation may be gained. 

3.6. The Early Stages of Void Growth 
During its early stages, void growth is almost entirely restricted to cell block boundaries. This is clearly 
seen in the TEM and TKD data presented in Figure 42 and Figure 43. Instead of being spheres, as 
typically assumed by models of void growth [31, 32], voids in tantalum appeared ellipsoidal in ECC 
images (see Figure 40 and Figure 41). No spherical voids were observed. Inspection with TEM 
demonstrated that the apparently ellipsoidal voids shown in Figure 41 had aspect ratios of 
approximately 5:1. The morphology of these voids indicates that the microstructure, rather than the 
global triaxial stress state, controls the morphology of incipient voids in tantalum. 

It is widely assumed that incipient voids grow by emitting dislocations [211, 263]. Several features of 
these incipient voids suggest that they instead grew by consuming dislocations from the bulk. First, 
consider the microstructure around void 1 shown in Figure 40. Unlike the neighboring cell block 
boundaries, which are lamellar and run roughly parallel to a single crystallographic trace, the cell block 
boundary to the right of void 1 curves around this void along a radius of approximately 1 𝜇𝜇m. In 
addition, much of the microstructure around void 1 has an approximately ⟨331⟩ orientation, the 
average orientation of most of the surrounding microstructure. This suggests that void 1 provided a 
sink for dislocations and allowed the neighboring microstructure to relax back to its original 
orientation. Second, if voids grow by consuming dislocations, we would expect a lower density of 
deformation-induced dislocation boundaries around void 1 than around void 2 since void 1 is about 
twice as large as void 1. This is indeed seen in Figure 40. Finally, as discussed in the previous paragraph, 
the early stages of void growth are restricted primarily to the cell block boundary. Cell block 
boundaries are made up of dense tangles of dislocations and contain significantly larger densities of 
dislocations than the surrounding microstructure. Void growth appears to be restricted to these areas 
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of high dislocation density, suggesting that voids grow by consuming dislocations. Recently, Nguyen 
et al. showed the improbability of dislocation emission from a growing void during quasistatic tensile 
deformation [212]. Void growth by consuming dislocations is thus a reasonable alternative to the 
widely held premise that voids grow by emitting dislocations. 

3.7. Conclusions 
Void initiation in pure tantalum was studied ex-situ using SEM, EBSD, TKD and TEM. Dozens of 
deformation-induced, incipient voids were observed with the SEM in the necked gauge regions of 
tested tantalum tensile specimens. To determine where these voids initiated, twenty voids were 
characterized with EBSD. Although it is commonly assumed that voids in pure metals initiate at grain 
boundaries or twin intersections, none of the voids observed in tantalum were associated with these 
features. Instead, most (16 of 20) of them initiated at and grew along well-defined, lamellar cell block 
boundaries. These voids shared the following characteristics: 

• they were associated with well-defined, lamellar cell block boundaries that ran parallel to 
the trace of a {110} or {112} plane from a slip system with a high Schmid factor, 

• the misorientation angle across the cell block boundary associated with the void was 
always larger than 10° and, in 14 of 16 cases, greater than 20° and 

• they were surrounded by a network of small, highly misoriented dislocation cells. 
Subsequent TEM and TKD analysis of three incipient voids revealed the complex dislocation 
structure around each void. In all cases, the voids clearly initiated at and grew along a cell block 
boundary. Cell block boundaries are thus of primary importance for void initiation in pure metals. 

In addition to these voids, four other voids which did not share these characteristics were observed. 
Each of these voids nucleated at a low-angle dislocation cell wall. A large misorientation angle across 
a deformation-induced boundary is thus not necessary for a void to initiate at that boundary. This 
suggests that voids do not initiate to relieve the stored energy associated with a deformation-induced 
boundary. Instead, it is hypothesized that that vacancy condensation is the primary mechanism for 
void nucleation. Since vacancy condensation is a stochastic process whose likelihood depends on 
many factors and generally increases with increasing dislocation density, it is expected that a small 
percentage of voids will nucleate in areas of low dislocation density. Void nucleation by vacancy 
condensation also explains why voids initiated at deformation-induced boundaries rather than grain 
boundaries. The present investigation thus suggests that voids in pure materials nucleate by vacancy 
condensation. 

Several features of the incipient voids observed in tantalum suggest that they grew by consuming 
dislocations from the bulk rather than emitting dislocations. This mechanism of void growth provides 
a reasonable alternative to the widely held premise that voids grow by emitting dislocations. 
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4. VOID GROWTH BY DISLOCATION ADSORPTION 
We propose a dislocation adsorption-based mechanism for void growth in metals, wherein a void 
grows as dislocations from the bulk annihilate at its surface. The basic process is governed by glide 
and cross-slip of dislocations at the surface of a void. Using molecular dynamics simulations we show 
that when dislocations are present around a void, growth occurs more quickly and at much lower 
stresses than when the crystal is initially dislocation-free. Finally, we show that adsorption-mediated 
growth predicts an exponential dependence on the hydrostatic stress, consistent with the well-known 
Rice-Tracey equation.  

4.1. Introduction 
The ductile fracture process in metals is relevant to a number of failure scenarios including quasi-static 
tearing [2, 90], dynamic spall [264], creep rupture [231], irradiation creep [265], and wear debris 
generation [266]. Typically, the fracture surfaces of these metals exhibit a characteristic pitted “ductile 
dimple" appearance indicative of the microvoid coalescence rupture process [55]. Often ductile 
fracture is due to the nucleation, growth, and coalescence of microscale voids [55]. It is usually 
assumed that the material contains a pre-existing population of hard particles or inclusions made from 
secondary phases. Void nucleation then occurs when these particles crack or the interface between 
the particles and matrix delaminates [46, 98, 267]. The voids grow under the action of plastic 
deformation around the voids, driven by hydrostatic stresses [31, 268]. Final rupture occurs when the 
voids coalesce, which typically occurs when ligaments between adjacent voids reach some critical 
thickness leading to shear banding or ligament fracture. 

This basic picture for rupture in ductile solids has been around for nearly 50 years. Despite this fact, 
many of the details surrounding it are poorly understood, including the micromechanics of void 
nucleation and growth. For example, ductile rupture is still observed in materials that do not contain 
hard particles or pre-existing voids, making it unclear how the voids nucleate in the first place [13,14]. 
There are numerous competing continuum-scale phenomenological models for the ductile rupture 
process [15] including the Gurson model [16], an adaptation by Tvergaard and Needleman [17], 
modifications to account for shear localization [18], and stress triaxiality models [19]. The Sandia 
Fracture Challenge has illustrated the ongoing disagreement with regard to the most appropriate 
failure models and their difficulties in blindly predicting rupture scenarios [20,21]. Many of these 
difficulties arise from assumptions made about the underlying micromechanical mechanisms that drive 
void nucleation and growth; for example, many models assume a pre-existing void density and hence 
neglect void nucleation altogether. At lower length scales such as the scale of individual grains, there 
is even broader disagreement as to the proper models to describe the rupture process. These 
discrepancies are due in part to a lack of clear fundamental understanding of the detailed unit 
mechanisms governing nucleation, growth, and coalescence. 

In this work, we focus on obtaining a detailed micromechanical understanding of the void growth 
process. Much of the literature on void growth focuses on continuum theories which characterize the 
void growth rate as a function of the stress state [268, 269]. Of these, perhaps the most famous is the 
work by Rice and Tracey [31], later corrected by Huang [270], who solved for the growth rate of an 
isolated void in a rigid-perfectly plastic solid loaded with applied strain rate tensor and hydrostatic 
stress . They obtained the simple result for the void growth rate that 
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  (10) 

where R is the void radius,  is the yield strength, is the equivalent plastic strain rate 
(using Einstein notation), and α = 0.427 is a numerically obtained constant [270]. Hence, the 
continuum theory predicts an exponential dependence on the hydrostatic stress. The Rice-Tracey 
equation was recently validated against detailed X-ray tomographic measurements of void growth [78]. 
According to Rice-Tracey, voids grow as plastic strain accumulates around them, but the detailed 
micromechanics are unclear. 

In an effort to fill this micromechanical knowledge gap, numerous atomistic studies of void growth 
have been performed in the last decade [209, 210, 211, 263, 271, 272]. The key finding in all of these 
studies is that voids grow by nucleating dislocations at the surface of the void. However, such a 
mechanism poses a fundamental dilemma. In particular, Nguyen and Warner [212] showed using 
molecular dynamics and transition state theory calculations, that dislocation nucleation from the 
surface of a void in pure aluminum is a tremendously slow process. For example, the nucleation rate 
under 0.78 GPa of shear stress is one dislocation per year! In order to obtain nucleation rates on the 
order of 1 s-1, applied stresses need to exceed 1 GPa. While stresses of this magnitude may be relevant 
to high loading rates (e.g., shock loading [208]), they are well beyond the strengths of many structural 
metals under quasi-static loading. 

In this work, we resolve this problem by proposing that void growth via adsorption of dislocations 
from the surrounding bulk is the primary mechanism of growth. Adsorption-mediated growth was 
recently shown to be a viable mechanism for small amounts of void growth (< 0.1% by radius) by 
Chang et al. [213]. While Chang et al.'s prior work opens the possibility that dislocation adsportion 
may supplant emission as the dominant deformation mechanism, their use of dislocation dynamics 
was limited to low dislocation densities below those experimentally observed at relevant cell wall 
boundaries [166], and suggested that the adsorption mechanism may be limited to only the very early 
stages of void growth. Many important questions remain to be answered before the importance of 
adsorption-mediated growth can be understood, however. Namely: what are the key dislocation 
processes underlying the mechanism?; what is the connection, if any, between nucleation-mediated 
and adsorption-mediated growth?; and, what growth rates are predicted by adsorption-mediated 
growth and how do they compare with experiments? In this work, we address these questions, 
demonstrating that 1) the dislocation processes enabling adsorption-mediated growth (glide and cross-
slip) occur rapidly, 2) even in a scenario where nucleation-mediated growth occurs (no dislocations 
present initially), adsorption-mediated growth quickly takes over as the mechanism of growth, and 3) 
growth rates predicted by adsorption-mediated growth are consistent with the experimentally 
validated Rice-Tracey equation. Lastly, we argue that our results elucidate recent experimental 
observations of void growth at regions with elevated dislocation density (cell block boundaries) [166, 
273]. Combined together, we believe our results demonstrate that adsorption-mediated growth is 
dominant among the possible growth mechanisms. 
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Figure 45.  Dislocation-void interactions under an applied hydrostatic stress. Black lines denote 
approximate dislocation trajectories on the surface of the void. (a-c) Prismatic dislocation loop 
loaded at  = 2 GPa with void of radius R0 = 7.5 nm. (a) Initial configuration. (b) Configuration 

after loop glides into the void. (c) After the loop cross-slips and forms a closed-path on the void's 
surface. (d-f) Screw dislocation loaded at  = 3.7 GPa with void of radius R0 = 3 nm. (d) Initial 

configuration. (e) Configuration after the dislocation cross-slips and glides across the face twice. 
(f) After the dislocation cross-slips and glides two more times tracing out a prismatic dislocation 
loop. Atoms at the void surface and in dislocation cores are colored white, and inside stacking 

fault ribbons are colored red. Shockley partial dislocation lines are shown in green. Image made 
using OVITO [25]. 

4.2. Methods and Results 
We study void growth at a temperature of 300 K in face-centered cubic aluminum using the embedded 
atom method potential of Mishin et al. [274] and the molecular dynamics code LAMMPS [275]. 

 
To begin our studies, we focus on the interaction of isolated dislocations with a single void in order 
to elucidate underlying mechanisms. We introduce a void of radius R0 and impose a constant 
hydrostatic tensile stress on the simulation cell. Treating the void as a spherical cavity in an isotropically 
elastic matrix under a pure hydrostatic load, we can compute the equivalent Eshelby eigenstrain [276] 
to obtain a stress field around the void of 

 (11)  

where  is the Kronecker delta and . The resulting maximum shear stress at the surface 
of the void is . We study two dislocation geometries: a prismatic (meaning the initial plane of the 
loop is orthogonal to the Burgers vector) dislocation loop and a straight screw dislocation. Note that 
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if a void were not present, there would be no driving forces acting on the dislocation lines since the 
system is under a pure hydrostatic stress state. Figure 45 depicts the response of the dislocation lines. 
In both cases, the dislocation lines are attracted to the void. After initially colliding with the void, the 
dislocations quickly glide across its face, and then cross-slip onto another glide plane where they are 
able to glide again. After this process repeats several times, the end result is that closed dislocation 
loops are traced out on the void's surface. The volume change of the void after the dislocation loops 
are traced out is [277, 278] 

  (12) 

where b is the Burgers vector, n is the outward normal of the void surface, and S is the area traced out 
by the dislocation line. Note that the exact same volume change would occur if instead a loop with an 
oppositely signed Burgers vector and the same shape were nucleated from the surface of the void [43]. 
Hence the underlying mechanics is exactly the same between adsorption-mediated and nucleation-
mediated growth. The key point is that adsorption-mediated growth can occur much more rapidly 
since it relies on cross-slip and glide, which are known to occur readily over typical experimental 
timescales. Furthermore, the externally-sourced dislocations can be produced much more quickly (via 
conventional multiplication processes) than surface-based nucleation. Since we are constrained to 
atomistic timescales in these simulations, the stresses need to be large (> 2 GPa), however, to accelerate 
the processes. Demonstration of the basic unit-mechanisms underlying adsorption-mediated growth 
is the first major contribution in this work. 

Next, we demonstrate the behavior of a crystal containing voids under an applied hydrostatic tensile 
strain rate, a case that has been considered by several researchers [210, 271, 272]. We focus on two 
cases: a) no dislocations initially present and b) n prismatic dislocation loops with edges of length 20 
nm and 21.2 nm (same shape as shown in Figure 45(a)) initially present. A comparison between these 
two cases has not been made before. For reference, when n = 18 the initial dislocation density is about 
4.3x1016 m-2. This high initial dislocation density may be representative of a dislocation cell wall given 
the experimental observations of densities in excess of 1015 m-2 locally in highly deformed aluminum 
[273, 279]. Figure 46 presents resulting stress-strain curves under a strain rate of 3x108 s-1 with voids 
of initial radii R0 = 2.5 and 10 nm, and a simulation box that is L = 32.5 nm on each edge. Figure 46(a) 
reproduces the same behavior as previous studies when dislocations are not initially present, with a 
large spike at yield, followed by a rapid drop in stress and subsequent softening. This initial spike 
corresponds to the nucleation of one or more dislocations from the surface of the void, which then 
enables plastic growth of the void. The new result shown here is the influence of pre-seeding the 
system with dislocations. We show that as the number of initial dislocation loops increases, the stress 
spike at yield is greatly reduced. This indicates that void growth occurs much more readily when 
dislocations are present, since void growth initiates at much lower stresses. Beyond initial yield, 
however, the stress-strain curves are independent of the number of dislocation loops. 
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Figure 46.  Hydrostatic stress-strain curves under a constant hydrostatic strain rate of 3x108 s-1. 

(a) Fixed box size of L = 32.5 nm, two different initial void radii, and different numbers of 
dislocation loops. (b) Box dimension varied to keep number of atoms approximately constant at 

1.9 million with different initial void radii. Curves are shifted so that the void radius is 
approximately the same at the same strain. 

 
The observation that the post-yield behavior is insensitive to the initial dislocation content motivated 
additional simulations, where we increased the void radius while concurrently increasing the box 
dimensions so that the number of atoms was kept approximately constant at 1.9 million. In this way, 
all of the initial conditions can be related to each other and the influence of dislocations nucleated or 
initially introduced can be evaluated. For instance, at 10.5% strain the simulation with an initial void 
radius 5 nm has grown to an effective void radius of = 10 nm, where ∆V is the 
volume change of the cell. Hence, the simulation with initial void radius of 10 nm emulates the R0 = 
5 nm void case at 10.5% strain. We can then directly determine the influence that dislocations have at 
that strain by starting the simulation with and without dislocation loops introduced. Figure 46(b) 
presents the resulting stress-strain curves with and without dislocation loops, all translated along the 
x-axis so that the instantaneous void sizes match. Interestingly, beyond initial yield where a stress spike 
is observed in dislocation-free systems, all simulations collapse onto a single universal stress-strain 
curve. This fact indicates that post-yield, where the bulk of the void growth occurs, voids in 
simulations with and without dislocation loops grow by the same mechanism: dislocation adsorption. 
Specifically, under the influence of the void's stress field, dislocations multiply and adsorb at its 
surface. These results indicate that void growth does not occur by dislocation nucleation alone; void 
growth may be initiated by nucleation, but the growth itself occurs when the nucleated dislocations 
multiply and interact with the void's stress field. The finding that adsorption-mediated growth 
dominates even in dislocation-free systems is the second major contribution of this work. 

These results provide details about the adsorption-mediated growth process, but do not provide a 
means for computing void growth rates akin to Eq. 10. To this end, we have computed void growth 
rates under a fixed tensile hydrostatic stress. By examining the volume history of the system we can 
estimate the void growth rate. Figure 47(a) shows the volume history expressed in terms of the 
effective void radius with a void of initial radius 5 nm under a stress of 2.8 GPa. Curves are shown 
for n = 0; 18, 36 and 54 dislocation loops. When no dislocation loops are present, no void growth is 
observed because the stress is insufficient to drive nucleation. As the number of loops increases, the 
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void growth rate increases. We can approximate the effective void growth rate using linear fits to 
these time histories. Figure 47(b) summarizes the results from 360 MD simulations; 20 random loop 
configurations for each value of n with hydrostatic stresses ranging from 2.3 to 2.8 GPa. Since void 
growth is highly sensitive to the specific dislocation configuration around the void, growth rates vary 
significantly for the same stress and number of loops (see Supplementary online material). Hence, in 
Figure 47(b) we plot the median growth rate among the 20 replicates at each set of conditions. To 
demonstrate that our results are not biased by the use of prismatic dislocation loops, we have also 
performed simulations using 12 shear loops, giving an initial dislocation density of 5.2x1016 m-2 (see 
Supplementary online material). These results are also presented in Figure 47(b), showing more scatter 
but the same overall trend. Figure 47(b) demonstrates that the void growth rate increases with 
dislocation density and that the adsorption-mediated void growth rate is exponentially dependent on 
the hydrostatic stress. The latter result is significant because it is consistent with the experimentally 
validated Rice-Tracey relation. The fact that adsorption-mediated growth follows the same stress 
dependence as is observed in quasi-static experiments is the third major contribution of this work. 
Note that the same statement cannot be made about nucleation mediated growth. Analyzing the 
exponential curve fits further, we find that the growth rates with prismatic loops at all dislocation 
densities exhibit an exponent of about , which according to Eq. 10 implies a “yield strength” of 
about 341 MPa; this is not an unreasonable order of magnitude for local stresses in highly work 
hardened aluminum which has been shown to exhibit a macroscopic ultimate strength as high as 250 
MPa [280]. Hence, our results predict a growth rate of the form 

  (13) 

 
where  is a dislocation-density-dependent prefactor. 

 

 
Figure 47.  Void growth rates under a constant hydrostatic stress  when R0 = 5 nm and L = 32:5 

nm. (a) Effective void radius as a function of time with  = 2.8 GPa. (b) Void growth rate as a 
function of hydrostatic stress. Dashed lines are exponential fits (Eq. 13). 
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4.3. Discussion 
The current work suggests that the dislocation-adsorption mechanism proposed by Chang et al. [213] 
can continue to operate at much higher dislocation densities, relevant to dislocation cell walls where 
voids are now understood to proliferate. Moreover, the current results suggest that the adsorption 
mechanism can account for extensive void growth, well beyond 0.1% indicated in the previous studies 
[213]. These current results, and the observed consistency with Rice-Tracey scaling, suggest that the 
adsorption mechanism is a more comprehensive explanation for void growth than previously 
indicated, strengthening the argument that dislocation emission is not a controlling factor. The 
fundamental dislocation processes involved in adsorption-mediated growth, glide and cross-slip of 
dislocations occur readily in experiments. Cross-slip is the slower of the two processes, however it has 
been shown that the energy barrier for cross-slip at free surfaces is extremely low (< 0.1 eV), making 
the cross-slip rate high [281]. While the dislocation densities considered here are necessarily on the 
upper end of the experimental range to enable void growth over atomistic timescales, lower densities 
would be sufficient to predict quasi-static growth rates. For example, if we extrapolate the void growth 
rate for n = 18 loops down to the ultimate strength of annealed aluminum, 108 MPa [280], we obtain 
a growth rate of , which leads to the void radius doubling in about 10 ms. Such a 
growth rate is much higher than is necessary for quasi-static conditions, where loading occurs over 
thousands of seconds. Finally, we note that recent experimental evidence showing that voids in pure 
Ta tend to nucleate at and grow along cell block boundaries formed by dense dislocation tangles [166] 
supports an adsorption-mediated mechanism. Combined together, the evidence presented here 
suggests an intimate, mechanistic linkage between void growth and strain-induced dislocation 
networks which may be influential to theories of ductile fracture 
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5. X-RAY COMPUTED TOMOGRAPHY ELUCIDATES 
COLLABORATIVE FAILURE MECHANISMS IN COPPER 

 

 The competition between ductile rupture mechanisms in high-purity Cu and other metals is sensitive 
to the material composition and loading conditions, and subtle changes in the metal purity can lead to 
failure either by void coalescence or Orowan Alternating Slip (OAS). In situ X-ray computed 
tomography tensile tests on 99.999% purity Cu wires have revealed that the rupture process involves 
a sequence of damage events including shear localization; growth of micron-sized voids; and 
coalescence of microvoids into a central cavity prior to the catastrophic enlargement of the coalesced 
void via OAS. This analysis has shown that failure occurs in a collaborative rather than strictly 
competitive manner. In particular, strain localization along the shear band enhanced void nucleation 
and drove the primary coalescence event, and the size of the resulting cavity and consumption of voids 
ensured a transition to the OAS mechanism rather than continued void coalescence. Additionally, the 
tomograms identified examples of void coalescence and OAS growth of individual voids at all stages 
of the failure process, suggesting that the transition between the different mechanisms was sensitive 
to local damage features, and could be swayed by collaboration with other damage mechanisms. The 
competition between the different damage mechanisms is discussed in context of the material 
composition, the local damage history, and collaboration between the mechanisms. 

 

Keywords: Ductile fracture; Damage initiation; Void coalescence; Synchrotron radiation computed 
tomography 
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5.1. Introduction 
The ductile fracture of engineering metals and their alloys involves the competition between several 
damage mechanisms, including void nucleation, growth and coalescence into a crack; catastrophic 
shear along one or more planes; necking to a point; or growth of a central prismatic void by Orowan 
alternating slip (OAS)[32, 33, 56, 65, 282, 283]. The competition between these different mechanisms 
is poorly understood, and small variation in the material microstructure or stress state can lead to very 
different failure processes (Figure 48a). For instance, tensile testing of Cu wires (Figure 48b-c) 
produced a fully-dimpled fracture surface indicative of failure by void coalescence in 99.9% purity Cu, 
but a largely void-free failure surface formed by OAS in 99.999% purity Cu [165]; on the other hand, 
plane-strain tension of both 99.9% and 99.94% Cu sheets resulted in failure by OAS [63, 165]. In this 
manuscript, we seek to elucidate the divergence in failure mechanisms between OAS and void 
coalescence using in situ X-ray Computed Tomography (XCT). Currently, very little is known about 
the mechanics of OAS, how it interacts with other damage mechanisms, and the circumstances when 
it is favored over failure by void coalescence. An exhaustive literature search has identified only three 
systematic ex situ studies of the OAS mechanisms for oxygen-free high-conductivity Cu (99.94%) 
[63], AA 5754 [17], and 99.9% Ni and 99.999% Cu [165], as well as possible instances of OAS-
dominated failure in Al (99.5%) [284] and brass [285]. 

 
Figure 48. Active damage mechanisms in high-purity Cu. (a) Composition-regulated divergence in 
damage mechanisms from failure by void coalescence to failure by OAS. (b) Secondary electron 
image of fracture surface of 99.9% Cu wire (unpublished). (d) Secondary electron fracture surface 
of 99.999% Cu wire. (d-g) Postulated sequence of damage mechanisms in 99.999% Cu involving (d) 
Void nucleation and shear band formation, (e) Void coalescence into a central cavity, (f) Prismatic 
cavity growth by OAS, and (g) Fracture surface. 
 

In the absence of in situ damage measurements, there remains considerable ambiguity regarding the 
fundamental relationship between OAS and void coalescence, which is essential to explaining the 
divergence in failure mechanisms observed in Figure 48b-c. The experiments in Ref. [165] suggested 
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that failure by OAS was actually preceded by extensive void coalescence, and OAS may have been 
facilitated by the preceding damage mechanisms. For example, OAS void growth in AA 5754, AA 
1100, and >99.9% pure Cu was preceded by the propagation of one or more shear bands through the 
center of the neck, and also the coalescence of voids to form an adequately large cavity to enable OAS 
growth [17, 63, 165, 284, 285]. We hypothesize that the collaborative interaction between these 
damage mechanisms can promote the transition to failure by OAS rather than continued void 
coalescence. 

The unique capabilities of in situ synchrotron XCT enables systematic study of these interactions by 
tracking the appearance, growth, motion and arrangement of micron-sized voids throughout the 
deformation history. In contrast, conclusions drawn from the previously reported interrupted 
mechanical testing experiments are convoluted by differences in microstructure and damage between 
specimens, and may not capture rare damage events. In similar studies on alloyed materials, in situ 
XCT experiments have provided essential insight into the ductile failure of aluminum [54, 286], steel 
[287], titanium [288] and cast iron [289], as well as model systems containing brittle secondary particles 
[290] or pre-fabricated holes [78, 79, 286, 291]. There exist limited 3D studies on the damage behavior 
in pure metals (for instance, on commercially-pure Mg [148] and Ti [292]), and consequently the  
damage mechanisms other than void growth and coalescence are poorly studied. 

With in situ XCT measurements, we seek to answer several key questions about the competition 
between failure by coalescence and failure by OAS. First, what is the relationship between OAS and 
the preceding damage mechanisms, including shear localization, void growth and coalescence? 
Second, under what conditions is OAS favored over continued void coalescence? In particular, it is 
unknown if there exists a well-defined transition between these mechanisms, or if certain damage 
configurations locally favor OAS over coalescence. The fracture surfaces of OAS-susceptible materials 
all exhibit dimpled morphology near the center of the sample, indicating that widespread void growth 
and coalescence occurs prior to the transition to the OAS mechanism, but ceases in later stages of 
failure [17, 63, 165, 284, 285]. On the other hand, why does OAS growth not commence after the 
initiation of the first void?  

Answers to these questions are pursued through in situ XCT tensile testing of Cu wires, which are 
described in the next section. The key damage mechanisms and their interactions are revealed in the 
tomograms, which are qualitatively analyzed in Section 3. Section 4 presents quantitative 
measurements of the voids, which are used to demarcate and understand the transitions in damage 
mechanisms. Finally, the origins of the OAS failure process are discussed in Section 5. 

5.2. Materials and Methods 
High-purity Cu wires were tested in tension using in situ XCT to study the internal damage mechanisms 
prior to ductile rupture. All experiments used 99.999% high-purity Cu wires (ESPI Metals) with 
nominal diameters of 0.75 mm or 1.00 mm. Both types of wires were fully dense, but contained tightly-
bound inclusions of diameter 500 nm [165]; inspection by energy-dispersive X-ray spectroscopy (EDS) 
found that these particles to have a composition of CuO2.  

This paper primarily reports on interrupted in situ XCT tensile testing experiments performed at 
Beamline 2-BM-A at the Advanced Photon Source at Argonne National Laboratory. The wires were 
tested under quasistatic conditions to failure in a Deben CT5000 load frame which recorded both load 
and displacement of the specimen; deformation was applied at a nominal strain rate of 1 × 10−3 𝑠𝑠−1 
based on the grip displacement and a gage length section of 10 mm. During the in situ experiments, 
the deformation of the specimen was paused for tomographic acquisition at prescribed levels of 
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remaining strength. The load relaxed during imaging by about 10% in this time, but recovered fully 
upon subsequent loading (Figure 49a). Each tomogram was reconstructed from 1500 equally-spaced 
radiographs with 50 ms exposure over 180° rotation using 35 keV beam energy, resulting of 
reconstructions of size 2560 × 2560 × 2130 voxels and a voxel size of 0.65 μm. All tomograms were 
reconstructed with TomoPy using the gridrec algorithm [293]. Three specimens of each wire diameter 
were tested using the interrupted in situ XCT technique, which were labeled as 0.75mm-A, B & C, 
and 1mm-A, B & C. 

 
Figure 49. Mechanical behavior of high-purity Cu wires. (a) Representative in situ and ex situ 

engineering stress-strain curve for the two sizes of Cu wires, showing differences in strength and 
ductility. (b) True stress-strain curves for the same in situ experiments. (c-d) In situ load vs. true 
strain relationships after necking in the (c) 1 mm and (d) 0.75 mm wires. True  strain in (b-d) is 

derived from the XCT-measured cross-sectional area. 
 

Due to limited resolution, the tomograms only captured voids larger than ~2 𝜇𝜇𝑚𝑚3, such that this 
experiment focused on the later stages of void growth and subsequent damage mechanisms. Early 
stages of damage associated with void nucleation and initial void growth were inaccessible. 

Additional interrupted, ex situ tensile tests were performed on additional 1 mm diameter wires to 
investigate the effects of intermittent deformation on the damage mechanisms [294], which showed 
similar engineering stress-strain response to the in situ experiments (Figure 49a). These specimens were 
deformed continuously until the load dropped to 70%, 60%, 50%, and 40% of UTS as well as after 
fracture (0% UTS), where % of UTS is defined as the remaining fraction of ultimate tensile strength 
after necking. These specimens were subsequently scanned using a laboratory micro-XCT machine 
(XRadia microXCT-200) with 1.48 μm voxel size. The source voltage and current were 80 keV and 
100 μA, respectively, and imaging was performed using a 10x magnification detector. As will be shown 
later, damage in these specimens initiated at identical strain and exhibited similar void quantity, spacing 
and growth characteristics, suggesting that the interrupted in situ loading scheme did not affect the 
damage mechanisms. 
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Finally, all tomograms were cropped, denoised using Gaussian filters, and thresholded using custom 
Python scripts, producing binary images that identified the location and geometry of voids formed 
within the Cu wires. The individual voids were subsequently labeled, analyzed and rendered using 
Avizo 9.0 software (FEI Visualization Sciences Group). After segmentation, the position and 
geometry of all voids were measured using Avizo. The data were analyzed to measure the void 
quantity, median void size (as defined by the equivalent spherical radius), and the median void spacing 
(as defined by the distance from each void centroid to the closest neighboring void centroid).  

All quantitative void measurements are presented as a function of true strain, which was determined 
from the instantaneous reduction in area at the center of the neck, 𝜀𝜀 = ln (𝐴𝐴0/𝐴𝐴). The instantaneous 
area was determined from the area enclosed by the necked wire surface; that is, internal porosity did 
not contribute to the area calculation. The true stress was calculating by dividing the instantaneous 
load by the minimum cross-sectional area (Figure 49b). The 1 mm and 0.75 mm wires showed ultimate 
strengths of ~625 and 475 MPa, respectively, although the accuracy of the stress measurement was 
hindered by the low loads after necking and small cross-sectional areas at large deformations. 
However, the load vs. true strain curves after necking showed exceptional consistency between 
samples (Figure 49c-d), indicating that the failure of the wires was not affected by defects or 
geometrical imperfections.  

To aid in the identification of the damage mechanisms, fracture surfaces of the wire specimens were 
imaged using scanning electron microscopy (FEI Quanta 650) in secondary electron imaging mode.  

5.3. Overview of damage and deformation mechanisms 
As identified in Figure 50, the copper specimens exhibited complex deformation and damage behavior 
prior to final fracture. In the 1 mm specimens (Figure 50a-d), micron-sized voids were detected 
exclusively near the center of the neck and began to grow. Near simultaneously, a visible shear band 
appeared in the sample, which formed step-like features on the surface where the plane of localization 
intersected the exterior surface (marked by arrows in Figure 50) and caused prominent shearing 
between the top and bottom halves of the specimens. The development of a shear band in the 
axisymmetric wire samples was remarkable [295], and could be related to the nucleation of submicron 
voids in pure metals that were not visible via XCT [166] or plasticity-induced anisotropy [296]. Similar 
shear bands were observed in 99.94% Cu and AA 5754 sheet specimens [17, 63], as confirmed by 
measurements of the distortion of the grain structure. The appearance of the shear band had 
significant implications for the damage evolution of Cu, as discussed later in this section. 
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Figure 50. Deformation and damage mechanisms in Cu wires for (a-d) large Cu specimen 1mm-B, 
and (e-g) small Cu specimen 0.75mm-C. Top panel shows 3D view of wires during in situ testing, 
while bottom panels show representative XCT cross-sections. The plane of shear localization is 
marked by arrows in 3D renderings, and by lines in 2D slices. OAS growth of the central cavity is 
evident in panels (c), (d), (f) and (g). 
 

After continued deformation and void growth, void coalescence occurred along this shear plane, 
resulting in a large cavity that grew by the OAS mechanism. This cavity enlarged until it breached the 
exterior surface, resulting in failure. No voids were observed near the wire’s exterior surface ahead of 
the growing OAS void, suggesting that this cavity grew without creating adjacent voids. This 
observation was consistent with the nature of the OAS mechanism as described by Orowan and other 
experiments [17, 56, 63, 165]. 

Similar deformation mechanisms were also observed in the 0.75 mm copper wires (Figure 50e-g), 
although the void coalescence and OAS mechanisms appeared to activate at larger strain and after the 
initiation of fewer voids. For instance, void coalescence along the shear band in this specimen began 
at 𝜀𝜀 = 1.97 in the smaller specimen in Figure 50e, compared to 𝜀𝜀 = 1.53 in the larger specimen in 
Figure 50a. Thus, both specimen types displayed similar damage sequences despite their different 
strength and ductility. 

It was clear that the void growth, coalescence and OAS damage mechanisms were intimately affected 
by the shear localization. First, the first micron-sized voids appeared exclusively in material near the 
shear band (marked by red lines in Figure 50a,b,e). Inspection of the tomograms showed that the 
maximum distance between voids and the shear plane was 150 𝜇𝜇𝜇𝜇. Second, the main coalescence 
event occurred along the shear band. Subsequent growth of the cavity by OAS continued to utilize 
the shear band after coalescence, which formed one set of the facets on the enlarged void. 

Analysis of the fracture surfaces via XCT and SEM confirmed the complex sequence of damage 
mechanisms in the Cu wires (Figure 51). The damage evolution in the smaller specimens was 
qualitatively similar (albeit with fewer voids), and is not discussed further in this section; quantitative 
damage metrics are presented for both types of specimens later in Section 5.4. Both the XCT 
tomograms and SEM images identified an internal region on the fracture surface that was marked by 
a rough, dimpled surface, as well as an external region marked by a smooth, largely dimple-free surface 
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(Figure 51a,b). This morphology closely matched the fracture surfaces observed in other materials that 
failed by OAS [17, 63, 165]. 

 
Figure 51. Comparison of fracture surfaces via XCT and SEM for specimen 1mm-A. (a) XCT 

rendering of fracture surface, (b) secondary electron image of fracture surface, and (c-e) detailed 
images of (c) central region showing intervoid necking, (d) transition region showing intervoid 

shearing, and (e) external region showing smooth, void-free surface. 
 

However, closer investigation by SEM revealed several key features that were not captured by XCT. 
First, the interior region contained a range of void sizes, including several larger ~10 μm dimples as 
well as many smaller ~1 μm dimples (Figure 51c). The origin of the voids that formed these dimples 
is beyond the scope of this work, but it has recently reported that many voids can nucleate at 
dislocation cell and cell block boundaries  in the absence of secondary phases in pure metals such as 
tantalum [166]. CuO2 particles were observed in a small fraction of the larger dimples.  

The surfaces of the larger dimples showed a rough, orange-peel texture; these features have previously 
been attributed to the alternating slip behavior in OAS [63] and imply a degree of self-similarity 
between void growth and the OAS mechanism. The fracture surfaces also contained many shear-type 
dimples in the transitory zone between the internal, dimpled region and the external, smooth region 
(Figure 51d). The XCT resolution was inadequate to detect the smaller voids as well as the dimples 
formed by intervoid shearing. Very few voids were observed in the exterior region of the fracture 
surface (Figure 51e), suggesting void-free damage in the final phases of rupture. 

The formation of these fracture surfaces can be related to the 3D damage history, which is presented 
in Figure 49 for two of the 1 mm diameter wires. In the earliest stages of damage, voids appeared and 
grew uniformly near the neck center (visible in Figure 49a,e). While this cluster of voids initially 
showed no preferred orientation, subsequent load steps revealed an ellipsoidal void-containing region 
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that was elongated along the primary shear plane. In subsequent load steps, void coalescence near the 
shear plane led to the development of a primary cavity that grew by the OAS mechanism. The resulting 
cavity bisected the cluster of voids, with roughly equal numbers of voids above and below the plane 
of coalescence (Figure 49b,f).  

 

 

After coalescence, almost all damage was associated with OAS growth of the main cavity, which 
marked a transition from the previously dominant damage mechanisms of void growth and 
coalescence. Growth of the primary cavity along shear planes that intersected the equatorial vertex of 
the coalesced void (i.e., the OAS mechanism) formed a characteristic prismatic void with smooth, 
faceted surfaces. These smooth surfaces stood in contrast to the rough, dimpled features that formed 
initially during void coalescence, and some of these surfaces were parallel to the original shear plane 
(arrows in Figure 49d,h). The self-similar growth of the OAS cavity contrasted with the void shape 
that would be formed by an internal necking process, which would create a rounded void profile. 

Qualitatively, the shape, size and number of the secondary voids on either side of the coalesced cavity 
remained approximately unchanged in the final loading increments; quantitative analysis to this effect 
is presented later in Section 5.4. This could be explained by elastic unloading around the main cavity, 
as identified in numerical models of the OAS process in Ref. [63].  

Close analysis of the tomograms revealed a nuanced competition between the damage mechanisms, 
such that the behavior of individual voids sometimes contradicted the globally prevailing damage 
mode (Figure 53). First, several isolated voids enlarged by the OAS mechanism prior to the main 

Figure 52. 3D overview of damage in two separate large-diameter specimens. Smooth, 
dimple-free surfaces that are parallel to the shear plane are marked in (d, h). Void 

coloring for each image is arbitrary. Scale bar: 125 μm. 
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coalescence event (Figure 53a), which was notable because OAS growth of the primary cavity did not 
occur until after coalescence. The activity of OAS in these voids was confirmed by the 3D prismatic 
shape of the void without any interaction with adjacent voids; similar void shapes have previously 
been observed in axisymmetric metal matrix composites [77]. An initially spherical void grew and 
acquired faceted surfaces by 𝜀𝜀 = 1.58; the void size and shape remained approximately constant 
thereafter. Several other faceted voids can be identified in the other two large specimens, which also 
did not link up with the final void.  

 
Figure 53. 3D overview of damage in two separate large-diameter specimens. Smooth, dimple-free 
surfaces that are parallel to the shear plane are marked in (d, h). Void coloring for each image is 

arbitrary. Scale bar: 125 μm. 
 

Second, several pairs of voids grew and coalesced independent of the main coalescence event (Figure 
53b). These voids were located approximately 50-75 μm from the plane of shear localization, and thus 
experienced a slightly different stress triaxiality compared to voids closer to the shear plane. Compared 
to the general void population, the pairs of voids that coalesced were located particularly close to each 
other, thus facilitating coalescence.  

5.4. Quantitative damage measurements 
The count, spacing and size of voids in the three 1 mm diameter wire specimens are quantified in 
Figure 54, and also for the three 0.75 mm specimens in Figure 55. By highlighting a limited window 
in which void nucleation and growth occurred, these measurements showed that damage occurred by 
a different mechanism in 99.999% Cu than in a lower-purity material that would fail by void 
coalescence. We emphasize that the smallest detectable void was limited by the spatial resolution of 
0.65 𝜇𝜇𝜇𝜇, such that the minimum measured size was approximately 2 𝜇𝜇𝑚𝑚3. Accordingly, the XCT 
measurements captured the smallest voids after an extensive period of void growth, rather than 
immediately after nucleation. 
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Figure 54. Quantitative void measurements for the 1 mm diameter specimens. (a) Void count, (b) 
Median void spacing, (c) Median equivalent spherical radius, and (d) size of two largest voids at 

each load increment. Specimens A, B and C were tested in situ, while “×” denotes data from 
separate ex situ specimens. 

 
Figure 55. Quantitative void measurements for the 0.75 mm diameter specimens. (a) Void count, 
(b) Median void spacing, (c) Median equivalent spherical radius, and (d) size of two largest voids 

at each load increment. 
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The Cu wires exhibited unusual void growth characteristics, as indicated by the number of micron-
sized voids observed in the wire as a function of deformation (Figure 54a and Figure 55a). Within the 
large-diameter specimens, the first voids were detected at a true strain 𝜀𝜀 = 1.1 and the number of 
voids rapidly increased to between 125 and 180 by 𝜀𝜀 = 1.6. Similarly, in the small-diameter specimens, 
the first voids appeared at 𝜀𝜀 = 1.6, and a maximum void count of 40-70 voids was achieved by 𝜀𝜀 =
2.1. Beyond this range of deformation, the number of voids remained essentially constant; by 
comparison to the 3D void renderings in Figure 49Figure 49. 3D overview of damage in two separate 
large-diameter specimens. Smooth, dimple-free surfaces that are parallel to the shear plane are marked 
in (d, h). Void coloring for each image is arbitrary. Scale bar: 125 μm., the detection of additional voids 
ceased with the main void coalescence event. As an approximate measure of the void density, the void 
counts for the two specimen sizes were reasonably similar after normalizing by the ratio of the two 

wire diameters (� 1 𝑚𝑚𝑚𝑚
0.75 𝑚𝑚𝑚𝑚

�
3

= 2.37); this ratio reflected the different neck sizes as visible in above, as 
the neck height and diameter scaled with the wire size. Thus, the damage trends in the smaller 
specimens were similar, even though they occurred at slightly higher strain.  

Intriguingly, the median void spacing converged prior to the main coalescence event (Figure 54b and 
Figure 55b). For the large diameter specimens, void spacing rapidly decreased from an initially large 
spacing to a median value of 17 − 25 𝜇𝜇𝜇𝜇 at 𝜀𝜀 = 1.3. For the smaller specimens, the void spacing 
stabilized at 15 𝜇𝜇𝜇𝜇 by 𝜀𝜀 = 2.1. In other words, the size of void-containing material at the center of 
the neck continued to enlarge prior to coalescence.  

The Cu wires exhibited unusual void growth kinetics, as summarized in Figure 54c-d and Figure 55c-
d. Despite the visual observations of void growth in Figure 49, the median void size remained 
approximately constant at 3 to 4 𝜇𝜇𝜇𝜇 throughout the specimen deformation for both sizes of 
specimens (Figure 54c and Figure 55c). Taken in conjunction with the void quantity measurements in 
Figure 54a and Figure 55a, this implied that the growth of existing voids was offset by the detection 
of additional smaller voids. Further analysis of the two largest voids in the specimens (Figure 54d and 
Figure 55d) indeed showed that the voids grew throughout the experiment, although growth was 
heterogeneous. Prior to coalescence, the size of the 1st and 2nd largest voids in the large wires were 
similar, and increased from 𝑅𝑅𝑒𝑒𝑒𝑒 ≈ 5 𝜇𝜇𝜇𝜇 at 𝜀𝜀 = 1.1 to 𝑅𝑅𝑒𝑒𝑒𝑒 ≈ 10 𝜇𝜇𝜇𝜇 at 𝜀𝜀 = 1.3. However, growth 
of the voids diverged after coalescence: the size of the largest void increased to 𝑅𝑅𝑒𝑒𝑒𝑒 > 100 𝜇𝜇𝜇𝜇 while 
the second largest void grew only to 𝑅𝑅𝑒𝑒𝑒𝑒 ≈ 17 𝜇𝜇𝜇𝜇 by failure at 𝜀𝜀 = 2.5. Similar trends were observed 
in the small wires. 

Finally, quantitative void measurements from the ex situ experiments were compared to the results 
from the in situ measurements. Damage occurred at similar strain in the ex situ measurements, and 
showed similar trends in the void quantity and spacing. The ex situ void size measurements were 
characteristically smaller than the in situ measurements. This was attributed to the lower XCT 
resolution used in the ex situ measurements (1.48 𝜇𝜇𝜇𝜇 vs. 0.65 𝜇𝜇𝜇𝜇), which would prevent accurate 
measurement of the void volumes [297]. 

 

5.5. Discussion 

5.5.1. Evolution of damage in Cu wires 
The in situ XCT tensile experiments have provided a full history of the deformation and damage in 
high-purity Cu for the first time, thereby revealing the collaborative nature of damage in this material. 
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This study has clarified the sequence of deformation and damage events compared to previous studies 
that relied on ex situ microscopy. Both sizes of Cu wires showed necking, void nucleation, and shear 
band formation prior to the detection of micron-sized voids, then subsequent void growth, void 
coalescence, and finally prismatic cavity growth by the OAS mechanism. This finding clearly refuted 
earlier work in Ref. [63] that assumed that the OAS mechanism activated spontaneously upon the 
appearance of a single void at the center of the necked region. 

5.5.2. Collaborative interactions between damage mechanisms 
The primary finding is that the transition toward OAS is influenced by collaborative interactions with 
other damage mechanisms. That is, the OAS mechanism did not activate spontaneously but appeared 
to be enabled by previous damage events.  

The first prominent interaction was between the shear band and subsequent void growth and 
coalescence. The appearance, growth and coalescence of voids appeared to be strongly coupled to the 
shear band. This shear localization further magnified the strain at the center of the neck, and facilitated 
the rapid growth of more micron-sized voids. As shown in Figure 49, the cluster of voids immediately 
prior to void coalescence was not isotropic, but was ellipsoidal with the major axis aligned with the 
shear band, and all micron-sized voids were confined to this region. Still, many of the voids appeared 
at a distance up to 150 μm from the shear band, which was significantly larger than the observed shear 
band width of ~50 μm in previous works [63, 165]: this indicated that the shear band enhanced void 
growth but was not necessary for their formation. As a consequence of the localized deformation and 
the spatial distribution of voids, the main coalescence event occurred within the shear band.  

The primary coalescence event precipitated the activation of OAS in the damaged Cu wires. This had 
several favorable effects on the OAS mechanism. First, the coalescence event reduced the distance 
between the cavity and wire surface, which altered the stress state to approximately plane strain and 
may have facilitated the conjugate slip necessary for OAS growth. Second, the coalescence event 
consumed all micron-sized voids on the shear plane, which inhibited subsequent coalescence events. 

Finally, the OAS growth of the central cavity utilized the initial shear band to satisfy one of the 
alternating slip planes (Figure 49d,h). This resulted in faceted surfaces that were parallel to the shear 
band, and confirmed the interaction between the shear band and OAS mechanism. 

5.5.3. Local divergence in failure mechanisms 
In addition to the clear transitions between isolated void growth, void coalescence, and OAS as the 
dominant global damage mechanisms, the tomograms also identified instances of void coalescence 
and OAS that occurred at different stages of the damage process. Together, they provide evidence 
that the divergence from void coalescence to OAS was local in nature, and was sensitive to the local 
deformation, stress state and damage history.  

What enabled the transition towards OAS growth of the main cavity, rather than continued void 
nucleation and coalescence in front of the sharp notch? Based on evidence provided by these 
experiments as well as those in the literature, it is postulated that the relative activity of these 
mechanisms in high-purity Cu depends locally on the void size and spacing between voids. In this 
framework, evolution in the geometry and spacing of voids throughout the failure process can trigger 
the transition in damage modes. This approach also explains the divergent failure behavior of 99.9% 
Cu and 99.999% Cu (Figure 48). 
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OAS is favored for larger voids. For example, the prismatic void in Figure 53a was the 1st largest 
voids observed at 𝜀𝜀 = 1.34 prior to the development of faceted surfaces. After the main coalescence 
event, the resulting cavities in the center of each wire had diameters of ~250 μm; these cavities grew 
rapidly by OAS until they breached the wire surface. SEM fractography identified very few dimples 
on the fracture surface formed by the OAS process, indicating that the cavity grew without the 
formation or consumption of additional voids. This also agreed with other examples found in the 
literature. Similarly, in a metal matrix composite with ~50 μm ceramic particles embedded in 99.9% 
Al matrix, the cavities produced by delamination of the particles first “tunneled” through the matrix 
to connect adjacent particles to form a cylindrical cavity with a diameter of ~100 μm, but subsequently 
grew in a manner resembling OAS [77]. While these findings are based on qualitative judgement of 
the void geometry, and are biased by the challenge of identifying faceted shapes in smaller cavities, 
this analysis implies that OAS growth of large cavities occurs much faster than voids can grow and 
coalesce in adjacent material. 

In contrast, intervoid coalescence dominates the failure of materials with closely-spaced voids, which 
is captured by the dependence of well-known coalescence models on the intervoid spacing [37, 267]. 
Plausibly, the early coalescence predicted for small intervoid spacing would prevent the growth of 
voids into the size necessary for OAS to dominate. Experimentally, this manifested in failure by 
generalized void growth and coalescence in low-purity Cu materials [2, 39, 85, 298] such as 99.9% 
pure Cu (Figure 48), and also coalescence in the current experiment near the center of the neck where 
the density of voids was highest. The current experiments also revealed isolated examples of intervoid 
necking between proximate voids (Figure 53b), showing that the balance between these different 
mechanisms was local in nature. Similarly, in a study of AA 5754 with different levels of iron content, 
Spencer found that while both the low-iron and high-iron materials developed prismatic OAS cavities, 
failure in the high-iron material occurred by coalescence of voids in shear bands that intersected the 
OAS cavity [17]; this behavior was attributed to the decreased spacing between voids formed at 
micron-sized FeAl6 intermetallic particles in the metal. Thus, OAS is not the favored failure 
mechanism in materials with high void density. 

5.6. Conclusions 
In situ XCT tensile testing of high-purity Cu wires revealed a complex and collaborative sequence of 
damage mechanisms that culminated in ductile rupture. In situ XCT testing tracked the evolution of 
micron-sized voids throughout the deformation process, and showed that the dominant damage 
mechanism in the Cu wires transitioned from shear localization, to the growth of micron-sized voids, 
to void coalescence, and finally to prismatic growth of the coalesced cavity by Orowan Alternating 
Slip (OAS). These measurements provided strong evidence of collaboration between different damage 
mechanisms. Specifically, localized deformation along the shear band drove the nucleation and growth 
of voids, and contributed to coalescence along the shear band rather than transverse to the axial load. 
These interactions must be incorporated into damage models to accurately predict component failure. 

Despite these trends, the damage mechanisms in high-purity Cu appeared to be strongly influenced 
by the local size and arrangement of voids, such that the evolving stress and damage states could 
activate the transition to a different damage mechanism. This resulted in several isolated instances of 
OAS and coalescence that were contrary to the globally prevailing damage mode. Analysis of the 
scenarios in which OAS and intervoid coalescence were active suggested that OAS was favored for 
large, isolated voids, and that coalescence was favored for smaller, closely-spaced voids. This implied 
that small variations in local microstructure, loading conditions or damage history could substantially 
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alter the ductile rupture process, and could explain the different failure modes of high-purity Cu due 
to changes in composition, stress state and geometry. 
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6. ROLE OF DYNAMIC RECRYSTALLIZATION ON RUPTURE IN 
ALUMINUM 

The process of ductile fracture in metals often begins with void nucleation at second-phase particles 
and inclusions. Previous studies of rupture in high-purity face-centered-cubic (FCC) metals, primarily 
aluminum (Al), concluded that 2nd-phase particles are necessary for cavitation. A recent study of Ta, 
a body-centered-cubic (BCC) metal, demonstrated that voids nucleate readily at deformation-induced 
dislocation boundaries. These same features form in Al during plastic deformation. This study 
investigates why void nucleation was not previously observed at these dislocation boundaries in Al. 
We demonstrate that void nucleation is impeded in Al by room-temperature dynamic recrystallization 
(DRX), which erases these boundaries before voids can nucleate at them. If dislocation cells reform 
after DRX and before specimen separation by necking, voids nucleation is observed. These results 
indicate that defect/defect interactions can create void-nucleation sites in inclusion-free FCC materials 
that deform by slip.  

6.1. Introduction 
Before 1950, the question of how and where voids nucleate during ductile rupture was hotly debated. 
Several researchers proposed that voids nucleated at the head of blocked slip bands by a cleavage-like 
mechanism [3, 140], while others hypothesized that voids formed by dislocation reactions [73, 299, 
300]. The invention of the scanning electron microscope enabled the discovery by Tipper and others 
[2, 72] that voids nucleate at second-phase particles. Based on this discovery, Cottrell hypothesized 
that “if such particles were not present, the specimen would pull apart entirely by the inward growth 
of the external neck, giving nearly 100% reduction in area” [73]. Several critical experiments on high-
purity face-centered-cubic (FCC) metals, primarily aluminum (Al), strongly supported this conclusion 
[2, 22, 56, 57, 95, 96]. For example, using aluminum, Chin et al. [22] observed that the dimple density 
on the fracture surface decreased with increasing sample purity. In the extreme case, zone-refined 
(approximately 99.999% Al) aluminum failed by necking to a chisel point rather than by cavitation 
[22]. Similar trends were reported in high-purity lead (Pb) [57], though the resolution of the 
characterization techniques used in both  studies was likely insufficient to detect voids smaller than 10 
μm. These results led to the conclusion that generalized void nucleation does not occur in bulk, 
particle-free FCC metals that deform by slip [63, 98, 301] except, perhaps, when supersaturated 
hydrogen creates micropores during processing [302]. 

In contrast, Boyce et al. [101] observed that high-purity tantalum (Ta), a body-centered-cubic (BCC) 
metal, failed in a ductile manner by void nucleation, growth, and coalescence. No second-phase 
particles or inclusions were observed in this material. Subsequent analysis showed that voids in Ta 
nucleated at deformation-induced dislocation boundaries, i.e. dislocation cell walls and cell block 
boundaries [71]. Similar grain subdivision into groups of dislocation cells, separated from each other 
by lamellar cell block boundaries, occurs universally in wavy glide materials, including Al, during plastic 
deformation [16, 76, 102, 106, 107, 111, 303]. In general, dislocation cell walls are primarily formed of 
statistically stored dislocations [304] and are low angle (<1°) boundaries; cell block boundaries contain 
many geometrically necessary dislocations [304] and generally accommodate misorientations greater 
than 2° [16, 76]. The observations that voids nucleate at these boundaries in Ta raises an important 
question: why is void nucleation at dislocation boundaries suppressed in Al and, by extension, other 
FCC metals? It is possible that the relative ease of slip in FCC metals compared to BCC metals 
suppresses void nucleation at dislocation boundaries. However, the recent observation that the 
dimple-density on the fracture surface of high-purity Al specimens depended on grain size [165] 
suggests that other factors may also influence void nucleation in FCC metals. Furthermore, TEM 
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analysis of high-purity, thin-film, single-crystalline samples of beryllium (Be), iron (Fe), and gold (Ag) 
by Wilsdorf and coworkers [13, 90, 97, 160, 161, 162, 163] suggests that voids in each of these materials 
nucleate at dislocation boundaries during ductile fracture. 

The present study thus reexamines void nucleation in bulk, polycrystalline, particle-free FCC metals. 
Al was chosen as the model material because of the extensive use of this material in early studies of 
void nucleation in particle-free materials. The following questions are addressed in this study:   

1. Are there conditions under which voids nucleate in particle-free Al? If so, where do these 
voids nucleate? 

2. What are there mechanism(s) that suppress void nucleation in particle-free Al?  

The groundwork for a detailed study on void nucleation was laid by first examining the relationship 
between microstructure, purity, and void nucleation in three Al wire materials of different purities. 
These experiments informed a subsequent examination of damage progression in a high-purity Al 
sheet material. Dynamic recrystallization (DRX) was observed in three of these materials, consistent 
with previous studies of heavily-deformed, high-purity Al [305, 306, 307, 308, 309]. The effects of this 
on void nucleation were examined in this study, though a detailed study of DRX in these materials 
was not performed.   

6.2. Materials and Methods 
To observe the relationship between purity and void nucleation, an initial series of tests were 
performed on Al wire materials having nominal purities between 99.9% and 99.999% Al. Based on 
the groundwork laid by these experiments, a more detailed investigation was subsequently performed 
on an Al sheet material having a nominal purity of 99.99% Al. All materials were acquired from ESPI 
metals (Ashland, Oregon). The composition of each material was assessed independently using 
inductively coupled plasma mass spectroscopy [310]. The composition of the Al materials in parts per 
million (ppm) by volume are listed in Table 7. The purity of each material is abbreviated in this study 
as the number of nines of aluminum in the material, e.g. 99.9% aluminum is abbreviated as 3N-Al 
(“three nines aluminum”). The diameter of all three Al wires was 1.27 mm and the as-received 
thickness of the Al sheet was 2.07 mm. 

 
Table 7: A list of the materials tested in this study and the form factor of each specimen is 

provided. The manufacturer’s listed purity of each material is abbreviated as the number of nines 
of aluminum in the material, e.g. 3N-Al is 99.9% Al. The ppm by volume of trace impurities in each 
material are also listed. Based on these data, the measured purity of each material is provided as 

the % of Al. 

Material Geometry Mg V Cu Zn Ti Ga Fe Si %Al 

3N-Al  Wire 14 3 6 30 182 246 416 146 99.9 

4N-Al Wire 14 <1 23 16 5 2 42 21 99.99 

5N-Al Wire 7 3 2 <1 4 1 1 1 99.999 

4N-Al Sheet 5 3 10 10 3 1 40 23 99.99 
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Table 8: A summary of the yield strength (YS) and ultimate strength (UTS) of the four materials 
selected for this study are provided. 

Material Geometry YS 
(MPa) 

UTS 
(MPa) 

3N-Al  Wire 49 180 

4N-Al Wire 42 87 

5N-Al Wire 9.5 13 

4N-Al Sheet 48 56 

 
The as-received microstructures of these four materials were characterized using electron channeling 
contrast imaging (ECCI) with a Zeiss Supra 55VP field emission scanning electron microscope (SEM). 
Grain sizes were measured with the lineal intercept method [311]. Grains in all of the wire materials 
had dimensions of ≈10 μm along the drawing direction and ≈2 μm along the radial direction. Grains 
in the as-received 4N-Al sheet material were roughly equiaxed, with an average diameter of 110 μm. 
Second-phase particles ranging from 0.2 to 5 μm were observed in the 3N-Al wire material. Energy 
dispersive X-ray spectroscopy (EDS) analysis of these particles demonstrated that they were 
composed of Silicon (Si) and Oxygen (O), which suggests that they were SiO2 particles. These particles 
will thus be referred to as SiO2 particles in this study. No second-phase particles or inclusions were 
identified in the 4N-Al and 5N-Al wire materials or in the 4N-Al sheet material.  

Specimens of all materials were tested in uniaxial tension with a servohydraulic machine using a 
constant cross-head displacement rate of 0.127 mm/s, corresponding to pre-necking strain rates of 
~10-3 s-1 for wire specimens and ~10-2 s-1 for the sheet specimen. This small difference in strain rate 
between the wire and sheet specimens is considered negligible and has very little effect on stress-strain 
behavior [312]. All tests were conducted at room temperature. Due to the quasistatic strain rates 
combined with the high thermal conductivity of aluminum [313], any temperature rise in specimens 
during testing was considered negligible. Tensile specimens of the wire materials were cut from the 
wire spools and clamped in pneumatic grips with a wire length of approximately 100 mm between the 
grips. The primary axes of wire specimens are defined as the tensile direction (TD), which was parallel 
to the wire-drawing direction, and perpendicular to the radial direction (RAD). Specimens with 
hourglass-shaped gauge regions having the same geometry as those used by Noell et al. [71] were 
fabricated from the sheet material using waterjet cutting with a minimum gauge width of 2.79 mm and 
an overall gauge length of 8.47 mm. Specimens retained the as-rolled sheet thickness of 2.07 mm. The 
primary axes of sheet specimens are defined as the TD, the long transverse direction (LTD), and the 
short transverse direction (STD). The TD and LTD are illustrated in Figure 57. The STD was parallel 
to the sheet thickness. Tensile tests were either conducted until specimen rupture or were interrupted 
after the specimen reached its ultimate tensile strength (UTS) but before final fracture. In the latter 
case, the test was interrupted when the load carried by the specimen dropped from the UTS to a 
predetermined percentage of the UTS. Samples were labelled according to the percent of the UTS at 
which they were interrupted. For example, a specimen interrupted once the load had dropped from 
the UTS to 90% of the UTS was labelled 90% of UTS. This convention is illustrated in Figure 57. A 
total of twelve tensile tests were conducted using the sheet material: three specimens were elongated 
to failure, and the remainder were interrupted at 90%, 80%, 70%, 60%, 50%, 30%, 25%, 15%, and 
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10% of the UTS, respectively. Three specimens of each of the three wire materials were elongated to 
failure.  

Strain measurements were performed for the 4N-Al sheet material using stereoscopic (two-camera) 
digital image correlation (DIC) [314]. An area of approximately 37 × 14 mm was examined using a 
11.8 μm/pixel resolution. DIC was carried out using Vic3D (version 7.2.6), a commercially available 
program for DIC from Correlated Solutions, Inc. Strain measurements were done using a 33 pixel 
subset size and a 4 pixel step size. As discussed in the results, the specimen necked significantly before 
fracture. To measure the average strain across the neck rather than across the entire gauge region, 
strain was measured from DIC data using a 0.7 mm virtual extensometer placed across the neck. A 
zero-load baseline experiment was used to determine that the noise level of strain measurements was 
±0.006%. A plot of engineering stress versus engineering strain for a 4N-Al sheet specimen elongated 
to failure is provided in Figure 57. Strain measurements were not made for the wire materials. 

Fracture surfaces were evaluated in the SEM. Fractured specimens were subsequently mounted, 
ground to the midplane, and polished using 0.05 μm colloidal silica for extended periods to observe 
the midplane cross-section. Similarly, specimens that were interrupted before final fracture were 
ground to the midplane and subsequently polished. For sheet specimens, the TD-LTD plane, i.e. the 
plane normal to the STD, was examined. Wire specimens were sectioned along a plane parallel to the 
TD. In addition to SEM images, EBSD data were collected from polished samples using Oxford HKL 
AZtec™ [243] software. These data were subsequently processed using MTEX, [244] an extension 
for MATLAB. As discussed in many previous articles (see for example references [304, 315]), EBSD 
data can be used to qualitatively assess residual dislocation structure using measurements such as the 
quality or band contrast of EBSD patterns, kernel average misorientation (KAM), and grain 
orientation spread (GOS). Band contrast maps were made using a value of 180 as the upper limit for 
“high-quality” patterns and 25 as the lower limit for “low-quality” patterns. KAM was calculated from 
these EBSD data using the misorientation between each pixel and its nearest neighbors. GOS was 
calculated using the average orientation of each grain as the reference orientation for that grain. The 
lower bound of the geometrically necessary dislocation density [316] in deformed samples was 
estimated from EBSD data with the method presented by Pantleon [317] as implemented in MTEX 
[244].  

6.3. Results 

6.3.1. Failure in the Al wire materials 
The fracture behavior of high-purity Al was studied in three Al wires having nominal purities between 
3N-Al and 5N-Al. ECCI images of the as-received microstructures of these three materials are 
provided in Figure 53. As described in the previous section, SiO2 particles were identified in the 3N-
Al wire. No particles or inclusions were observed in the 4N or 5N-Al wires.  

To study the failure process in these materials, three specimens of each of the three wire materials 
were elongated to failure. Macrofractographs of representative fractured specimens of each material 
are provided in Figure 54. These results are analogous to those of Chin et al. [22]: the number of 
dimples on the fracture surface decreased with increasing purity until, for the highest purity wire 
material, specimens necked to a chisel point. However, high-magnification images of the fracture 
surface of the 5N-Al wire revealed a few, small (≈2 µm) dimples. Several of these are shown in the 
inset in Figure 54c. These dimples indicate that voids nucleated shortly before final rupture. The 
approximate density of dimples on the fracture surface of each of these materials is provided in Table 
3. 
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ECCI images of the midplane cross-section of fractured specimens of each of the wire materials are 
also provided in Figure 54. The cross-section in Figure 54a shows that, in the 3N-Al wire material, 
voids nucleated throughout the necked gauge region at SiO2 particles. The 3N-Al material thus 
provides a useful example of void nucleation by conventional particle-based mechanisms. In the 4N-
Al material, voids were localized to a narrow band within ≈5 μm of the failure plane. A few such voids 
are highlighted in the inset in Figure 54b. No voids were identified in a midplane cross section of the 
fractured 5N-Al wire.  
Table 9: The approximate density of dimples on the fracture surfaces of the 3N, 4N, and 5N-Al wire 
materials and the 4N-Al sheet material are provided. These measurements were made using 2000 

μm2 SEM images of the fracture surfaces of these four materials.   

Material Geometry Dimples (μm-2) 

3N-Al  Wire 10-1 

4N-Al Wire 10-3 

5N-Al Wire 10-3 

4N-Al Sheet 10-3 

 
Figure 56. Representative ECCI images of the as-received microstructures of the (a) 3N-Al 

wire, (b) 4N-Al wire, and (c) 5N-Al wire are shown. A few of the SiO2 particles in the 3N-Al wire 
are identified. No particles were observed in the 4N or 5N-Al wires.  
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Qualitatively, the grain structure apparent in the ECCI image of the midplane cross-section of a 
fractured 5N-Al specimen is significantly different from the as-received grain structure: grains in the 
fractured specimen are approximately an order of magnitude larger and appear to have a significantly 
lower dislocation content than those in the as-received material (see Figure 53c). These differences 
are typical of discontinuous dynamic recrystallization (DRX), a process that is known to occur in high-
purity Al during room-temperature deformation [305, 306, 307, 308, 309]. The details of DRX in this 
material are outside the scope of this study; more details on the factors that control DRX in Al can be 
found in references [305, 306, 307, 308, 309]. In the present study, we instead focus on how this 
process affects ductile fracture in Al. 

 
Figure 57. Images of representative fractured (a) 3N-Al, (b) 4N-Al, and (c) 5N-Al wire 

specimens are shown. The upper row shows macrofractographs of fractured specimens of 
each material. The middle row shows high magnification images of the fracture surfaces 
of each material. Arrows in (a) highlight SiO2 particles at the base of dimples, (b) dimples 

on the fracture surface, and (c) dimples on the fracture surface. The lower row shows 
ECCI images of the midplane cross-section of fractured specimens of each material. 

Insets highlight important microstructural features: (a) shows a void that nucleated at a 
SiO2 particle in the 3N-Al wire and (b) shows voids at the fracture surface of the 4N-Al wire. 
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EBSD data from the fractured 4N-Al wire shown in Figure 54b indicate that DRX also occurred 
during deformation of the 4N-Al wire. EBSD data were collected from the from the microstructure 
approximately 200 μm from the fracture surface and the microstructure near the fracture surface, as 
the labels in Figure 54b highlight.  Reduction in area measurements at these two locations indicate 
that they underwent true strains of approximately 1.7 and 3.3, respectively. These EBSD datasets are 
plotted as inverse pole figure (IPF) maps in Figure 55. Clear differences in texture and grain 
morphology were observed between these two regions of the microstructure. Grains far from the 
fracture surface were elongated along the tensile axis and had a strong 〈111〉 fiber parallel to the TD 
typical of heavily deformed FCC metals. In contrast, grains near the fracture surface were equiaxed 
and had a random texture. The most logical explanation for these differences is that DRX occurred 
in the local vicinity of the failure surface where the strain levels were largest. No evidence of DRX 
was observed in the 3N-Al wire material.  

 

6.3.2. Failure in the Al sheet material 
While the differences in DRX between these wire materials are outside the scope of this study, the 
results presented in the previous section provide a key insight into failure mechanisms in Al: void 
nucleation was limited in the Al wire materials that dynamically recrystallized. This observation 
motivated a detailed investigation of the failure process in high-purity Al. These tests were performed 
on a 4N-Al sheet material, which is more conducive to interrupted testing and in-situ strain 
measurements than the wire materials. EBSD data from the as-received microstructure of the 4N-Al 
sheet material are shown in Figure 56. These data are plotted as IPF maps colored with respect to the 
TD and STD, as a band contrast map, and as a KAM map. These data clearly indicate that this material 
contained significant residual dislocation substructures from cold working. The average GOS 
measured for grains in the as-received microstructure was 3.96°.  

 
Figure 58. EBSD data from the microstructure in the 4N-Al 
wire in the (a) unrecrystallized gauge region ≈200 μm from 

the fracture surface, and (b) recrystallized gauge region 
≈20 μm from the fracture surface are provided. These data 
are plotted as IPF maps colored with respect to the TD. The 

areas of the microstructure from which these data were 
collected are highlighted in Figure 54b. Black lines overlaid 

on the IPF maps highlight grain boundaries with 
misorientations of 5° or more across them.  
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 A plot of engineering stress versus engineering strain for this specimen is shown in Figure 57. An 
image of the fracture surface of a representative fractured specimen is provided in Figure 58a. An 
ECCI image of the midplane cross-section of this fracture surface is provided in Figure 58b. A high 
magnification SEM image of part of this fracture surface is shown in Figure 58c.  

   
Figure 59. EBSD data from the as-received 4N-Al sheet material are plotted as inverse pole 
figure (IPF) maps colored with respect to the (a) TD and (b) STD, a (c) band contrast (image 

quality) map, and a (d) kernel average misorientation (KAM) map. Black lines overlaid on the 
KAM map highlight grain boundaries with misorientations of 5° or more across them.  
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Figure 60. Engineering stress versus engineering 
strain data from a tensile test of the 4N-Al sheet 

material are presented. Gray dots on the plot 
denote where deformation of seven other 4N-Al 
tensile specimens was interrupted. To illustrate 
the size of the extensometer relative to the neck, 
an optical image overlaid with DIC data is shown 
above this plot. This image was taken at 60% of 

the UTS.  
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The fracture surface shown in Figure 58a indicates that this specimen failed by void nucleation, 
growth, and coalescence. One of these voids can be seen in the ECC image in Figure 58b. The density 
of dimples on the fracture surface of this material was approximately 10-3 μm-2. This is the same order 
of magnitude as that on the surfaces of the 4N-Al and 5N-Al wires (see Table 9).  

Figure 59 shows an ECCI image of the cross-sectioned midplane of the gauge region of a fractured 
4N-Al specimen. The relationship between this area of the microstructure and the fracture surface can 
be seen by comparing the highlighted regions in Figure 58a and Figure 59. The microstructure in the 
necked gauge region near the fracture was significantly different from that outside the neck. This can 
be seen in the ECC image provided in. Qualitatively, grains near the fracture surface appear relatively 
dislocation-free compared to those outside the necked gauge region.  

EBSD data were collected near the area highlighted in Figure 58b. These EBSD are presented in 
Figure 60 as IPF maps colored with respect to the TD and STD, a band contrast map, and a KAM 
map. Carbon residue artifacts from specimen preparation appear as black (low band contrast) spots 
in Figure 60c and in Figure 60d as localized areas of elevated KAM. The average grain size of the 
material near the fracture surface, measured using these EBSD data, was 102 μm. The average GOS 
of grains in the map shown in Figure 60 is 0.63°. Recall that the angular resolution of EBSD is 
approximately ±0.5° [318]. The GOS of grains in the necked gauge region is thus close to the angular 
resolution limit of EBSD and is significantly smaller than the GOS measured in the as-received 4N-
Al material, 3.98°. While GOS only provides qualitative information about differences in dislocation 

 
Figure 61. An image of the fracture surface of a 
4N-Al sheet specimen is shown in (a). An ECC 

image of a midplane cross section of this 
specimen is shown in (b). For reference, the 
highlighted area in (b) is also highlighted in 

Figure 6.  A high-magnification SEM image of 
the fracture surface is shown in (c). 
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density, previous studies have demonstrated that similar differences in GOS in Al and other materials 
are typical of microstructures before and after recrystallization  [319, 320, 321, 322, 323]. It is thus 
concluded that the 4N-Al sheet material recrystallized during deformation.   

 

 

 
Figure 62. An ECC image of the material below the fracture surface of the 4N-Al sheet material 

is shown. The box highlighted in this figure is shown in Figure 58b.  
 

 
Figure 63. EBSD data from the microstructure near the fracture surface of a 4N-Al sheet 

specimen are plotted as IPF maps colored with respect to the (a) TD and (b) STD, as a (c) 
band contrast (image quality) map, and (d) as a KAM map. Black lines overlaid on the KAM 

map highlight grain boundaries with misorientations of 5° or more across them. These EBSD 
data were collected from the area near the box highlighted in shown in Figure 58b.    
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To assess how DRX affected ductile fracture in the 4N-Al material, it is necessary to understand when 
it occurred relative to void nucleation. Most importantly: did DRX occur before, after, or 
simultaneously with void nucleation? To understand approximately when DRX began and ended in 
this material, nine specimens were interrupted after the onset of necking, when the forces had dropped 
from the UTS to 90%, 80%, 70%, 60%, 50%, 30%, 25%, 15%, and 10% of the UTS. Recall that this 
is in order of increasing strain; the approximate stress and strain at which each of these specimens was 
interrupted is indicated in Figure 57. Each specimen was cross-sectioned and imaged using ECCI to 
characterize the underlying microstructure. High-magnification images of the necked gauge regions of 
specimens interrupted at 90%, 80%, 70%, and 60% of the UTS are provided in Figure 61. A few 
recrystallized grains were identified in the specimen interrupted at 90% UTS. One of these is observed 
in Figure 61(a). By 60% of the UTS, almost all of the grains in the diffuse neck appeared to be 
recrystallized (see Figure 61(d)). Based on these results, the approximate beginning and end of DRX 
are indicated on the plot in Figure 57.  

 

ECCI images of specimens interrupted at 50%, 30%, and 10% of the UTS are provided in Figure 62. 
These images are at a higher magnification than those shown in Figure 61 to enable clearer 
visualization of residual dislocation structures in the grains. Comparing Figure 62(a) and (b), it appears 

 
Figure 64. ECCI images of the midplane cross-sections of specimens interrupted at (a) 90%, 
(b) 80%, (c) 70%, and (d) 60% UTS are shown. A few of the recrystallized and unrecrystallized 

grains are identified in each image. Qualitatively, these images suggest that DRX began 
shortly after necking began (90% UTS) and was nearly complete by 60% UTS. All images are 

at the same scale.  
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that dislocation boundaries reformed within recrystallized grains upon deformation beyond ≈60% 
UTS, as is generally observed in other materials. No voids were observed in the cross-sectioned 
midplanes of specimens interrupted at 50%, 30%, or 25% of the UTS. A central void spanning 
approximately one third of the LTD was observed in a specimen interrupted at 10% of the UTS and 
can be seen in Figure 62(c). This image suggests that voids nucleated, grew, and coalesced between 
approximately 25% and 10% of the UTS. Based on the stress versus strain data provided in Figure 57, 
this observation indicates that, once a ductile crack forms in this material at ≈10% of the UTS, 
specimen separation (fracture) occurs upon a further strain increment of ≈0.15. 

Incipient voids (<5 μm) were observed in the cross-sectioned midplane of a specimen interrupted at 
15% of the UTS. Thirty voids, ranging in size from ≈1 to 5 μm, were identified in the necked gauge 
region of this specimen. Several of these are highlighted in Figure 63a, which provides an ECCI image 
of the necked gauge region of this specimen. The approximate engineering stress and engineering 
strain when void nucleation began in this material is thus denoted on the plot in Figure 57 to be at 
15% of the UTS.  

 

One of the key questions this study seeks to address was the microstructural features associated with 
void nucleation. To this end, the microstructural features associated with voids in the specimen 
interrupted at 15% of the UTS were characterized using EBSD and high-magnification ECCI images. 
A high-magnification ECCI image of one of these voids is provided in Figure 63b. EBSD data from 
the microstructure around this void, collected with a step size of 50 nm, are plotted as a band contrast 
(BC) map in Figure 63c and an IPF map colored with respect to the STD in Figure 63d. These data 
demonstrate that the void did not intersect a grain boundary within the plane examined. Instead, it 
was associated with a dislocation boundary. The dislocation boundaries within the grains near this 
void can be seen both within the ECCI image and the BC map. A sketch of the dislocation boundaries 
near this void is provided in Figure 63e. The average misorientations across these boundaries and the 
closest grain boundary are labelled in this sketch. These data show that the void was associated with a 
low-angle dislocation boundary, likely a dislocation cell wall. Similar analysis of another void in this 
specimen demonstrated that it was also associated with a low-angle dislocation boundary. Using the 
method described by Pantleon [317], the EBSD data collected near these incipient voids were used to 
estimate the lower bound of the geometrically necessary dislocation (GND) density [304, 317] in the 
vicinity of these voids for the 50 nm stepsize used. GND densities in the microstructure around both 
voids were ≈1014 m-2 (the center of the dislocation cells) and ≈1015 m-2 (the dislocation cell walls).  

 
Figure 65. ECCI images of the midplane cross-sections of specimens interrupted at (a) 50%, 
(b) 30%, and (c) 10% UTS are shown. All images are at the same scale. A large void can be 

seen in the center of the specimen interrupted at 10% UTS.  
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Figure 66. An ECCI image of the center of the necked gauge region of a 4N-Al sheet specimen 

interrupted at 15% of the UTS is shown in (a). A high-magnification ECCI image of the microstructure 
around one of the voids in (a) is shown in (b). EBSD data from the microstructure around this void are 
presented as (c) a band-contrast (BC) map and (d) an IPF map colored with respect to the STD. Black 
lines overlaid on the map in (d) delineate grain boundaries. The sketch in (e) illustrates some of the 
dislocation boundaries and grain boundaries near this void and the misorientations across them.  
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6.4. Discussion 

6.4.1. Void nucleation in particle-free Al 
Figure 63 presents a key finding from this study: voids in a particle-free Al material nucleated at 
dislocation boundaries. This is consistent with prior observations in BCC metals, where it was 
observed that voids nucleated exclusively at dislocation boundaries [71]. It is thus reasonable to 
conclude that void nucleation in particle-free, wavy glide metals depends on establishing a dislocation 
substructure consisting of dislocation boundaries. Once established, these dislocation boundaries 
appear to be the primary void nucleation sites in both BCC and FCC materials that deform by slip. 
This key finding indicates that dislocation/dislocation interactions to form boundaries are crucial to 
void nucleation in particle free materials.  

Several prior studies examined DRX in Al and its dependence on microstructure, prior cold work, and 
other factors [305, 306, 307, 308, 309]. The microscopy presented in Figure 53, Figure 54, Figure 55, 
Figure 59 and Figure 60 indicates that DRX occurred during deformation of three of the four Al 
materials examined in this study. Differences in DRX between these three materials are outside the 
scope of the present study; instead, we examine how DRX influences ductile fracture in Al.  

If, as Figure 63 demonstrates, voids in particle-free Al nucleate at dislocation boundaries, it follows 
that void nucleation will be delayed until such boundaries form. As shown in Figure 61, DRX began 
in the 4N-Al sheet material shortly after necking began. This process continued until approximately 
60% of the UTS. As Figure 62 demonstrates, subsequent deformation was then necessary to reform 
dislocation boundaries in the necked gauge region. It thus appears that DRX delayed void nucleation 
in the 4N-Al material by annihilating dislocation boundaries, the primary microstructural feature 
associated with void nucleation. Furthermore, comparing the fracture behaviors of the three Al wire 
materials indicates that void nucleation was also limited in the two wire materials that dynamically 
recrystallized during deformation. DRX thus appears to limit void nucleation in high-purity Al 
materials by eliminating the dislocation boundaries at which voids nucleate. The differences observed 
between the fracture surfaces of the 4N-Al and 5N-Al wire may then be related to differences in DRX 
between these two materials.  

These insights show that FCC metals are not uniquely resistant to void nucleation. Rather, void 
nucleation appears to be controlled by the same microstructural features in BCC and FCC metals that 
deform by slip. It is likely that the limited void nucleation observed in Pb can also be attributed to the 
effects of room-temperature DRX, since this is known to occur in Pb [324]. Both the creation and 
persistence of dislocation boundaries are thus essential to void nucleation in particle-free metals. 

This conclusion implies that voids would nucleate readily in high-purity Al if DRX did not occur and 
dislocation boundaries were correspondingly allowed to form. DRX can be suppressed in this material 
by testing at temperatures below the recrystallization temperature, which Haessner et al. [325] 
estimated to be between -40° and 10° C. Although such cryogenic tests were not performed in this 
study, Chin et al. observed that the same high-purity Al samples that failed without voids at room 
temperature failed by void coalescence at -230° C [22]. This result further suggests that void nucleation 
would occur readily in Al if DRX did not occur.  

6.4.2. Void nucleation, dislocation density, and the hydrostatic stress  
Perhaps the most surprising aspect of this study was the observation that voids nucleated in the 4N-
Al sheet material after DRX rather than before. Two mechanisms for void nucleation in inclusion-
free materials, such as the 4N-Al sheet material, have been proposed:  
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1. voids nucleate to relieve the local elastic stress produced by excess dislocations (e.g. dislocation 
pile-ups and dislocation boundaries) [1, 3, 97, 141], and  

2. voids nucleate by vacancy condensation [71, 302]. 

According to both mechanisms, the likelihood for void nucleation increases with increasing 
dislocation density [71, 97]. However, in the 4N-Al sheet material, it is clear from comparing Figure 
56 and Figure 60 that the dislocation density in the as-received material was significantly greater in the 
necked gauge region of fractured specimens. Because DRX depends on attaining a critical dislocation 
density [326], it is reasonable to conclude that the dislocation density immediately before DRX at 
≈90% of the UTS was even larger than that in the as-received material and thus significantly greater 
than that at void nucleation. Why then did voids appear after DRX rather than before it? 

In addition to the dislocation density, another important difference between the conditions at 90% 
and 15% of the UTS, i.e. before DRX and after void nucleation began, is the hydrostatic stress state. 
This affects void nucleation in several ways (as discussed in the next paragraph). Because the specimen 
necked significantly after DRX occurred, the hydrostatic stresses became significantly elevated. The 
hydrostatic stress in the center of the neck can be estimated using the Bridgman [60] equation,  

𝜎𝜎𝑚𝑚

𝑌𝑌
=

1
3

+ ln �
𝑎𝑎 + 2𝑅𝑅

2𝑅𝑅 � 1 

where 𝜎𝜎𝑚𝑚
𝑌𝑌

 is the stress triaxiality, 𝑎𝑎 is the cross-sectional radius at the neck, and 𝑅𝑅 is the neck radius. R 
was estimated from DIC images by fitting a cylinder to the necked region using polynomial surface 
fitting in MATLAB. These data suggest that the stress triaxiality when DRX began, when DRX ended, 
and when void nucleation began were approximately 0.37, 0.42, and 0.77, respectively. This latter value 
(0.77) is a conservative estimate for the stress triaxiality at void nucleation; the neck was asymmetrical, 
with a significantly larger radius 𝑅𝑅 on one side than the other. Neck asymmetry is common in sheet 
tensile samples and is often due to surface imperfections [327, 328]. The value of 0.77 was calculated 
using this maximum value of 𝑅𝑅. Using the minimum value of 𝑅𝑅 provides a stress triaxiality of 1.25 at 
void nucleation. 

It is hypothesized that hydrostatic stresses are critical to the early stages of void nucleation in particle-
free metals for two reasons. First, hydrostatic stresses provide a driving force that promotes vacancy 
aggregation into voids [329]. Second, studies of vacancy condensation in quenched aluminum have 
demonstrated that vacancy clusters collapse into dislocation loops or stacking fault tetrahedra unless 
they are stabilized [191, 192, 194, 330]. During plastic deformation, the work applied by the hydrostatic 
stress is the likeliest stabilization mechanism for vacancy clusters [229].  Void nucleation may thus 
have been delayed until the hydrostatic stress produced by the neck was sufficiently large to stabilize 
critical void nuclei.   

Hydrostatic stresses may also be important to the failure of Al specimens because they control the 
void growth rate, thereby affecting the ability for voids to grow large enough to coalesce. For example, 
according to the well-known Rice-Tracey relation [31], the void growth rate varies exponentially with 
the hydrostatic stress as 

𝑟̇𝑟
𝑟𝑟

= 𝛼𝛼exp �
3𝜎𝜎𝑚𝑚

2𝑌𝑌 � 𝜀𝜀̇𝑒𝑒𝑒𝑒. 2 
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where 𝑟𝑟 is the void radius, 𝜀𝜀̇𝑒𝑒𝑒𝑒 is the von Mises equivalent strain rate, and α is a numerical constant. 
Using the estimated stress triaxialities, the relative void growth rates were 1𝑋𝑋, 1.1𝑋𝑋, and 1.8𝑋𝑋 for the 
points where DRX began, DRX ended, and void nucleation began. If the maximum stress triaxiality 
calculated at void nucleation is used, the relative void growth rate when void nucleation began was 
3.7𝑋𝑋. Hence, the driving force for void growth was 2 to 4 times as high at 15% UTS, when mesoscale 
voids were first observed, than before DRX occurred. It is hypothesized that this was another factor 
that made it possible for voids to affect the rupture process at lower dislocation densities than those 
present immediately before DRX. 

6.5. Conclusion 
The present study examines the mechanisms of void nucleation in particle-free Al. In conclusion, the 
present study demonstrated that: 

1. 2nd-phase particles are not necessary for void nucleation in high-purity FCC metals that 
deform by slip. Voids nucleated in the absence of second-phase particles at deformation-
induced dislocation boundaries. This result, combined with other recent observations of 
ductile rupture in high-purity Ta, suggest that the same microstructural features, i.e., dislocation 
boundaries, control void nucleation in all particle-free metals that deform by slip. 

2. Dynamic recrystallization impedes void nucleation in high-purity Al by erasing the 
dislocation boundaries necessary for void nucleation. For voids to nucleate in Al, these 
boundaries must reform after DRX.  

These observations indicate that dislocation/dislocation interactions to create dislocation cell walls 
and cell block boundaries are critical to void nucleation in particle-free materials. It is also 
hypothesized that the elevated hydrostatic stress in the necked gauge region enhances the rate of void 
nucleation in particle-free materials by stabilizing vacancy clusters.  
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