Title + Abstract

Useful Quantum Simulation: How classical and quantum computers can team up to tackle matters of substance

Quantum simulation is one of the most promising applications of quantum information technologies, aiming to

elucidate the properties of interacting many-body systems spanning length scales from high energy, to nuclear, to

chemical physics. Recent simulations of small systems on NISQ hardware and resource estimates for simulating

classically intractable systems on general purpose hardware draw a line from where we are today to a world in which

quantum hardware is seemingly the obvious choice for physical simulation of quantum systems. However, ongoing

improvements to classical heuristics for simulating quantum systems mean that these goalposts will continue to move

and might not have a sharply defined position in the first p

towards realizing useful quantum simu

ation capa

heuristics and quantum algorithms. | will discuss t

vilities shou

ace. In this talk, | will argue that continued progress
d rely heavily on the exchange between these classical

nis in the context of my own work using classical high performance

computing resources to simulate systems germane to fusion, catalysis, 2D materials, and even qubits.
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Models and physics
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Standard model Lagrangian

Integrating out quarks and radioactive decay,
and focusing only on the interaction of nuclei and electrons
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Quantum chemica/ Hamiltonian

1=1

Integrating out tightly bound core electrons,
and focusing only on the mutual interaction of strongly correlated electrons

t Z oCjo+he )+ U Z el Leinel Gy

Sing/e orbital Fermi-Hubbard model

Just because we can efficiently specity a model,
does not mean that we can efficiently solve it



This isn't a surprise

Quantum Mechanics of Many-Electron Systems.
By P. A. M. Dirac, St. John’s College, Cambridge.

(Communicated by R. H. Fowler, F.R.S.—Received March 12, 1929.)

§ 1. Introduction.

The general theory of quantum mechanics is now almost complete, the
imperfections that still remain being in connection with the exact fitting in
of the theory with relativity ideas. These give rise to difficulties only when
high-speed particles are involved, and are therefore of no importance in the con-
sideration of atomic and molecular structure and ordinary chemical reactions,
in which 1t 1s, indeed, usually sufficiently accurate if one neglects relativity
variation of mass with velocity and assumes only Coulomb forces between the
varlous “electrons and atomic nuclei. The underlymg physma,l laws necessary
i  for the mathematical theory of a large part of physics and the whole of chemistry {

‘are thus completely known, and the difficulty is only that the exact a,pphca,tlonl
cof these laws leads to equations much too complicated to be soluble. It there-‘

fore becomes desirable that approx1mate practlcal methods of applymg quantum
mechanics should be developed, which can lead to an explanation of the main
features of complex atomic systems without too much computation.
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Quantum simulation

1982

"...because nature isn't classical, dammit, and if you want to make a
simulation of nature, you'd better make it quantum mechanical, and
by golly it's a wonderful problem because it doesn't look so easy.”

2005

1996

Universal Quantum Simulators
Seth Lloyd

Feynman's 1982 conjecture, that quantum computers can be programmed to simulate
any local gquantum system, is shown to be cormrect.

1997 & 1999

Quantum Algorithm Providing Exponential Speed Increase for
Finding Eigenvalues and Eigenvectors

Daniel S. Abrams and Seth Lloyd
Phys. Rev. Lett. 83, 5162 — Published 13 December 1999

Simulation of Many-Body Fermi Systems on a Universal Quantum
Computer

Daniel S. Abrams and Seth Lloyd
Phys. Rev. Lett. 79, 2586 — Published 29 September 1997
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Simulations on NISQ hardware

PHYSICAL REVIEW X 6, 031007 (2016)

Hardware-efficient variational quantum eigensolver
for small molecules and quantum magnets

Abhinav Kandala', Antonio Mezzacapo', Kristan Temme', Maika Takita', Markus Brink!, Jerry M. Chow! & Jay M. Gambetta'

Scalable Quantum Simulation of Molecular Energies
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Simulations on general purpose hardware

Elucidating reaction mechanisms on
quantum computers

The electronic complexity of the ground-state of the FeMo cofactor of

nitrogenase as relevant to quantum simulations
Zhendong Li,' Junhao Li,” Nikesh S. Dattani,” C. J. Umrigar,” and Garnet Kin-Lic Chan'
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Keep reading

Quantum Mechanics of Many-Electron Systems.
By P. A. M. Dirac, St. John’s College, Cambridge.

(Communicated by R. H. Fowler, F.R.S.—Received March 12, 1929.)

$ 1. Introduction.

The general theory of quantum mechanics is now almost complete, the
imperfections that still remain being in connection with the exact fitting in
of the theory with relativity ideas. These give rise to difficulties only when
high-speed particles are involved, and are therefore of no importance in the con-
sideration of atomic and molecular structure and ordinary chemical reactions,
in which 1t 1s, indeed, usually sufficiently accurate if one neglects relativity
variation of mass with velocity and assumes only Coulomb forces between the
various electrons and atomic nuclei. The underlying physical laws necessary
for the mathematical theory of a large part of physics and the whole of chemistry

are thus completely known, and the di: "Iicult 1s only that the exact ap hcatlon
of ‘these laws leads to equations much too comphcated to be soluble. It there-f

fore becomes desirable that approximate practical methods of applymg quantum {
mechamcs should be develoPed Whlch can lead to an explanatlon of the main }

=
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Classmal heuristics

Classical heuristics portend how we will use quantum simulation,
"~ this talk will describe some of those heuristics and how they

interact with near-term quantum simulation research

. Virtuous cycle: classical heuristics can improve quantum hardware
: and quantum hardware can improve classical heuristics

Expensive classical heuristics are typically less accurate,
and we typically don’t know how accurate they are**

..but the actual “competition” is 90 years of classical heuristics

wesne,. VWhen you see a talk on quantum simulation,
=+ this is frequently the classical “competition”

* This article preceded the widespread use of tensor network methods in
first principles modeling

**1f we did it would have deep ramifications for computational complexity



Problem statement

vQ
H = 9 | eazt rz Z |rz

R,|
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17

e "First principles” modeling, we know:
e Positions of N, semiclassical nuclel, R,

e (Charges of those nuclei, Z,

A
:\vl B

Gt
X . e Total number of electrons, Ne
"»7 e We want to know:
. » Ground state  H|Wy) = Ey|¥)
g » Excited states HI|U,) = E,|¥,,)
C o Observables  (¥g|O|W¥y)

Reiher, et al., PNAS (2017) » Response functions G(F) = lim (H — E + in) "
n—0
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Density functional theory (DFT)

The most popular approach to materials simulation (and /arge chemical simulations)

o
o

Pros:
e Non-perturbative, requires exchange-correlation functional

I-Otrllerl
Dark
| B3LYP

Bl PBE

l ' I

e Cubic-scaling with system size, typically decides

N
-

cost vs. accuracy dilemma
e Quadratic- and linear-scaling variants exist,

kilopapers

-y
o

but the cost prefactors are still quite large

Cons:
e Non-perturbative, requires exchange-correlation functional

e Finding that functional is QMA-Complete Pribram-Jones, Gross, Burke
(Schuch and Verstraete, Nat. Phys. (2009)) Ann. Rev. Phys. Chem. (2015)
e There is no real wave function,
the only meaningful observables are density functionals

32,
S
=)
X
y
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DFT in a bit more detail
H = Z( Vi - Veat(15) erz )—I_Ze:rilrj

1—=1

Find a density that minimizes a density functional for the total energy

E\p| =T |p] / dr (Vext(r) By

Z T Z;ﬁ) p(r) + Eg |p| + Ezc [p)




DFT and qubits: valley-orbit coupling (VOC)

k-point

using

are computed

DFET

Conduction electrons in silicon have a wave function with support
that may be spread across O valleys’

ZF Jo;(r)

Effective mass apprOX|mat|on - wave function factors
slowly varying envelope function x rapidly varying Bloch function

EF,(r) = (’i‘l + U(r)) Fr)+ Y VYOWmE@)
je+{zy,2}

We can coarse grain and integrate out the Bloch functions,

except for a VOC term

Bloch functions

Largest when the potential varies on short length scales,

e.g., near shallow impurities and material interfaces
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DFT and qubits: consequences of VOC

Multivalley effective mass theory simulation of donors in

E, -
T=100 mK B, (=10 " Tesla) silicon
B (=.2 Tesla) John King Gamble, N. Tobias Jacobson, Erik Nielsen, Andrew D. Baczewski, Jonathan E. Moussa,
Ines Montano, and Richard P. Muller
J-Gates Phys. Rev. B 91, 235318 — Published 29 June 2015
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Kane, Nature (1998)

@ g3 r Vo=00V 15 Coherent coupling between a quantum
— Theory /

© Experiment dot and a donor in silicon
/ =
Vo - ‘20 V J

1 1 1 1 1

1.4 1.6 1.8 20 22 24 26

© 1o T Ty o0 45
£ ool V

N11
{10 2
<
2

S Eyck, Joel R. Wendt, Tammy Pluym, John King Gamble, Michael P. Lilly, Michel Pioro-Ladriére &

Malcolm S. Carroll

Patrick Harvey-Collard B3 N. Tobias Jacobson, Martin Rudolph, Jason Dominguez, Gregory A. Ten

@ Experiment
<430

] |

|
capacitance |
' |
or |

(W/AN) %4

W 0.4 Vo=-2.0V . o Tl e NNANNNANNNY Tl
I 1 ] ] ] | ] | exchange |
14 15 16 17 18 19 20 21 ' . , |
Vp (V) |aye,ry : g m : : g :
| | | |

Gamble, et al., App. Phys. Lett. (2016) : , 4 ,
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Quantum Monte Carlo (QMC)

QMC is becoming a more popular approach to materials simulation,

in part because it readily parallelizes onto very large HPC systems

QMCPACK: an open source ab initio quantum Monte Carlo

package for the electronic structure of atoms, molecules and _ 16 | ¥ritan Kk20x - 16 | Mira Biue Gene/ Py o
solids g B

i g 2 3 4.5 6 & 8¢ & 87
Jeongnim Kim , Andrew D Baczewski“, Todd D Beaudet”, Anouar Benali™~, M Chandler Bennett®, ) 7
Mark A Berrill’, Nick S Blunt®, Edgar Josué Landinez Borda®, Michele Casulal®, David M Ceperleyld, 2 -
Simone Chiesa™!, Bryan K Clark, Raymond C Clay llI%, Kris T Delaney'?, Mark Dewing®, Kenneth P Esler!?, g 4| § 4
Hongxia Hao'?, Olle Heinonen®>1®, Paul R C Kent1"18 (2}, Jaron T Krogel'®, Iikka Kylanpaal®, Ying wai Li%°, > >
M Graham Lopez’, Ye Luo®> (2}, Fionn D Malone? (12}, Richard M Martin'!, Amrita Mathuriya®, Jeremy McMinis®,  © o | S o}
Cody A Melton®, Lubos Mitas®, Miguel A Morales®, Eric Neuscamman2-22 (), William D Parker?® » 7
Sergio D Pineda Flores?1, Nichols A Romero®?®, Brenda M Rubenstein1?, Jacqueline A R Shea?l, Hyeondeok Shin?,
Luke Shulenburger?, Andreas F Tillack2°, Joshua P Townsend? {2}, Norm M Tubman??, Brett Van Der Goetz?%, ::024 2048 4096 8192 16384 12048 4096 8192 16384 32768
Jordan E Vincent!!, D ChangMo Yang?? (2, Yubo Yang'?, Shuai Zhang® and Luning Zhao?! —Hide full author list

Node counts Node counts

Pros: Cons:
e State-of-the-art QMC studies can eat 10s of millions of

e Does not break the variational principle |
CPU hours for just a few data points

e Dilemma: “efficient & biased” or “inefficient & unbiased”
o Different manifestations of fermionic sign problem,

ultimately NP-Complete ( Troyer & Wiese, PRL (2005))
e Treatment of core states is still challenging

e Works directly with a representation of the full many-body
wave function or Green's function

15



QMC in a bit more detail
N, 2 N, Ne
H = Z ( VQZ | Veajt(ri) — 2:1 ‘ri ZaRa> -+ Z II'Z‘ i I']‘

1=1

Uses Vlonte Carlo integration to evaluate energies for a particular wave function ansatz

o (W |H W)
\IJT T
(W |Wr)
ansatz is a popular choice for going beyond DFT* W = DTD¢€J

Projector (or diffusion) Monte Carlo = imaginary time phase estimation

lim G(8)|[Ur) =e P5007)  G(B) =e PH

B— 00
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(Nearly) 2D Materials

a b ! -

Phosphorene: An Unexplored 2D
Semiconductor with a High Hole
Mobility

Han Liu,™* Adam T. Neal,™* Zhen Zhu,’ Zhe Luo,** Xianfan Xu,** David Tomanek,% and Peide D. Ye'**

‘Ww 'co”co”us'de -

C
.a. )

. O . Top View

li .-

p

PMOS
Vin Vour
r‘,q‘l )f‘)

Vin (V)
Few-layer phosphorene is nominally held together by the
van der Waals' (vdW) interaction

vdW physics is manifestly non-local and challenging to capture using DFT
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The Nature of the Interlayer Interaction in Bulk and Few-Layer

Phosphorus
L. Shulenburger,” A.D. Baczewski,” Z. Zhu," J. Guan," and D. Tomének (a) (b) <Ap(z)> (elA3)
: : , Bulk black P
(a) Bulk black P (AB stacking) (b) Bilayer black P (AB stacking) -1.0x102 00 1.0x10?2
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Least sophisticated DFT functional does the best,
All of them fail to capture interlayer bonding qualitatively

Error cancellation = right answer for the wrong reason!
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Error cancellation in quantum simulation

The wrong Hamiltonian might still give us the right answer

Measure Calculate

Expectation Values

A
\/
o JULILLAL
YA

Prepare
Hardware Initial State

A R
400um g 400

Software
q1) Yo /o
QO> X

O 'Malley, et al., PRX (2016)

Classical Optimizer Suggests New Parameters €

DFT: total energy = weighted sum of local(ish) observables
VQE: total energy = weighted sum of low-weight measurements

Classical heuristics may give insight into the robustness of simulation on NISQ hardware
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Time-dependent DFT (TDDFT)

TDDFT upgrades DFT from a ground state theory to an excited state theory

Pros: Strong Scaling on Sequoia
e Non-perturbative, requires exchange-correlation functional i000 mm————™™™M———™——m——————————————————————
_ P _ o X _ g_ _ e 64 atoms, 368 orbitals -
e Linear-scaling with system size, typically decides | Tl 64 atoms, 768 orbitals
. 1000 L e 144 atoms, 1760 orbitals =
cost vs. accuracy dilemma - ~~.._256 atoms, 3040 orbitals ~ ®
e Very scalable like QMC, but less accurate = | — e . _
e Unlike DFT, TDDFT is in BQP! g 00F o e ‘:
< Z g - e .
(Whitfield, et al., New J. Phys. (2014)) o | e o om T ®
e R ~..
(D) 1 O N \—T—‘\\ --------- >K [ ] 3
£ _ SN X _
— _ o \\\::-\- ....................
C O n S : 1 -— N B
e Non-perturbative, requires exchange-correlation functional -------------------
e The exact exchange-correlation functional time non-local 0.1 = b
256 1024 4096 16384 65536

e Tends to have steps and other difficult to describe features
Number of Cores
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TDDFT in a bit more detalil

Start from a ground state DFT calculation and

integrate time-dependent Kohn-Sham equations

Hys |p) |n) = €nl|thn)
i—|n) = His |p(r,t),t] |{n)

Dipole Response of a Sodium Dimer

3 I ™1 I
; | . TDDFT (ALDA) ——
| | Kubo-Greenwood ==-==--=
25 - i i ' .
= i § 8)
T o | <
iz | /1y —
o) : H (-
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2 15¢ 5 I &
c @
2 =
o
s o
< fe!
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0
0 1

Energy (eV)
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X-ray Thomson Scattering (XRTS) Basics

X-ray Thomson scattering in high energy density plasmas

Siegfried H. Glenzer and Ronald Redmer
Rev. Mod. Phys. 81, 1625 — Published 1 December 2009

Measure inelastically scattered x-rays

Penetrate with hard x-rays

Ws, (s WD — (0 —
T (% S

4 — {q; — (s

Wiy i

q = 2q; sin(0/2)
Sample of WDM

(opaque to optical probes)

d? s . : .
dQ;fw = JT%S(q,w) Cross section proportional to dynamic structure factor (DSF)

Probes density, ionization state, structure, temperature, and...
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TDDFT for XRTS

X-ray Thomson Scattering in Warm Dense Matter without the
Chihara Decomposition

A.D. Baczewski, L. Shulenburger, M. P. Desjarlais, S. B. Hansen, and R. J. Magyar
Phys. Rev. Lett. 116, 115004 — Published 18 March 2016




TDDFT constrains experiments
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Quantum potential inversion
| mentioned that TDDFT isin BOQP...

i2 1w = A () |l11m>]
nput state |lIl(f, — O))
soental V(1)
K(®()VR5 (1) = S(D(t), B(1))

ot Schrédinger equation
b 0 Force-balance equation

im0 (t) = (T + V() (1)

%/, Kohn-Sham equaﬁon/

|\Il(t)> output state
n(t) = (N)w)

' measured density

in

—

Kohn-Sham potential — _ ¥
VES(t 4 At) 07 (M) wuy

Whitfield et al., New J. Phys. (2014)

Quantum hardware might help us make TDDFT better
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Coupled cluster theory

Ne Nn N€
V2 Z, 1
= | Vext(rz’) T E + E
— 2 — |r; — R — |r; — 1}
1=1 a=1 1% ]
Post-Hartree-Fock™ theory: wave function ansatz is generated by W) — 6T\ Dy p)
exponential acting on a Hartree-Fock (or other) reference state HE
Nominally systematically improvable T =17 + 15 +.
1
_ UL, U2 yeeny Un AT AT AT A A A
15 = () N OQZ . UQZ tor on o Gy Qg v Gy Uy oy -+ - o,

The generator for the ansatz is a non-unitary operator, we could use an unitary ansatz but
this is extremely inefficient on classical hardware
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(Photo)catalysis

One of the vaunted applications of quantum simulation technologies (see FeMoCo).
Large calculations that require the resolution of tiny energy differences.

Modeling photocatalysis adds the challenge of representing excited states

Graphitic Carbon Nitride (g-C;N,)-Based Photocatalysts for Artificial
Photosynthesis and Environmental Remediation: Are We a Step

Closer To Achieving Sustainability?
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Photocatalysis and g-CNs

To understand hydrogen evolution, we must need higher levels of theory - right?

Cationic radicals of melem subunits

responsible for catalytic action
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DFT does a
surprisingly good job!
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We can be confident in going to
bigger systems with DFT




Unitary CC for VQE

Non-unitary ansatz for classical HW Unitary ansatz for NISQ HW
_ ot
V) =e' |[Dpp) ) =e' 1 |PyR)

There are a number of interesting open questions we are just starting to work on

1. Does the unitary ansatz buy you any additional accuracy? If not, why use quantum?

2. How does noise affect the truncation hierarchy?

3. Assumes that | can efficiently prepare a reference state and apply the UCC circuit.
Classical reference state preparation is still NP-Complete, are we fooling ourselves?
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Quantum impurities in semiconductor devices

All-electrical universal control of a double quantum C h arge Sensor: p h yS 1Ca | man ifesta tion
dot qubit in silicon MOS _ _
Patrick Harvey-Collard,"* Ryan M. Jock,” N. Tobias Jacobson,” Andrew D. Baczewski,~ Andrew M. Mounce,’ Of a q u a n t u m I m p u r I ty m O d e |

Matthew J. Curry,”® Danicl R. Ward,” John M. Anderson,” Ronald P. Manginell,? Jocl R. Wendt,” Martin Rudolph,’
Tammy Pluym,” Michacl P. Lilly,” Michel Pioro-Ladriére  and Malcolm S. Carrall*

Control Electrodes

Electron Electron
Bath EQI Bath

In the strong coupling regime, the charge sensor is more ditficult to simulate than the qubit!
Horv = Z collio + Ueleréle) + z ( b (k) + V, (k) (é];?ia(k) + h.c.))
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Hybrid analog dynamical mean-field theory
(DMFT)

Material Description

Quantum ACCESS

DMFT iterates between an o g
.
N 17 - e m
easy mean-field problem and a —;

“hard” quantum impurity problem

Can we use measurements of a
strongly coupled quantum impurity

to “solve” the quantum impurity
problem?

Classical Computer . Quantum Coprocessor |

———————————————————

You'll hear a bit more about this during Mitchell Brickson's update talk (December 5)
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An anecdote in closing
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The computer doesn't do physics. You do.
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Conclusion

e Quantum simulation has a promising future, but there are many lessons to be learned from 70
years of computational chemistry / materials science

e We've discussed:

e How DFT helps us design semiconductor-based qubits
e Comparisons of QMC and DFT that indicate robustness of certain properties
e Instances of TDDFT being used to constrain experiments and how NISQ HW might help

e How higher levels of theory (e.g., CCSD) help us justify using less expensive ones
e A hybrid approach to DMFT that amplifies the power of analog simulation

Thank you for your time!

The views expressed in this presentation do not necessarily represent the views of the U.S. Department of Energy or the United States Government.
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