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2 THEORY

1 INTRODUCTION

This is a technical note describing the Simulink block modeling the dynamics of the atom
interferometer. The theory part is largely based on the PhD thesis by Rakholia [1].

2 THEORY

2.1 EVOLUTION UNDER LIGHT

— 1)
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Figure 2.1: Schematic of the Raman transition (left) used for the Doppler sensitive tran-
sition. Picture taken from Rakholia [1]. Also the atom under the influence of
two laser fields is shown (right).

Let us consider an atom with three energy eigenstates under the influence of two laser
fields as shown in Figure 2.1. The first laser field is resonant with |g) — |¢) with an offset
A, and the second is resonant with |i) — |e) with an additional offset 4. Let us assume
that the atom has an initial momentum p,, and in the ground state. Then initial state is
then |g) ® |py). If the atom absorbs the photon with a momentum %k, the atom gains
the same amount of momentum and the state is |i) ® |p, + hk1). Without emitting any
photon through spontaneous emission (since A is very large), the atom may undergo the
stimulated emission by the photon having a momentum hk,. The final state after the two
photon absorption process is |€) ® |py + hkeg) Where keg = ki — ko (|ket| = |k1| + | K2
since k; is opposite to ks).

Let us first study the quantum state evolution for an atom at a fixed position .
The Hilbert space is three dimensional with the orthonormal basis of {|g),|e),|i)}. The
unperturbed Hamiltonian is given as

Hy = hweg |e)(e] + huwig 1) (i, (2.1)

where hw,, is the energy between |e) and |g) and hw, is that between |i) and |g). The
interaction Hamiltonian is given as

H;=-d-E, (2.2)
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where d is the dipole moment of the atom, and the electric field is given by

1 . 1 .
E = iEleZ(kl'm’“’lt) + iEge’(kz'w""?“ +c.c., (2.3)

where |k;| = 2m/\; with i = 1,2 and \; are the wavelengths of the incoming light fields.
Let us define the Rabi oscillation frequencies as

i :
O =—(gld- E1li),

2h
1 .
Q, = —%<€’d'E2 |7) . (2.4)
Then, the interaction Hamiltonian is
H; = AQeikr@s=wid) 13y (g) 4 pQieikz@e=wal) 3y (o] 4 h c., (2.5)

where h.c. stands for Hermite conjugate. Here, we assume the dipole approximation
where the atomic wave function is much smaller than the light wavelength, and the light
has a fixed phase over the atomic spatial wave function. Note also that the phase of
the interaction matters, particularly the dependence on the positions: x, . represents the
position of the particle in |g, e) states, respectively.

The Schrodinger equation is

ihdy |¢(t)) = (Ho + Hy) [1(1)) | (2.6)
where we ignore the loss channels, and the state is in general given by
(1)) = cg(t) lg) + ci(t) ) + ce(t) |e) (2.7)
with the normalization |c,(¢)|? 4 |ci(t)|* + |ce(t)|* = 1. Then, it easily follows that

ihc, = R ef(Thr@atutle,

ihc, = hQgei(Tke@etwat) o | Fssgts,

1he; = hQTei(kl'T‘g—wlt)cg + ﬁQzei(k?'we_“"’t)c6 + hw;gc;. (2.8)
Replacing
Cq = Cq,
Co = Eeefiwegt’
¢ = Ge Wit (2.9)
we obtain
i, = Qe k@ tatg,

/L'C:“e — QQe—i(kz-me—F(A-‘rls)t)Ei
7

i = Q20807 4 Qelbracasg, 210
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where we define the detuning parameters as

A= Wig — Wi,
d = w1 — Wy — Weg. (2.11)

Assuming A > 1,5, 9, we can apply the adiabatic elimination procedure where, to
solve ¢; dynamics, we assume ¢g4, ¢. to be constant since the dynamics of ¢; is very fast.
Integrating ¢; from the third equation in equation (2.10), we obtain

- _%ei(lal-wﬁm)é _ %ei(kz-wﬁm%)ﬂge, (2.12)

A g

where in the second term, we approximated 25/(A 4 6) ~ Q5/A. Using this, we finally
obtain the quasi-two-level dynamical equation:

& = Z-|QA1’259 iQf; & ci(kame—ter @ +5t)

Co = i%e“klmg_k?mf&)@ +¢‘QZ|25E. (2.13)
The above is easy to solve by replacing

&,(t) = o)’ B, () = y(t)e B, (2.14)

which transforms the differential equations to the following with Ay, = ki - &, — ks - T.:

0
P=1 2 e’LDt—’I,A}ﬂ2c

A ?
= i%mem”m’“, (2.15)
where Q2 _ 1.2
D= % +6. (2.16)

The solution is easily obtained as

- D' D. (D o Sy (D
o= [ e (5) i () ) om0 ()]
. D/ D D/ ' Q*Q D/
y(t) = eizgt |:y0 <COS (7t> - ﬁ@ sin (715)) — ZQZ’oezAszl—Z; sin (7t>1 ; (217)

where

, 041210512 0 2+ 012)2 )
D :\/D2+4| 1u22‘ :\/<| ! AJ 2) +02+ 20 (1P - [u)  (218)
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Therefore, we finally obtain

i 2 2hieal® 5, D' D . (D : _ing, 1€ D'
c,(t)=e ( 24 2) [cg(()) <COS (?t> + ot sin (?t>) — 2ice(0)e™ " k= AL - (725)] 7
fi(w 7w+é)t D’ D D’ Q0 D
B eg A 2 A . = _ 9 1Akz 2 -
c.(t) = e [ce(O) (cos ( 5 t) 7yt sin ( 5 t)) 2icy(0)e Ay Sin < 5 t)] ,

(2.19)

Let us examine particularly the case where ¢,(0) = 1 and ¢.(0) = 0 (the ground state
of the atom). In this case we have

i 21241912 | 6 D D D'
g,(t) = e ( = +2)t (cos <7t> ﬁz sin <7t>) ,

i(weg— 222492 L8, 90y D’
ce(t) = —ie ( ! - +2>te’Akfﬁsin <7t> . (2.20)

Suppose that |D’| > |D| (i.e., |1 Qa|/A > |(|Q)* — [Q1]?)/A + §|). This approximately
implies that
lcg(8)? = cos?(D't/2), |ce(t)]? ~ sin®(D't/2). (2.21)

Therefore, at time ¢t = 7/D’, the state is inverted. On the other hand, at time t = 7/2D/,
one can make a linear superposition between |g) and |e). Hence, one can adjust the light
pulse duration to bring the state to either linear superposition state or the inverted state.
Note that Ay, = ki - &, — ks - . is inscribed only on ¢, in this case.

Let us call the optical pulse with duration ¢t = 7/ D’ as ‘7’ pulse and that with duration
t =m/2D" as ‘w /2’ pulse. Then, we understand that the 7 pulse inverts the state between
le) and |g), while 7/2 pulse makes a superposition state.

In more details, we can express the equation (2.17) in a matrix form,

z(t) '\ _ z(0)
(30 )=vo (3o )
B etizt (cos ( ) D,z sin (%t)) _jetigt—ile 2 =<l sin (%t)
v = ( —jetiBra—ig thff sm( /t) eIzt (cos (%t) — Lisin (%/t)) ) ’

. (2.22)

where Qo = 20,035/A. Then, it is easily verified that UT(t)U(t) = 1, an identity
matrix so that U(t) is a unitary transformation matrix preserving |z(t)|* + |y(¢t)]* =
|Co()]? 4 |Ce(t)]? = 1 for all the time ¢.

For t = w/D’ and t = n/2D’, we obtain

- D

tonr D g e A A Qeff

U(5) = A
/ _q —1 7r/+iAkz eff 71-/ D 2

D e 2D T e "2’ 50
- D 2
U < ™ ) 1 e'1p’ (1 + ._g/z) _-Ze i oy —iDks %ff (2 23)
= —= D i . .

/ _apn Tt 7HIA Ly Qegr =5 _

2D \/§ e '4D —= 4D (1 —z)

Note that for the case |D| < |D’|, we have |Qei| ~ |D’|, and hence, for the case where
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Qe is real and positive, we obtain

U ( U ) N 0 —je~ ke U( ™ ) 1 1 —ie " ke
D)\ —ietifea 0 ’ oD') T 2\ —ieTiAke 1

(2.24)
The pulses €; and Q5 that causes the transfer matrix U(n/D’) is called 7 pulse, and
the effect of 7 pulse is reversing the population. The pulses €2; and €2, that causes the
transfer matrix U(w/2D’) is called /2 pulse, and the effect of 7/2 pulse is the 50:50
beam splitter that splits the population equally.

2.2 ACCELEROMETER

le, Po + hKesr)
T
/2 T /2 ;
X2e X3 /’/
, |ga P0> ’ .
|9, Po)
le, Po _{;Iﬁkoff> |6, p(),,‘{—, h-kcﬂ‘>
X1 /// X '/’/
‘Ig, Poz. 9. Po) “” !
i i t3 tread
to t1 to

Figure 2.2: Schematic of an atom interferometer accelerometer.

The atom interferometer can be used as an accelerometer as shown in figure 2.2. At
time t¢, the atom is cooled in a magneto-optic trap (MOT), having the initial momentum
Po- The state at ?j is

|9(t0)) = |9, Po) - (2.25)

A 7/2 light pulse at time ¢; turns the state of a superposition of the |g,p,) and
le, Py + hkeg). The /2 pulse operates a atomic wave function splitter, having a transfer
matrix in the basis {|g,p,) , |e, Py + hkes)} (equation (2.24)):

1 1 —je ket 1
R—E<_ 1 ) (2.26)

where k.g = k1 — ko and @ is the atom position at time ¢;. Recall that the light phase
signature +keg - @ is added only to the transition |g) — |e) while —k.g - @7 is added to
the transition |e) — |g) (see equation (2.19)).

A 7 light pulse at time ¢y turns the state inverted (acting as a ‘mirror’), turning
lg) — |e) and |e) — |g), with the light signature phase of the position @, for the part in
le, py + hkeg) and x,, for the part in |g, py). Note that each state has a different position,
warranting to solve the differential equation of the state at a fixed position to be solved
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separately, and later be superposed. Then, the transfer matrix is (see equation (2.24))

0 _,l’e—i(kl-:l:gg—k2~:l:25) >

Rp = ( _jetilkymag—ka-@ac) 0 (2.27)

A 7/2 light pulse at time ¢3 turns the state using the similar transfer matrix with the
position @3 (see equation (2.24))

1 1 — g ket 3
Ry= = ( it X > , (2.28)

The pulse timing is such that to —t; =T = t3 — t5. Then, the time dependence of the
phase is eliminated, and only the position dependent light signature is left. Then, the
final state is calculated as

| (tread)) = R3RoRy |9(t0)) (2.29)
where |1(t9)) = |g,po) = ( (1) ) The result is that

W’(teﬁ» = Cg(tread) |gap0> + Ce(tread) |€,p0 + hkeﬁ) ) (2-30)
where

Cg(tread) — _le_i(kZ'(m1+m2€)+kl'(m2g+m3)) (ei(2k2'mze+k1~(m1+m3)) ol ei(2k1'$29+k2~(m1+m3)))

2
C (t d) = ilefi(k?(w1+w2€+m3)+k1“cQg) (_ei(2k2‘$26+k1'($1+$3)) 4 ei(le-w29+k2-(iE1+w3)))
e rea 2 .
(2.31)
Hence, the population ratio is
Ce trea . 1
% = tan2 |:§ (2]62 c Lo + keﬂ? . ($1 + 283) = 2](51 @ $29):| . (2.32)
g\ lrea

We now approximate ks ~ —ki, implying that ki =~ keg/2, ko ~ —keg/2. With this
approximation, one obtains

|ee (tread)|2 2|1
— e =il —Kkeg - — By — . 2.33
|Cg(tread)|2 “w 2 ! (wl :L.2 ng + wg) ( )
We note the quantity:
Ty — Toe — Tog + @3 ~ T?% =T? (a — 2v x ), (2.34)

where a is the acceleration applied to the apparatus, v = p,/M is the initial velocity
of the atom with the atom mass M, and € is the rotation rate that the apparatus
undergoes. Therefore, measuring the population ratio between the two states in equation
(2.32) reveals the acceleration and the rotation rate. Combining the above two equations,

we obtain ,
|Ce( read)|) : (235)

X Q= g
@ —2vx Q| T?ko| cos 6 an<|cg(tread)|
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where 0 is the angle between k.s and a — 2v x Q.

3 MATLAB SIMULINK BLOCK MODEL

For simulating the atom interferometer accelerometer, we need a dynamical equation to
describe the behavior of the degrees of freedom. We could start from the equation (2.8)
that contains the population in |i) level. However, for simplicity for the first cut model,
we adopt the adiabatic elimination step assuming A > €y, 2,9, and leave the dynamics
of |e), |i) only.

3.1 SIMULINK DYNAMICS SEQUENCE

We use the equation (2.13) to describe the internal dynamics of the atom interferometer.
We restore the approximation back to have

5 |$21|2 Q &22 ~ i(koxe—k1-xy+0
&y = ) 5cee( 2ol -2y +0t)
< QTQQ i(k1- k —ot) ~ |£22|2
, = i— L 2gilkiegkrmettlz 3.1
& =4 e )&, 5Ce (3.1)

To be clear, we write down the description of the following parameters connecting to the
physical quantities:

1
E(®.4) = §E1(t)€ inm=and) 4 2E o(t)eitkez—wnt) L ¢ e

() =~ ol d- Ea(0)]0),

(1) =~ el d- Ba(t) i),
ke = by — ko, (8:2)

with the usual photon propagation constants |k;| = 27/)\; where ); is the wavelength
of the light. Here, E;(t) is a time-dependent, slowly-varying, complex amplitude of the
driving light. Note that if no light is applied (i.e., Q12 = 0), chye = 0, and hence, no
change occurs.

We follow the sequence shown in figure 2.2. The matlab simulink block performs the
quantum simulation as follows:

e At time ¢, the atom is purely at |g) state, and the position of atom is well defined
at 1. The input light turns on €; and €25, starts running the dynamics shown in
equation (3.1). At the end of this fist pulse, the atom wave function is split into
two ¢, (t1) and c.(t1).

e Until time ¢,, the two wave functions ¢, and c. separates the atom position according
to their momentum p, and p, + hk.s, respectively. As a result, the two wave
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functions have different atom position at

T2
Tog = Qiot—— + &T + &,

2 M
T2 + hk.
Toe = atot7 (%) T+, (3.3)

where T' =ty — t1, aiot = @ — 2v X 2 and M is mass of the atom.

e At time to, we perform the quantum evolution in equation (3.2), but at two different
locations. In both locations, the initial conditions are the same that is the output
of the ¢; beam splitter. The final wave functions will be produced for both ¢, and
G

e We then have two different states: from @ag,
Wg(t2)> = ng(t2> |gvp07 ZD29> + Ceg(tZ) ‘67 hpo + hkeffa w2g> ) (34)

while from @,

’we(t2)> = Cge(tQ) |g7p07 "B26> + Cee(t2) |67 hp(] + hkeﬁ7 w2€> . (35)

In addition, the total wave function is
[¥(t2)) = cqltr) [g(t2)) + ce(tr) [Ye(t2)) - (3.6)

e Until time t3, the four different individual states |g,p0, 3329/26> and |e, Py + hkeg, .’BQQ/26>
propagates according to the individual momenta (velocities) and the positions.
Then, the four individual states arrive at time ¢3 as follows. For simplicity, we
assume that t3 —to =T =ty — t1:

L39y = 240,17 + %QT + @,

2p, + hk.
L3eg = QatOth + %T + xq,
2p, + hk.
L3ge = 2atOtT2 + %T + Iy,
2 2hk,
oo = 204, T2 + %T +ay, (3.7)

Note that 3.4 = T34e.

e At time t3, we perform the quantum evolution in equation (3.1), but at three
different locations, at 3., T3ge = T3eg, aNd T3ce.

e For simplicity, we ignore the atom wave function at positions @3,, and Tz, in a
good faith that the mirror 7 pulse at time t, would have completely inverted the
states. This leaves the final state in

[¥(ts)) = co(ts) |g) + ce(ts) [e) - (3.8)

e Finally, we perform the mapping in equation (2.35) using math functions.
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The atom cloud has an initial momentum distribution for p,, following the Boltzmann
distribution at a certain temperature. Therefore, in principle, one has to perform the
above sequence for individual atoms having all different initial momentum p,. This
complicates the calculation, and we will deal with this in detail in later models. But, for
the initial model deployment, we simply assume a uniform atomic cloud having the same
P, and the same position x;.

3.2 NOISE ADD ON

The apparatus undergoes the acceleration given by aix = @ — 2v x 2. On top of this
global acceleration, the MOT chamber may undergo additional accelerations, caused by
the frame vibration. This extra noise acceleration must be added such that

Aot = a — 20 X Q +ay — 2v X Qn, (3.9)

where ay, {2y represent the added linear noise and the rotational noise. They could
be well defined characteristic noises (having narrow frequency spectrum), or broadband
ones, depending on the mechanical setup details. We will add this additional noise to the
platform.

3.3 DESCRIPTION OF BLOCK DIAGRAM

In order to simulate the atom interferometer accelerometer, we need to perform the
coherent evolution of the population in |g),|e) states (see the differential equation in
(3.1)). Additionally, we need to keep track of the movement of the individual atom wave
functions to resolve the position correctly. Note that equations (3.3) and (3.7) are for the
case where the acceleration ay is rather a constant over the entire measurement cycle.
If the acceleration is time varying (particularly when the noise is strong), the equation

is, for example,
t ‘ Py + ke
Foalt) = / dt’ / dt"ai(t") | + ————
0 0 M

where, for clarity, ai(t) = a(t)+ax(t) with the noise ay(t). Since the total acceleration
is time dependent, it is necessary to perform the simulation of the above dynamics.

Figure 3.1 shows the block diagram of the simulink block to simulate the atom inter-
ferometer accelerometer. The upper region is the kinetic dynamics part that solves the
integral equations for the positions @ (t), €2,(t), x3(t). Hence, there are three blocks to
calculate the three positions. Each dynamic block’s inputs are a(t) and ay(t) while the
single outputs are the positions. These positions feed the coherent dynamic block (three
of them shown) to solve the dynamic equation in equation (3.1).

We need to perform the coherent dynamics of ¢, and ¢, for three different occasions.
The first (left down) is the 7/2 splitter induced by a 7/2 optical pulse. The block has
inputs such as

+ x4, (310)

o (), Q(t): The time dependent optical pulses that drives the coherent dynamics
in equation (3.1).

e c_ g0, c_e0: the initial conditions of the dynamic variables when the relevant optical
pulses (€2, €2) are enabled.

10
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= Kinetic dynamics
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Figure 3.1: Simulink block of the atom interferometer accelerometer

e 1, z.: the (time-varying) real time position of the ground and the excited states,
at the moment when €, Q5 drive the dynamics. Note that the position z. 4 feeding
into the dynamics in equation (3.1) is indeed time-varying since the positions are
indeed dynamically solved from the aforementioned dynamic simulink block. We
thus perform a realistic simulation.

e Reset: this is the trigger to reset the integrator’s initial condition. When ‘enabled’
by a rising signal, the internal integrator resets the initial condition to the current
cg, Ce that feeds the block right at that moment.

e §: we control the system dynamics through the input parameter §. The left upper
block is one of the possible feed-forward mechanism to control §. The current
built-in one changes ¢ depending on the measured velocity from another (external)
Sensor.

The outputs c4(t),c.(t) of this block are used as the input initial conditions for the
following block.

Once the coherent dynamics are solved for the 7/2 splitting pulse at the position @1,
the outputs ¢, (t1), ce(t1) are produced. Until ¢, the state does not change (except for the
free phase rotation, which we do not count since we are solving ¢, é). Then, we perform
the coherent ‘mirror’ dynamic simulations for the wave function in state |e, py + fikes).
For the dynamic block solving the ‘pi mirror at x2’, the pulses € (t),2(t) starts at
time t = t,, lasting for 7 pulse duration (7/D’). The initial condition needs reset just
before ¢t = t, through the Reset port, and the integrator starts integrating with the initial
condition obtained from the dynamic block for the /2 splitter at x1. Note that we feed
the position information of both x5, and xa, from the kinetic block above.

The output c.(t2), ¢,(t2) from the block ‘pi mirror at x2’ feed the final interferometer
block called 'pi/2 splitter at x3’. The optical signals €27, Q25 are enabled at time ¢ = ¢, for a
duration of 7/2 pulse. This last block produces the outputs |cy|? and |c.|*. For this block,
we feed the position z3 from the kinetic block above. Finally, there is a mathematical
block to convert the populations into the measured accelerator.

11
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3.4 NUMERICAL SIMULATION DEMO

We use the following ‘sys-param.m’ file for initializing the system parameters.

% Simulation parameters

c = 299792458; % speed of light in vacuum (m/s)
delta = 2*pi*22e3; % Detuning << Omega_eff

Delta = 2x*pixle9; % Detuning, quite large

Omega_eff = 2*xpi*250e3; % Effective Raman angular frequency
Omegal = sqrt(Omega_eff*Delta/2); % Omega_eff = 2*Omegal*Omega2/Delta
Omega2 = Omegal; % Usually setting Omegal = Omega2
lambdal = 780e-9;

lambda2 = 780e-9;

k1l = 2*pi/lambdal;

k2 = 2xpi/lambda2;

keff = k1 + k2;

c_g0 = 1; % Initial population in ground state
c_e0 = 0; % Initial population in excited state
x = 0; % Initial position (m)

TT = 70e-6; % Cycling period of single acceleration measureme

% Acceleration input parameters (sinusoidal) (acceleration applied, to be
% measured)

atot_amplitude = 10; % Sinusoidal amplitude

atot_bias = 0; % DC offset

atot_freq = 0.0001*2*pi/TT; % Frequency in rad/sec

atot_phase_delay = pi/2; % Phase delay (radian) of the acceleration app
p_aN = 0; % Noise power

M = 86.909187/6.022e23*1e-3; % Rb87 single atom weight (Kg)

p0 = 0; % Initial momentum of the atom

6.626e-34/(2*pi) ;

D = (Omega2~2 - Omegal~2)/Delta + delta;

Dp = sqrt(D"2 + 4*0Omegal”2*0mega2~2/(Delta”2));
T_pi = pi/(Dp);

T_half_pi = T_pi/2;

12
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G_velo = 0; % Feedforward gain
control_delay = le-9; % Feedforward control delay
S —

Note that according to the equation (2.35), the dynamic range of the measurable

acceleration is limited to -

max — s 3.11
¢ T2heq l1)

which is 39.8 m/s? in our case.

3.4.1 SCANNING INPUT ACCELERATION

Figure 3.2 shows the simulation result of the atom interference accelerometer. Obviously,
the arc-tangential function in equation (2.35) must be periodic with respect to the popu-
lation ratio, which implies the periodic output with respect to the input acceleration. As
expected, the dynamic range of the accelerometer is 0 to approximately 40 m/s, where
for large input values the measured acceleration exhibits saturated nonlinear response.
This nonlinear response is very clearly seen in the figure below. The solid curve is the
measured accelerations while the red dotted line is a linear (guiding) line to compare.
Certainly larger input values, the response becomes nonlinear. Moreover, there is a non-
zero off-set translation in the X-axis. Later we will show that this off-set depends on the
value of §.

The real instrument, therefore, must use a look-up table to translate the measured
acceleration values to map to the real value using the benchmarking curve as above figure.
Moreover, the sign of the acceleration must also be determined through an external input,
such as an additional external co-sensor that is capable of differentiating the sign of the
acceleration.

3.4.2 SCANNING THE CYCLING PERIOD T

We then scan the cycling time T" = t5 — t; = t3 — t5. The results are shown in figure
3.3. The input acceleration to be measured is 10 m/s? in all cases. When T is small, the
measurement is inaccurate since the 7 pulse duration (2 usec) is non-negligible for short
T. This causes a very large error. Then, if T" is larger than 50 us, the measurement starts
agreeing with the input acceleration until 7" reaches approximately 130 um. Above this
value, the measurement suddenly drops down. This is consistant with the criterion in
equation (3.11) where a large T" will reduce the maximum measurable acceleration.

The same figure also shows the periodic change of the population in the excited and
the ground states at the end ¢ = t3. The change of population is very well expected as T'
varies (see equation (2.35)). Also shown is the fact that the sum of the two populations
is always unity.

3.4.3 SCANNING §

We then scan ¢ for a fixed input acceleration. Figure 3.4 shows the results. The accurate
measurement occurs with § = 22 kHz, for both inputs of a = 5 m/s? and a = 10 m/s?. As
one can see, the measurement is quite sensitive with respect to the value of §. Therefore,
it is important to set the correct o value.
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3 MATLAB SIMULINK BLOCK MODEL
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Figure 3.2: Simulation demo for various input acceleration, varying between +90 m/s?
(above), and between +40 m/s? (below). For the figure below, the linear
guiding plot (red dotted) is drawn together to show the linearity of the system
response.
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Figure 3.3: Simulation demo for varying T' = ty — t; = t3 — t5. The input acceleration is
10 m/s?. Also shown are the populations in the excited state (blue) and the
ground state (red), as well as the sum of the two (yellow).
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Figure 3.4: Simulation demo for varying §. Two cases for different input acceleration
a =5 m/s? (above) and a = 10 m/s? (below) are shown.
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4 NOISE CANCELING SCHEMES

4 NOISE CANCELING SCHEMES

We are interested in canceling out the unwanted fast changing acceleration noise, whose
characteristic frequency (central frequency) is higher than the inverse of the single oper-
ation time (i.e., fo > 1/(37) where fy is the center frequency of the acceleration noise)
and 37T is the single-cycle Al acceleration measurement process period). Several potential
mitigations can be procured as follows.

4.1 IMPACT OF THE FAST ACCELERATION NOISE AND MITIGATION

Let us first understand how those fast acceleration noise can affect the measurements.
The four position parameters are given as

?

T I tf
Tog = X1 + / dt/ Vg + / dt(am(t) + CLN(t))
0 0

L N
Toe = Xq —|—/ dt —|—/ dt(am(t) + CLN(t)) .
0 I M 0

afs / " dt’ o / qp ket (4.1)
r3 =T . .
3 1 0 0 M

Here, a,,(t) is the acceleration to be measured, ay/(t) is the unwanted fast changing noise,
vo is the initial speed. Let us assume that a,,(t) is sufficiently slow over 27" period. We
assume a,,(t) ~ a,,, a constant. Then, the above reduces to

Vo -+ /(; dt(am(t) + CLN<t>)

T2 T T
Toy = x1 + voT + U +/ dt'vn(t') = Ty, + / dt'vn (1),
0 0

hk‘ T2 T T
Toe = T 5 —I—/O dt'vn(t') = Toe —|-/0 dt'vy (1),

T3 =

2T 2T
+ / dt/UN(t,) = ZZ‘3 ‘l—/ dt/UN(t,), (42)
0 0

where vy (') fo ay(t)dt. Each of the position has an extra term in the last (the time
integral of UN(t’ )), and the positions deviate from the noiseless formula z,,.
Let us focus on the main differential equation in equations (2.13):

. 0 )? 0%

Eg — | A1’ g + 1A2ée ’L(kg Te— k:1-:cg+5t)

< QTQQ 7, (k ko-xe—9 |Q |2

Ce :ZT 1'Tg—R2Te t g—‘l-?, A 6' (43)

The impact of the acceleration noise appears in the phase ks - . — k1 - 4, which in one
dimension with ko = —k; is given as —k;(z. + z,). For the first 7/2 pulse, the effect of
the acceleration noise is not significant (¢; = 0). But, for the 7 pulse at t; = T, the noise
is accumulated and certainly appears in the phase such that

T
bt (%20 + 2g) -+ 0T = — ks (Fpo + Fag) — 2k / ox(#)dt + OT. (4.4)
0
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4 NOISE CANCELING SCHEMES

In fact, one can adjust 0 to cancel out the effect of the acceleration noise as follows. Set
0 = 6§ + Ady where 9 is the nominal set §. To cancel the noise term, we assign

le T / /
A62 = — UN(t )dt 3 (45)
T Jo

This Wi_ll cancel out the acceleration noise, and make the phase term to be —ky(Zg. +
Tgy) + 0T'. Similarly at time ¢3 = 27", one also assigns the adjusting Ads to be

k 2T
Ab3 = — / oy (')At (4.6)
T 0

This cancels out the acceleration noise in the phase term for the second 7/2 pulse at time
to = 27T. This way, one can still obtain

= = o - 2
L1 — Log — Toe + T3 = T1 — Tog — Toe + g = a1, (4.7)

where 1 = x1. Therefore, the population-induced acceleration measurement will yield
|a,| as we intend through the equation (2.32).

4.2 FEEDFORWARD SCHEME BASED ON A FAST, BUT ROUGH,
COSENSOR

The only technical problem is how to obtain vy (t') = fot, ay(t)dt. One way is to use a
fast auxiliary accelerometer with a high-pass filter. Let us denote the entire acceleration
as an,(t) + an(t) where the varying speed of a,,(t) is slower than 1/(37") (where 37 is the
single-cycle AI acceleration measurement time) while ay(t) is faster than 1/(37"). Then,
we can approximately separate
. . N Jw/wy . N .
Frp(jw)(am(jw) + an(jw)) = ————(am(jw) + an(jw)) = an(jw), w>wy (4.8)
1+ jw/wy

for high frequency w > wy with the filter cut-off frequency wy;. Here Fpp is the transfer
function of a high pass filter, for which we used the first-order high pass filter in this case.
One has a full freedom to choose whichever filter suits best for the purpose of separating
ay from a,, + ay.

We tested this feedforward scheme. We simulated the frequency response of the noise
input to the measured acceleration. For this, we set a,, = 10 m/sQ. The noise ay
is assumed to be a sinusoidal with am amplitude of 5 m/s? and a frequency fy. We
scanned fy from 1/(3T) to 10°/(3T), and measured the error of the measured acceleration
compared to the noiseless case. Note that this method is equivalent to measure the output
acceleration spectrum when the input is a white noise over the frequency range of interest.

Figure 4.1 shows the result. The first is the ideal filter case where we assume that ay ()
is perfectly separated (figure 4.1 (a)). The detected noise has some complex shape, which
may be affected by the details in the differential equation solver of the Simulink as well
as the system’s peculiarity. Nevertheless, we could successfully suppress the noise well
below 0.001% of the correct acceleration of 10 m/s?. This shows that the feedforward
scheme is quite successful. Note, however, that this case used an ideal filter that perfectly
separated ay(t). This, however, is unrealistic since no accelerator can separate ay from
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Detected noise amplitude (log)
Detected noise amplitude (log)
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Noise frequency/(1/(3T)) (log) Noise frequency/(1/(3T)) (log)
(a) Ideal filter (b) Realistic filter

Figure 4.1: Noise spectrum in the measured acceleration. Above: using an ideal filter to
separate ay perfectly, below: using a realistic high pass filter to separate ay.
The blue and yello curves represent the feedforward-compensated and the
non-compensated (no feedforward compensation), respectively. The input
noise is white-noise equivalent.

(ot = A, + ap if the noise frequency is near zero.

We then adopted a realistic high-pass filter with a transfer function of s/(s + fc)
with a cut-off frequency f.. For this particular example, we used fc = 5/(3T). The
result is shown in figure 4.1 (b). This is quite a realistic simulation where we use a fast
rough auxiliary accelerometer, through a high-pass filter to separate the high-frequency
component of ay to use in the feedforward compensation scheme. Consequently, the
noise that has low frequency cannot be separated, and directly affects the measured
acceleration. The spectrum surely shows that the low-frequency noise affects the result
significantly, while there is a band of noise spectrum that is efficiently suppressed through
the feedforward scheme. On the other hand, very high frequency noises are not amplified
through this crude high-pass filter scheme. It is thought to be that the compensation is
out of phase, and leaves some nonzero residuals after the compensation. This example
shows the need for a good high-pass filter and phase adjustment in the feedforward
compensation scheme.

4.3 FEEDBACK SCHEME

Alternatively, one can use the previously measured a,, from Al, and use the formula
atot(n) — am(n — 1) = (am(n) + an(n)) — an(n — 1) = ay(n) where n is the discrete time
index. Compared to the above method where an auxiliary fast accelerometer is used, this
method has an advantage to eliminate the need for such high-speed extra accelerometer.
More importantly, this method is expected to be much more accurate than the above since
the measured a,, from the AI accelerometer is expected to be much more accurate than
the fast, but crude auxiliary accelerometer. However, in this method, one would make
sure that the measurement cycle frequency 1/37 is much faster than the characteristic
varying speed of a,, so that one guarantees a,,(n — 1) = a,,(n).

18



4 NOISE CANCELING SCHEMES

4.4 STUDY ON NOISE OUTPUT SPECTRUM

In this section we will study the effect of the noise to the output of the Al accelerometer.
We assume a single sinusoidal noise, on top of the acceleration to be measured with a
certain frequency with a certain amplitude and a certain phase. Then, we will scan all
the three parameters: frequency, amplitude, and phase. This way, we will obtain the
numerical noise output spectrum.

First of all, the noise output is defined to be the difference between the measured
acceleration while the noise sinusoidal signal is absent and the one without the noise
signal.

In all analysis, we assume the same simulation parameters as the previous section unless
specified. The acceleration to be measured is set to 10 m/s%.

10°

- -— -
S S o
N N @
‘

Detected noise amplitude (log)

—
S,
(o2}

-8 ‘
1010‘1 10° 10 102
Noise frequency/(1/(3T)) (log)

Figure 4.2: The output noise spectrum (red curve) for the input sinusoidal noise with
various frequency while fixing the noise amplitude as 5 m/s? and the noise
phase as zero for all frequencies. Also shown is the noise-cancelled output by
adopting the ideal feedforward scheme (blue).

We first study the effect of the noise frequency while fixing the noise amplitude to
be 5 m/s? and the phase of the noise to be zero. The result is shown in figure 4.2. In
this particular case, the most severe noise occurs at around a frequency of 1/7". This is
understandable since the three mirror/splitter pulses occurs with a time interval of T,
and every time the pulse is applied, the noise constructively affects the position of the
test mass.

It is expected that the output noise will be affected by the phase of the sinusoidal noise.
We simulated different spectra with a three different fixed noise phase (see the figure 4.3).
Obviously the spectra are all different for different values of the noise phases. Only thing
common among the three cases is the fact that high frequency noise would not affect
significantly the performance of the Al accelerometer. This is because the high frequency
noise becomes diminished by averaging out over the pulse duration. Particularly when
the noise frequency is comparable to or higher than the inverse of the pulse duration, the
noise would not appear in the measured output.
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Figure 4.3: The output noise spectra (red curve) for the input sinusoidal noise with vari-
ous frequency while fixing the noise amplitude as 5 m/s?. Three different cases
with noise phases of 0 (left), 7/3 (center), and 27/3 (right) rad. For each case,
the noise phase is fixed for all frequencies. Also shown is the noise-cancelled
output by adopting the ideal feedforward scheme (blue).
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Figure 4.4: The output noise for the input sinusoidal noise depending on the noise phase,
while fixing the noise amplitude as 5 m/s? and the noise frequency to be 1/T.

To see the impact of the noise phase more precisely, we fix now the noise frequency to
be 1/T, and sweep only the noise phase. The result is shown in figure 4.4. It is interesting
to see that the output value change due to the input noise becomes both negative and
positive values, depending on the phase of the noise, which is indeed well expected. It
is also interesting that there are noise phase values that incur zero disturbance to the
output, which is perhaps due to the destructive net impact on the output value while
affecting the three mirror /splitter pulses.

With all these, it is now clear that a root-mean-squared noise output is necessary to
understand the output noise spectra that is agnostic to (or averaged over) the noise phase.
The mere output noise average over different phases is not sufficient since it will simply
become zero as seen from the figure 4.4. The r.m.s. noise output is calculated as squaring
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the noise output (difference between the output with and without the noise), averaging
this quantities over all phase values in [0, 27], and taking the square root of the average.
The result is shown in figure 4.5.
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Figure 4.5: The r.m.s. (over noise phase) output noise spectrum (red curve) for the
input sinusoidal noise with various frequency while fixing the noise amplitude
as 5 m/s*>. Also shown is the noise-cancelled output by adopting the ideal
feedforward scheme (blue).

The r.m.s. (over phase noise) noise output spectrum shows rather a flat spectrum
below frequency 1/7", while the impact of the noise gradually reduces beyond frequency
1/T, with the same reason for diminishing as above. This indeed shows that the impact
of the noise below frequency 1/T is equally large, regardless of the noise frequencies. In
other words, the AI accelerometer is greatly affected by low frequency noise source with
frequencies comparable to the cycling time and below.

It is also quite remarkable that the ideal feedforward noise canceling scheme using the
cosensor is quite effective in all cases with various different noise parameters. Particularly
the final r.m.s. output noise spectrum shows that the feedforward noise canceling reduced
the noise in all frequencies by nearly three orders of magnitude.

Finally, we study the impact of the noise amplitude to the output acceleration measure-
ment. For this, we fixed the noise frequency to 1/7", and the noise amplitude to zero. We
then sweep the noise amplitude between 0 m/s? and 5 m/s? (recall that the acceleration
to be measured is 10 m/s?). The normalized output noise is obtained by dividing the
output noise (difference between the measured acceleration with and without the noise)
by the input noise amplitude. The result is shown in figure 4.6. Clearly, the output noise
amplitude is linear to the input noise amplitude, and thus the normalized output noise is
a constant over various input noise amplitudes. This shows that the input/output noise
relation is indeed a linear relation.
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Figure 4.6: The normalized output noise value for the input sinusoidal noise with a fre-
quency 1/T while varying the noise amplitude.

5 EFFECT OF ATOM MOVEMENT DURING RAMAN PULSES

The simulink faithfully models the details of the atoms and their quantum behaviors.
It is noteworthy that the atoms actually move during the short Raman pulse durations.
Then, the assumption of the instantaneous beam splitters and the mirror is no longer
true. The parameter A, = kix, — ksx. is no longer a constant during the Raman
pulse since both x,. changes due to the atom velocity, which is affected by the applied
acceleration.

5.1 DIFFERENTIAL EQUATIONS OF MOVING ATOMS

The differential equations in equations (3.1) are indeed coupled to the dynamics of the
atom positions given through

, (5.1)

(5.2)
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and for t =ty for the Raman 7w-pulse:

1
.Tg(tg) =+ Uo(tz — tl) + ia(tg = tl)Q,

1 hk.
(L’e(tg) = + Uo(tg e tl) + 5@(1;2 = t1>2 + Mﬁ (tQ = t1>,
Ug(t2> = 1o + CL(tQ — tl),
hkeff
Ve(t2) = vo +alty —t1) + ——, (5.3)
M
and also for ¢ = t3 for the last Raman 7 /2 pulse, we have
1 hk.
(Eg(t3) — Ie(t(’)) =T e Uo(tg = tl) = 5@(153 = t1>2 + MH (tQ = tl),
Ug<t3) = Vg + CL(t3 — tl),
hkeﬂ
U6<t3) =+ CL(t3 — tl) + M (54)

with the understanding that to —t; =t3 —t, =T
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Figure 5.1: Comparison of the input-output relation for moving atoms (blue) and frozen
atoms (red) during the Raman pulses.

5.2 EFFECT ON ACCELERATION MEASUREMENT

To see things very clearly, we compare two cases. The first lets the atoms change their
positions x,. during the Raman pulse while the second ‘freezes’ the atoms during the
Raman pulse so that Ay, is a constant. Figure 5.1 shows the clear difference. When
the atoms are (artificially) frozen during the Raman pulses, the measured acceleration
faithfully represent the input acceleration. However, when the atoms are moving during
the Raman pulses, which is the actual truthful description of the physics, the measured
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5 EFFECT OF ATOM MOVEMENT DURING RAMAN PULSES

acceleration starts deviating from the input acceleration. We note that this particular
case has the parameter value 1T = t, — t; = 7 ms'. From this, it is expected that, if the
Rabi oscillation frequency Q. = 2€,5/A becomes large, such undesired effect of the
moving atoms will reduce.
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Figure 5.2: Measured acceleration output as a function of the Raman m-pulse duration
for moving atoms during ther Raman pulse. Blue: when the initial velocity

was zero, red: when the initial velocity was 0.005 m/s. Green dots indicates
the ideal measurement.

Figure 5.2 shows the relation between the measured output acceleration and the Raman
m-pulse duration. As expected, shorter m-pulse duration approaches the desired output
measurement. We actually varied the Rabi frequency Qg between 27 x [30 kHz, 3 MHz],
which varied the Raman m-pulse duration from 12.3 us to 0.125 ps. The nominal 7-
pulse duration for all previous examples was 2 us, corresponding to the Rabi frequency
Qe = 27 x (250 kHz). The curve is not simple. When the 7-pulse duration is small, the
measured acceleration reduces as the pulse duration increases. However, it changes the
sign of tangent around at 6 pus, and starts increasing. This behavior is understandable
considering that Ay, enters as a phase, and the periodic behavior is expected.

We also note that the trend between the input and the measured output depends on
the atom velocity at the moment of the Raman pulse application. It is expected that
when the atom velocity is large, the measurement would be more affected. Figure 5.2
shows the comparison between the case of zero initial atom velocity and the initial atom
velocity of 0.005 m/s. Obviously the case of vy = 0.005 m/s deviates much more from the
ideal measurement. In both cases, the measurement converges to the input acceleration
for extremely short m-pulse duration.

Then, the next question is the measurement dependence on the initial atom velocity
since the degree of atom movement during the Raman pulse not only depends on the

LAll previous simulation results used the value TT = 70 us. Hence, the maximum measurable accelera-
tion in previous examples was 40 m/s?, while changing 7T = 7 ms reduces the maximum measurable
acceleration to be only 4 x 1073 m/s?. See equation (3.11).
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Figure 5.3: Measured acceleration output as a function of the initial atom velocity for
moving atoms during ther Raman pulse. Blue: with Q. = 27 x 250 kHz,
red: with Q.g = 27 x 750 kHz. Green dots indicates the ideal measurement.

Raman pulse duration, but also depends on the instantaneous velocity at the moment
of the Raman pulses. Figure 5.3 shows the result. When the Raman 7-pulse duration
was 2 us (i.e., Qg = 27 x (250 kHz)), the blue curve shows significant dependence
of the measured acceleration on the initial atom velocity. For example, if the atom
temperature is 50 pK, the thermal velocity (r.m.s.) is y/kgT./m = 0.07 m/s where kg is
the Boltzmann constant and T, is the temperature. Then, the measurement would be very
seriously affected by long Raman pulses. To mitigate the impact, one must reduce the
Raman pulse duration, i.e., increase the Raman pulse’s optical power significantly. The
figure also shows the case for the Raman 7-pulse duration of 0.67 us (i.e., Qg = 27 x (750
kHz)). The impact of the initial atom speed is significantly reduced.

All of these indicate the significance of the movement of the atoms during the appli-
cation of the Raman pulses. Ideally one would want the atoms to be ‘frozen’ during the
Raman pulses. Unfortunately, however, the atoms move due to both the initial velocity
and the applied acceleration, and such atom movement cannot be avoided. The atom
movement will eventually affect the accuracy of the acceleration measurement. The ob-
vious mitigation is by reducing the Raman pulse duration, which requires increasing the
Rabi oscillation frequency that is proportional to the field amplitude (square-root of the
optical power).

5.3 DOPPLER EFFECT

When the atom moves with a velocity v in the same direction of the incoming light, the
light frequency that the atom feels is

W= (1 - %) wo, (5.5)

where wy is the light frequency that a stationary atom (not moving) feels. Hence, the
light frequency reduces. Consequently, if the atom moves with v = —uv, opposite to the
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direction of the incoming light, the light frequency that the atom feels is

W = (1 - %,) wo = (1 + g) wo. (5.6)

We are interested in the momentum change from the Doppler effect, which is given
through the light dispersion of k = w/c. Hence, when the atom has a velocity v in the
same direction as the incoming light, the momentum of that the atom feels is

k= (1 . 9) ko, (5.7)
c
where kg = wg/c. When, the atom has the opposite direction velocity v = —wv, the atom
feels v
K = <1 + —) ko (5.8)
&

From the figure 2.1 (b), when the atom has a velocity v to the right, we need to modify
ki and ks such that

ky — (1 . %) ki, ko (1 n %) k. (5.9)

This modification must be made to the model. Note that v = v(t) is indeed the instan-
taneous velocity that the atom currently possess (at the moment of the Raman pulse).

The effect of the Doppler shift is best seen by calculating the transfer matrix as a
function of the initial velocity vy and the applied acceleration a, which is considered a
constant for now. Then, for each pulse, the parameter

ANpy =k -2y — ko xe = (ke /2) (1 — vg/c)xg + (Ket/2)(1 + ve /) e
= (ket/2) (g + Te) + (ke /2¢) (Vee — vyTy). (5.10)

when the photon momentum is collinear with the position vectors. Hence, for the first
7/2 pulse, we have z, = . = =1 and v, = v, = vy, and

AW = kg, (5.11)

which is identical to the case ignoring the Doppler shift. However, for the 7 pulse, we
have vy = vo + a1, Voe = Vo + hkeg/M + aT. Here, T =t — t;. Hence, we obtain

k
AL = %ﬁ( 2e 1 )

kg kot
— mﬂfge — %<(1T + UO)(x2e - $29>. (512)
For the second 7/2 pulse, we have vs, = vg + 201" + hkeg /M = vs., and 3, = x3.. Hence,

we have
AD = ks, (5.13)

After all, the impact of the Doppler shift is only in the second pulse dynamics.

The transfer matrix calculation results in the population ratio:
el . o[l a)  oA®@ L A
= tan 5 (Afr —240;7 + A7) . (5.14)

|Cg|2
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Therefore, the extra phase due to the Doppler shift is given through the final result:

2 Ce (tread) hkeff 1
— %X Q| = —— |at — — T — . (5.1
=20 O = {a ey (tread) } 2endT2 2 ™ e (T ¥ 00) (@2 o). (5.15)
Note that
hk. a
Toe = X1 + ’UoT + MHT + §T2,
Tog = T1 + U()T -+ gT2 (516)

Therefore, the effect of the Doppler shift is given as an error for the measured acceleration:

(5.17)

where qg is a constant independent of vy, which is negligible. Note that the error is linear
to the initial velocity vy.
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Figure 5.4: Comparison between the measured acceleration depending on the initial ve-
locity, while atoms are frozen during the Raman pulses. With Doppler effect
(red), without Doppler effect (blue). For this simulation, we set the applied
acceleration of 1 x 1072 m/s? and set 7' = 7 ms and Q.g = 27 x (750 kHz).

To separate the effect of the moving atoms while Raman pulse duration (see previous
section) and purely the Doppler effect, we first ‘freeze’ the atom movement while the
Raman pulse duration, and compare the measured accelerations with and without the
Doppler effect. Figure 5.4 shows the comparison of the two cases. The slope of the
measured acceleration against the initial velocity from this detailed calculation (the case
with Doppler effect, red curve) is found to be —5.38 x 1072 s. Let us compare with our
analysis above. According to the equation (5.17), the expected slope is —hkes/(cMT) =
—5.61 x 1079 s, which is very close to the value of the full numerical simulation. This
shows that our analysis, although it only counts the first-order perturbation, is close to
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5 EFFECT OF ATOM MOVEMENT DURING RAMAN PULSES

the actual values. Note that the Doppler effect that is 10~7 in this thermal initial velocity
domain is negligibly small compared to the moving atom effect (see figure 5.3), which is
same unity-order error in the same initial velocity domain.

5.4 INITIAL THERMAL VELOCITY DISTRIBUTION OF MANY ATOMS

The Al accelerometer uses an ensemble of cold atoms cooled at a certain low temperature.
Naturally the atoms have the dispersive initial velocities in accordance with the Boltz-
mann distribution for a given temperature. For a d—dimensional system, the probability
distribution f(wv) for an atom to have a velocity v is given as

where m is the atom mass, k the Boltzmann constant, and 7, the temperature. The
normalization is such that [ f(v)d%v = 1.

Let us combine the effect of the moving atoms while the Raman pulse duration and
the Doppler effect and see the net effect of the initial atom velocity. Again, it is highly
expected that the effect of moving atoms, which is a 107 order-of-magnitude larger effect
than the Doppler effect, will be dominant.
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Figure 5.5: The measured acceleration under the influence of moving atoms, depending
on the initial atom velocity. (a) The combined effect of Doppler and moving
atoms during Raman pulses (red), and the effect of moving atoms alone with-
out Doppler (blue), which is not shown due to the complete overlap between
the red and the blue curves. (b) The relative difference of the red and the
blue curves in (a). We set Qeg = 27 x (750 kHz).

To see thing clearly, we now turn on both the atom movement during Raman pulses
and the Doppler effect. Then, we turn on only the atom movement during Raman pulses
and turn off the Doppler effect to see the difference to isolate the Doppler effect alone.
Figure 5.5 shows the result. The left graph shows the measured acceleration as a function
of the initial velocity when both atom movement during Raman pulses and the Doppler
effect are turned on. Due to the negligibly small effect from Doppler, the difference is not
clear. Hence, we calculated (a2M_ —aM  )/aPM where aPM _ is the measured acceleration

meas meas ) meas
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5 EFFECT OF ATOM MOVEMENT DURING RAMAN PULSES

when both effects are turned on and alL . is the measured acceleration when only the
dominant atom movement is turned on while the Doppler is turned off. As expected, the
Doppler effect is 1075 order-of-magnitude smaller than the moving atoms.

One thing remarkable about the Doppler effect shown in the context where the effect
of moving atoms during the Raman pulses is turned on, is that the Doppler effect is also
wiggly, albeit very small in overall magnitude.

The conclusion so far is that the Doppler effect is quite negligible, compared to the
effect of the atom movement during the Raman pulses. Hence, for the higher accuracy,
one must increase the Raman pulse intensity to reduce down the Raman pulse duration,

and minimize the effect of the atom movement during the short Raman pulses.

5.5 MITIGATION OF ATOM MOVEMENT

The mitigation is quite simple. For this, let us review the differential equation during the
Raman pulses (the equations (3.1)):

< -|Q1|2~ QlQ; ~ _i(ky-xe—k1-Tg+d

Cg =X G ZA+5cee(2 1t B8]

P 04 0 R (1 L

C: = ZlTe( 1xg—k2-ze t)cg+ZA+(5Ce. (5.19)

One can engineer the instantaneous 9 value to mitigate the atom movement that manifest
in the phase term k, - x. — k1 - ¢, + dt. Note that

1
z;(t) = a(t —to)” + vio(t — to) + T, (5.20)

where ¢ = e, g, and t; is the starting time stamp for the beginning of the Raman pulse,
v; is the atom velocity at time ¢y, and ;o is the atom position at time t;. Assuming
ki = —ko (keg = |k1 — k2| = 2|k1]), and the atom movements are colinear with respect
to ki, we can feedforward 0(t) to satisfy

ke
S (t) = 2—f[a(t — t0)2 4 (vg0 + veo) (t — to)]. (5.21)
With this time varying detuning §(t) = 6,,(t), it is straightforward to verify that the
phase is now ks - .o — k1 - g0 = —(Ker/2) (240 + Teo), which does not depend on time.
With the feedforward 6(t) = 0,,(t), the differential equation now turns to

P (971 U O 0 - S

g =1 €yt 1 5cee( 2@e0—k1-@g0)

R T L

’ ei(k1@g0—k2-@c0) ) 5.22
By =1 g +1 5Ce (5.22)

The atom movement effect is completely canceled by the feedforward §(t) = 6,,(¢).

With the feedforward d,,(t), we could obtain a very nice result that completely elim-
inates the effect of the moving atoms during the Raman pulses. Figure 5.6 shows the
comparison with and without the feedforward.
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Figure 5.6: Measured acceleration values with feedforward (red) and without feedforward
(blue) §(t) = ,,(t) for various input acceleration values.

5.6 NOISE CANCELING PERFORMANCE

As we have understood the effect of the atom movement that appears in two-folds: (1)
Doppler shift for k; and ke, and (2) phase drift during the Raman pulses, we are in a
very good position to revisit the noise canceling feedforward scheme and see the efficacy
of the feedforward in the context of moving atoms.

The noise-canceling feedforward can be designed very efficiently now combined with
the atom-movement feedforward. To be clear, the feedforward scheme is now §(t) =
O (t) + Ad; where ¢ = 2,3 and AJ; are defined in equations (4.5) and (4.6), while d,,(¢)
is defined in (5.21), which must be modified considering the Doppler shift as

Om(t) = fa (v) ;; k2<’“e)a(t — )2+ %(kl (vg)vg0 + K2 (Ve)veo) (t — to), (5.23)
where
k’l(Ug> = (1 — U_Cg) k’l, kQ(Ue) = <1 + U—;—) k’g. (524)

Obviously this feedforward scheme requires knowledge of a (vg, veo are calculated from
a), which must rely upon the best estimate of a. For example, a simple way is to use the
measured a in the previous instance of the Al accelerometer output.

In addition, from equation (4.1), we can calculate the feedforward scheme to cancel the
noise by adding

5N(t) _ kl(vg) ‘t}‘ k2<Ue) /Ot d¢ /Ot, dt”a]\r(t”). (525)

Note that, in order to calculate the above quantity, one must estimate ay. This is ap-
proximated in practice by adopting an external co-sensor that can approximately estimate
ay.

The total feedforwad is given as

5(t) = 6, (t) + On(t). (5.26)
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5 EFFECT OF ATOM MOVEMENT DURING RAMAN PULSES

We set the input acceleration to be 1 x 107® m/s*. The noise amplitude is 1/10 of the
input amplitude, for various noise frequencies and phases. We analyze the noisy output
using the concept of the normalized r.m.s. error (the r.m.s. error acceleration over various
noise phase for a fixed noise frequency, divided by the input acceleration).
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Figure 5.7: The normalized r.m.s. error over the noise phase (i.e., the r.m.s. error in m/s?
divided by the input noise amplitude) for various noise frequencies, with (red)
and without (blue) the feedforward scheme.

We then perform the noise analysis for various noise frequencies and noise phases as
before. Figure 5.7 shows the result. The first figure shows the comparison between the
case with and without the feedforward combo of the noise canceling and atom movement
canceling schemes. We see that the this combo-feedforward scheme reduced the noise
by eight orders-of-magnitude, which can be favorably compared with only five orders-of-
magnitude noise suppression (c.f. figure 4.5).

We note that the noise canceling feedforward in equation (5.26) is updated every 67
ps (15 MHz). The figure exhibits several important information. First of all, the un-
compensated error curve (blue) shows plateau up to the noise frequency 1/3T. Then,
it polynomially decreases as the noise frequency increases. This is understandable due
to the averaging effect for fast noise frequencies. Then, the blue curve also exhibits
singularly small noise output at frequency multiples of 1/7, such as 1/T,2/T,3/T, etc.
The interpretation is simple: when the noise is synchronized exactly with the interval T
between the two Raman pulses, the effect is reduced since the position of atoms at the
moment of the Raman pulses is not deterred.

When the feedforward is applied, the output noise is five orders-of-magnitude smaller
than the case without the feedforward. The root cause of the remaining small error is
still under investigation.

An in-depth investigation of the remaining errors shown in the above numerical simu-
lation revealed that, the outcome with the feedforward noise canceling is limited by the
machine-precision of the Matlab simulator. Unfortunately, Matlab supports only ‘double’

31



5 EFFECT OF ATOM MOVEMENT DURING RAMAN PULSES

precision (using 64 bits)? that allows only ~ 107'% precision in the fraction (52 digits),
while one digit is for the sign and the remaining 11 digits are used for the exponent.
It was found that the noise canceling feedforward successfully suppressed the noise up
to 1076 precision, while the remaining fraction affected the output error. Hence, to the
machine-precision of Matlab, this feedforward with the ideal parameter identification per-
formance (i.e., perfectly knowing the real-time acceleration a(t)), this feedforward scheme
efficiently suppresses the noise.

In fact, the feedforward scheme cannot perfectly cancel the effect of noise due to the
following two reasons. Firstly, the system dynamics represented in equations (3.1), which
are repeated here:

2 *
8, = Z|Ql| g, Z.QlQ2 & eilkr ek @y 1)
A A6
2 2
¢, = Z'Ql—%ei(kl-wgszg-wef&)ég i 192 i
A A+6

clearly contain the feedforward §(¢) in the factor for é.. Therefore, this leaves unintended
error. Secondly, the 7 pulse duration (and the 7/2 pulse duration) is a function of §
as well. Note that the 7 pulse duration is 7, = 7/D’ with D’ given in equation (2.18),
which is repeated here:

U 4 [9s2) g
L= \/ A2 + 0% 4 250 (|22 — [€u]?).

Hence, changing 0 indeed affects the ideal 7 pulse (and 7/2 pulse) duration. This also
leaves undesired back-action of the feedforward. To counter this back-action, one must
adjust the m and 7 /2 pulse duration according to the varying ¢ values.

In fact, a way around for the machine-precision problem is to completely cancel the
accumulated effect of the noise from the phase term. This can be accomplished by setting
the noise acceleration ay to be zero, only for the calculation of phase term Ay,. Figure
5.8 shows the result, which shows the comparison between the case with and without
the feedforward. Clearly, the effect of the coefficient of ¢, is shown to exhibited the
non-ideally suppressed noise at the order-of-magnitude of ~ 10~® for the low frequency,
which however reduces down polynomially, following the trend of the case without the
feedforward.

We also resolved the impact of D’ by the varying ¢ values. This can be accomplished
to forcefully modify the coefficient of ¢, in the dynamics from |, |*/(A+6) to i|Q2]?/A.
We performed the simulation on this modified dynamical equation, and we found that,
the effect on the imperfection of the duration of 7/2 and 7 pulses by the varying § values
is not shown within the machine-precision of Matlab. The reason is that the first term
of D' inside the square-root is truly dominant by a factor of ~ 10®, compared to §2. The
Taylor expansion is A’ &~ A + §%/2A, where A ~ 4.7 x 105, With § ~ 103, the difference
is only in the order of 10~7, which does not appear to affect significantly.

Therefore, the dominant non-ideal back-action is from the coefficient of ¢., which dic-
tates the remaining unsupressed noise at ~ 10~® relative order-of-magnitude.

2With the ‘symbolic toolbox’, it appears that one can increase the precision much higher.
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Figure 5.8: Comparison the cases without (blue) and with a perfect feedback. The red
curve is the outcome of the combined effect of the factor of ¢, and the small
effect on D’ (see the text).

6 THE MULTI-ATOM MONTE-CARLO SIMULATION

6.1 DESCRIPTION OF THERMALLY DISTRIBUTED INITIAL VELOCITIES

We are in a position to discuss the realistic multi-atom simulation. The temperature
of prepared cold atoms dictates the initial velocity distribution among many atoms. As
we discussed in the previous section, the initial velocity greatly affects the measured
acceleration, mainly because the atoms move during the Raman pulses and blur the
phase. It will be interesting to see the effect of the temperature on the ‘averaged’ measured
acceleration among many atoms.

Briefly, the temperature and the initial velocity is best understood through the thermal
velocity determined by vy, = /kgT./M. where T, is the temperature. Therefore, vy, is
slowly dependent on the temperature.

We ran an example of Monte-Carlo simulation of the atoms having random initial ve-
locity according to the Boltzmann velocity distribution in equation (5.18), for 1D system.
As a test drive, we set the number of atoms to be 10*. We set the temperature as 50 uK,
having a thermal velocity (standard deviation of the normal distribution) of 0.07 m/s.
The distribution of the initial velocity is shown in figure 6.1 (a). With 10* number of
atoms, still the distribution is rough. Then, we ran the simulation for each of 10* atoms
and found the distribution of the measured acceleration in figure 6.1 (b). The distribu-
tion is not symmetrical centered at the average, due to the asymmetrical influence of the
initial velocity as shown in figure 5.5 (a). The average and the standard deviation of the
measured acceleration are 1.05 X 107 m/s? and 3.86 x 10™* m/s?, respectively.
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Figure 6.1: The initial velocity distribution for 7, = 50 pK (a), and the measured accel-
eration distribution (b). Monte-Carlo simulated with 10* atoms.
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Figure 6.2: Statistical quantities of the Monte-Carlo simulation as a function of the num-
ber of simulated atoms.

6.2 STATISTICAL VALIDITY OF MONTE-CARLO SIMULATION

We also performed the basic checking of the statistical validity of the Monte-Carlo sim-
ulation. The usual way is to see if the statistical quantities such as the average and the
standard deviation over the atoms converge as we increase the number of atoms. The
result is shown in figure 6.2. Up to 1.3 x 10° number of atoms simulated, the average and
the standard deviation of the measured acceleration reasonably converged. The simula-
tion time for 1.3 x 105 number of atoms was 13 minutes on a 4-core modern computing
machine with 8 GB memory. With 1.3 x 10° number of atoms, the average is correct
within 0.1% error and the standard deviation is within 0.3% error.

6.3 EFFECT OF INITIAL TEMPERATURE OF ATOMS

We then performed the temperature sweep to understand the effect of the temperature
on the measured acceleration. Figure 6.3 shows the result. When the temperature is
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Figure 6.3: Monte-Carlo simulation for various temperature values. Blue squares: av-
eraged measured acceleration over 24(~ 1.6 x 10%) atoms, red diamonds:
standard deviation of measured acceleration over the same number of atoms.
The induced acceleration was 1.0 x 107 m/s?. Each simulation resulting a
pair of dots took 2 minutes using a 4-core modern computing machine.

1 uK, the measured averaged temperature over 2'4(~ 1.6 x 10*) atoms is 9.62 x 1074
m/s?, which is consistent with the single atom with zero initial velocity (see the figure
5.1). The standard deviation of the individual acceleration measurement on each atom is
6.42 x 107> m/s?, which is quite narrow. As the temperature increases, both the average
and the standard deviation are affected. Particularly when the temperature is over 10 pK,
the average starts increasing and the standard deviation also starts rapidly increasing.
When the temperature is near 100 pK, the standard deviation is over the half value of
the averaged temperature. As one might guess from the independent study of the effect
of the initial velocity (see figure 5.5 (a)), when the initial velocity distribution is wide, the
measured acceleration is no longer linear with respect to the initial velocity. Then, the
collective measurement of the thermally distributed atom velocities will result in deviation
from the ideal value. Hence, the initial temperature of atoms must be impeccably low
(preferably below uK).

One thing to note here is that, in reality, the quantity that is averaged over multiple
atoms is not the measured acceleration, but the populations |c,|* and |c.|?, which enters
collectively to the equation (2.35). However, it is expected that the qualitative behavior
will be similar whether one takes the average after the equation (2.35) or before it. The
actual values will be different, though, since the formula in equation (2.35) is certainly
nonlinear.
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