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Experiments, modeling and simulation were used to study the nonlinear dynamics of a

jointed-structure in a shock tube. The structure was a full-span square cylinder with internal

bolted connections excited by fluid loading. The width-based Reynolds number was DA The

cylinder was exposed to an impulsive force associated with the incident shock followed by

transverse loading imposed by vortex shedding. Experimentally, aerodynamic loading was

characterized with high-speed pressure sensitive paint (PSP). Digital image correlation (DIC)

concurrently measured the structural response. Maximum displacement occurred when the

vortex shedding frequency most closely matched the structural mode of the beam associated

with a rocking motion at the joint. A finite element model was developed using Abaqus, where

Coulomb friction modeled the nonlinear contact in the joint. The PSP data supplied the input

load to the model as a one-way coupled interaction. The simulations well-matched the trends

observed in the experiment. Overall, the root-mean-square values of the transverse

displacement agreed to within 24% of the experiment. The modeling showed rocking about

the joint during vortex shedding was critical to the nonlinear damping and energy dissipation

observed in the structure. This highlights the importance of jointed-connections to energy

dissipation in structures under aerodynamic loading.

I. Introduction

Fluid-structure interaction (FSI) in unsteady fluid dynamic environments can lead to significant uncertainties in

predictions of structural response. Although a fair amount of FSI work has been conducted in low-speed flows e.g.,

[1], the availability of data in high-speed, compressible flows remains scarce. A few notable examples include the

structural response of a store in an aircraft bay [2], panel response under loading imposed by boundary layers [3-5],

panels subjected to shock wave-boundary layer interactions [6-8] and panel response to supersonic jets. In the latter
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cases, attention is often given to large panel displacements (approx. panel thickness), where the structural dynamics

become nonlinear [7-11].

As nonlinearities are excited in the structural response, the difficulties in predicting the behavior of systems

undergoing FSI are significant. The resulting behavior is highly sensitive to the fluid excitation, which can likewise

be dependent on the structural response. In the present work an additional complication is introduced due to the

presence of mechanical joints, that is, mechanical connections between structural components. In comparison to their

monolithic counterparts, which are appropriately modeled using linear structural dynamics, jointed structures exhibit

increased energy dissipation, and the simulated response over a range of excitation levels cannot be accurately

described using linear viscous damping [12-14]. Moreover, the dynamics of jointed structures are highly sensitive to

the interface parameters, such as the coefficient of friction between surfaces and the normal loads arising from bolt

preload. The prediction of energy transfer from the fluid throughout a structure requires understanding of load path

effects through mechanical connections. Thus, improperly modeling joints may lead to inaccurate structural models

and ultimately overly conservative designs.

Currently, semi-empirical constitutive models are often used for the interface, based on gross parameters such as

joint stiffness, the initiation force required for macro-slip and effective damping coefficients determined from overall

energy dissipation. Such parameters can be measured by specific harmonic loading experiments using mechanical

devices such as an impact hammer or a shaker table [15-17]. However, it is important to capture the range of effective

energy dissipation as the structure experiences different levels and types of loading environments. For example, when

a system is in an environment such as a flow containing unsteady air-shocks, vortex shedding, aeroacoustics, and

turbulence, it is forced in a way differently from the mechanical methods used to calibrate the models. Semi-empirical

models for joints and interfaces need to be validated for environments outside those used for calibration to gain

confidence in their predictive capability in complex loading scenarios. Otherwise, the use of such models for

dissipation may lead to incorrect estimates of vibrations in structures subjected to fluid-dynamic loading due to a

broad range of loading conditions, model form error and insufficient model calibration.

This motivates the present experimental and modeling campaign, which is capable of producing and measuring

the relevant fluid and structural dynamic physical phenomena present in high-speed FSI and predicting such behavior

through computational models. The approach is to drive gas-phase shock waves traveling at approximately 500 m/s

into a canonical jointed-structure designed to exhibit a nonlinear response. Following an impulsive starting load, an

unsteady wake is established in the shock-induced flow. The vortex shedding exerts a transverse loading on the

structure. Additionally, stochastic forcing is present due to smaller-scale turbulent fluctuations in the wake. Therefore,

a physically rich fluid dynamic loading environment exists to drive the FSI, which can be used to test the fidelity of

existing nonlinear structural dynamics models.

Simultaneous high-speed measurements of aerodynamic loading and structural response are required to create a

model validation dataset; however, the small size of the tested structures herein (z 13 mm) precludes the use of

traditional transducers and accelerometers. Further, single-point measurements make model validation difficult

because they cannot fully resolve structural mode shapes or complex pressure fields. Fortunately, high-speed, full-
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field alternatives are available. PSP is becoming prevalent in high-speed aerodynamics [19, 20] and DIC in high-speed

FSI is gaining popularity [8, 10, 20-23].

The present work uses high-speed PSP and DIC simultaneously by placing the DIC speckle pattern overlaid on

PSP. This presents challenges as aero-optical distortions associated with shock waves, turbulence, and shock-heated

gas contribute to measurement error. Additionally, since the DIC speckle is overlaid on the PSP, the DIC pattern must

be filtered out to properly post-process the PSP data. Finally, high-precision DIC is required to capture the structural

displacements that are as small as 5 microns. The shock tube data are obtained at a variety of flow conditions including

cases where a natural frequency of the jointed-beam is near the vortex shedding frequency. This dataset is then used

to evaluate a model incorporating nonlinear energy dissipation at the joints.

The structural response of the beam is subsequently simulated using one-way-coupled structural dynamics, where

the aerodynamic loading obtained via the PSP is used directly as the forcing input to the mechanical model. The

simulated response is compared to the experimental data to assess the viability of the Coulomb friction model [24, 25]

to predict load path effects and to interpret the experimental data in a manner that provides insight into the structural

response characteristics that strongly influence the resulting behavior.

II. Experimental Arrangement

A. Shock Tube Facility

Experiments are performed in the Multiphase Shock Tube (MST) at Sandia National Laboratories, described in

detail in [26] and shown in Fig. 1. Briefly, the MST is a shock tube with a driver section consisting of a circular pipe

89 mm in diameter that is 2.3 m long. The driver is pressurized with air at room temperature. The driven section is a

square cross-section pipe of 79 mm height and width, with a length of 5.9 m. It is filled with ambient air at room

temperature and atmospheric pressure of 84.1 kPa. The test section is located approximately 4.9 m downstream of the

valve and is a specialized square section with optical access via fused silica glass windows on all sides. The top and

bottom portions have solid inserts and provide the mounting points for the beam. Fused-silica windows running the

length of the test section with a height of 25 mm are used to image the experiment.

Driver Section Fast Valve Driven Section Test Section

-2.3 m 0 m

Fig. 1 Diagram of multiphase shock tube with fast-acting valve.

A Dynamics Systems Research (model 725-3.0-6000) fast acting valve acts as the diaphragm. The valve is actuated

using an independent pressure source, allowing for a continuous range of driver pressure conditions. Further, the valve

is electronically triggered to allow for synchronization with light source and camera equipment. The continuous range

of conditions allows the strength of the structural loading to be widely varied.

Six driver pressures P4 are used to span the range of flow conditions described in Table 1. The conditions are

determined by measuring the shock Mach number Ms, in the test section with fast-response PCB pressure transducers

(model 113B27, 100 psi range). Unsteady wave theory is used to calculate the induced properties in the freestream

including velocity U., Mach number Moo, dynamic pressure q. and Reynolds number based on beam width ReD. The
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test time at each condition is about 5 milliseconds (ms). In all cases the reflected shock wave arrives prior to the driver

gas contact surface. The vortex shedding frequency fshed and the associated Strouhal number StD f ( x D I Ur) are

determined by the PSP as is described subsequently. Owing to boundary layer effects [27], the velocity increases

during a test by as much as 12% for the higher driver pressure conditions [28]. The Strouhal number is based on the

average velocity to incorporate this effect. Each condition was run four times to quantify precision uncertainty.

Table 1: Mean Experimental Conditions

P4 (psi) Ms U. (m/s) M. q0.0 (kPa) ReD fshed (kHz) StD
50 1.30 ± 0.01 153 0.41 19 9.12 x 104 1.76 0.14
75 1.34 ± 0.01 173 0.45 27 1.01 x 105 1.98 0.14
100 1.39 ± 0.01 191 0.50 37 1.11 x 105 2.20 0.13
125 1.42 ± 0.01 206 0.53 44 1.17 x 105 2.86 0.16
150 1.45 ± 0.01 219 0.56 52 1.23 x 105 3.08 0.16

B. Test Model

A steel (4340 alloy) specimen with a 12.7 mm x 12.7 mm cross-section was designed to exhibit a nonlinear

response when subjected to an impulsive loading (Fig. 2). Preliminary finite element analysis (FEA) was used to

ensure that a natural frequency of the beam sensitive to vortex shedding would be active near the anticipated vortex

shedding frequencies. The model consists of a back plate containing two threaded interfaces on raised flanges. These

bolts connect to a flange on a thin ̀ C-shaped' shell. The pressure loading on the faces of the shell is transferred through

to the internal bolted joint, causing a localized strain and slip that is nonlinear depending on the input loading. Further,

rotation of the shell about this joint can occur under asymmetric loading imposed by vortex shedding. The pressure is

measured using PSP on all three of the painted shell faces of Fig. 2. DIC is measured on the front face visible by both

cameras.

The back plate of the beam is connected directly to the shock tube using UNF V-28 bolted connections, torqued

to 100 in-lbs. This torque level was verified to be sufficient to prevent measurable slippage of this bolted connection

during the experiment. The internal bolts are UNF #3-56, torqued to 8.0 ± 0.5 inch-pounds. The intent was to have the

back plate be essentially rigid; however, as discussed subsequently, the structural dynamics of the back plate do affect

the interaction. The shell piece is 2.5 mm shorter than the back plate, preventing contact between the shell and the

shock tube walls as the shell undergoes motion.

External Joints ---

(a) (b)

Raised Flange

Back Plate

Fig. 2 Model beam: a) schematic and b) photo showing the beam disassembled.
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The full-span beam assembly is mounted in a vertical orientation within the shock tube; the resulting coordinate system

is defined in Fig. 2. The origin is located on the center of the front face of the beam. Displacements in x correspond

to a response generated from a front face pressure and y-displacements correspond to responses from asymmetric

pressure loading on the top and bottom face. As expected, the z-displacements are minimal and are omitted herein.

C. Optical Setup

A stereo imaging configuration is used as shown in Fig.

3. Phantom v2512 high speed cameras are used for imaging

(28 pm pixels, 1280 x 800 px at 20 kHz). A cropped image

size of 256 x 304 is used for this experiment, while the frame

rate is maintained at 20 kHz. An exposure time of 49 ps

captures sufficient signal from the PSP. A pair of Nikon

zoom lenses (set to 85 mm) are used with LaVision

Scheimpflug mounts, allowing a low aperture (f/2.8) to

capture additional signal while aligning the focal plane with

the front face of the beam. Long-pass filters are attached to

the front of the lens to block the excitation light and pass only

the emitted light, as described in Section II.D. The field-of-view captured the center 25 mm of the front face of the

beam in both camera systems. The center portion of top and bottom faces of the beam (shaded region in Fig. 2a) is

captured independently in the two separate cameras. Note that viewing of the entire beam span was precluded by the

25-mm tall test section windows. The physical scaling of the system is 9.4 px/mm. At f/# = 2.8, the depth-of-field

is smaller than the depth of the beam even with the Schiempflug mounts. Therefore, as a compromise between the

DIC on the front surface and the PSP on the top and bottom faces, the focus plane is set slightly behind the front face

of the beam, so that the top and bottom beam faces are also within the depth-of-field. The stereo-angle, defined as the

total angle between the lenses, is approximately 60° and the stand-off distance is approximately 200 mm. The cameras

systems are mounted to a large floating vibration isolation table to reduce propagation of shock tube motion through

to the cameras.

Fig. 3 Photo of optical setup.

D. Pressure Sensitive Paint

The PSP uses a formulation proposed by Egami et al. [29]. A ruthenium luminiphore (Ru(dpp)3) is mixed within

a room-temperature-vulcanizing (RTV) binder containing nanoscale boron nitride particles. The particles provide a

porous surface for interaction with surrounding oxygen, yielding a time response of approximately 12 ns. The three

constituents are mixed following an 80% particle-to-(polymer+particle) weight ratio using toluene as a solvent:

Ru(dpp)3: polymer : particle : toluene = 3 mg : 60 mg : 240 mg : 10mL

The formulation is stirred for twelve hours using a magnetic stirrer and applied using an airspray gun. The paint then

cures for 30 minutes in a vacuum chamber.
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Illumination is provided by four ISSI LM2XX-DM-460 water-cooled LED arrays, each outputting 12 W at 460 ±

31 nm. The light enters the test section via the same side windows used for imaging. The paint excitation wavelength

peaks at 475 nm and emits at a center wavelength of 600 nm. A pair of 550 nm long-pass filters (MidOpt LP550) are

used on the cameras to block the excitation light.

The Stern-Volmer ratiometric method is used to convert image intensities to pressures (see e.g. [30]). The

calibration of [29] found a pressure sensitivity of 0.62%/kPa and temperature sensitivity of 1.05%/°C for this

formulation. This temperature sensitivity is significantly less than PtTFPP [19], which is particularly advantageous

for use in a shock tube where there is a temperature rise after the shock.

An in-situ calibration process is applied as follows. The 'wind-off image /0 is the average of 10 images before the

arrival of the shock wave. The ratio /0// is compiled for each subsequent image. An initial intensity ratio (/0//)0 is

defined before arrival of the incident shock and a final intensity ratio (1011)R is calculated after the arrival of the

reflected shock. To calculate surface pressure P, the signal is then normalized by these values and multiplied by the

pressure after the reflected shock PR as measured using an external PCB sensor as shown in equation 1. This

corresponds to a linear calibration between the initial ambient pressure and post-reflected shock pressure. The latter

is the same across all beam surfaces and at the PCB sensor because the flow is approximately stagnated.

PR(IoII)
P = 

(IolOR — (1010o
(1)

An example of a raw image from each camera is shown in Fig. 4a. An image registration procedure is required

when analyzing PSP to map the images to a physical coordinate system. Furthermore, during a run the beam vibrates

and causes the ̀ wind-on' images to lose alignment with the reference 'wind-off image. This issue is common in wind

tunnel facilities and can be corrected using image registration with multiple-markers [31, 32], or lifetime PSP which

does not require a wind-off reference [33]. The former is applied in this work.
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Left Camera

Right Camera

(a)

Top Face

Front Face

Bottom Face

-1.0 -0.5 0 0.5

z/D [-]

(b)

1.0

1.0

0.5 x/D

0

Fig. 4 Comparison of raw images and PSP results: a) raw images from each camera prior to shock arrival and
b) unwrapped PSP images with speckle pattern removed and filled. The time of the PSP images corresponds to
shock arrival. Note that the PSP intensity has been inverted such that high intensity equates to high pressure.

A three-step procedure is used to process the images. First, a projective transformation 'unwraps' the raw images

from the top, bottom and front of the beam to the known physical coordinates. The projective transform is defined

from four points manually identified on each face in the reference image. Second, a correction is applied for small

misalignments due to vibrations by tracking the speckle pattern on all sides of the beam via a rigid image registration

algorithm (Matlab imregister). Third, the speckle pattern is separated from the PSP signal and filled. A simple

threshold of 30% of the mean reference image intensity is used to create a mask and the masked regions are filled

using a Laplacian inpainting algorithm (Matlab regionfill). An example of processed PSP images resulting from this

three-step process is given in Fig. 4b. Additional details on this process can be found in Lynch et al. [26].

E. Digital image correlation

Stereo DIC is used to measure the surface deformation of the front face of the beam as this is the only face that is

seen by both cameras (Fig. 4). The speckle pattern is applied on all sides using a simple ink stamp (Correlated Solutions

square ink stamp, 0.33 mm dot size). As discussed previously, the speckle pattern on the top and bottom faces is used

only for the PSP image registration and not DIC. The thin layer of ink effectively blocks the UV excitation light from

reaching the lumiphores and results in a high-contrast pattern. On the front face, which is measured by DIC, a sparse

speckle pattern is used as a compromise between the optimal speckle density for DIC and maintaining sufficient PSP

coverage. In 16-bit quantization, the minimum intensity within the speckles is about 1900 counts and the maximum

intensity is about 14000 counts. The image noise level, defined here as standard deviation of the background, is 260
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counts. This yields a contrast, defined here as (14000-1900) / 260 = 50, which is found to be sufficient for DIC

processing.

Correlated Solutions VIC-3D v8 software is used for calibration and evaluation. Two sets of calibration images

are collected, one using a standard dot-grid calibration target and a second using a speckled flat plate that fills the field

of view. Approximately 100-200 images are captured of each target as the target is rotated, tilted, and plunged within

the field-of-view and depth-of-field of the two optical systems. Correlated Solutions recently introduced a complex

camera model (variable ray origin; VRO, 5th order), which takes tangential distortions through windows into account.

A hybrid calibration is used. This method uses the correlation results from the speckled plate to calibrate the complex

camera model and the dot-grid target to set the scale (i.e., pixels to millimeters).

Processing uses a subset size of 35 pixels, a step size of 10 pixels and an affine subset shape function. Because

the beam motion during the experiment has low spatial gradients and the speckle pattern is sparse, a large subset size

is used to reduce noise. A large step size reduces processing time. Further, a low-pass spatial filter is applied to the

images prior to correlation.

A polynomial fit is applied to the DIC data to remove/detrend large-scale motion/recoil of the shock tube in time.

Finally, independent tests using a rigid beam are used to estimate the measurement uncertainty. These experiments

yielded errors of z +/- 3 microns in v (y-displacement) and +/- 8 microns in u (x-displacement) after the passage of the

shock. At the time of shock passage and up until 1.0 ms thereafter, the errors rise to +/- 5 microns in v and +/- 40

microns in u owing to refractive effects [34].

III. Representative Experimental Results

A. Pressure Sensitive Paint

Representative pressure traces obtained at a driver pressure of 75 psi (Table 1) are shown in Fig. 5a. The pressure

traces are averaged over each face and compared to a wall-mounted PCB pressure sensor. The sensor signal has been

aligned in time with the arrival of the incident shock even though it is at a location upstream of the beam. This causes

the reflected shock to arrive later in time for the sensor signal. Following the incident shock, the pressure rapidly rises

on all sides of the beam, with a front face loading approximately twice that of the transverse surfaces. The data are

also plotted as a function of normalized time t* = tU. / D, which is the appropriate normalization for impulsively

started flows. The pressures on the sides of the beam exhibit an in-phase shedding initially and then gradually transition

to an out-of-phase shedding for the remainder of the run. This transition occurs at t* "-z--', 10, consistent with previous

high-speed PIV measurements made in the wake of the cylinder [28]. The vortex shedding is further described in the

pressure difference (AP) trace shown in Fig. 5b, where a clear periodic forcing is observed. As discussed subsequently,

this periodic vortex shedding leads to a substantial transverse fluid dynamic forcing of the beam shell. Finally, the

reflected shock arrival at about 5 ms terminates the flow and the vortex shedding.
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Fig. 5 Pressures during a 75-psi run: a) PSP traces spatially averaged over each face compared to a wall-
mounted PCB sensor and b) averaged pressure difference between top and bottom faces.

B. Digital Image Correlation

Example displacement results averaged over the four experiments with a driver pressure of 75 psi are shown in

Fig. 6. The displacements correspond to the coordinate origin, namely the center of the front face. Displacements are

given up to about 0.5 ms prior to the arrival of the reflected shock Immediately apparent is a strong oscillatory

behavior in the v-component caused by vortex shedding (Fig. 6b). The time-varying envelope is less significant as

four runs are not enough to statistically resolve envelope trends associated with vortex shedding at high Reynolds

numbers [28]. There is also less-pronounced periodic motion in the u-component (Fig. 6a).

3

20

10

0

-10 _ I

-20
0

(a)

\f

1 1111

0.5 1 1.5 2 2.5 3 3.5 4 4.5

t (ms)
(b) 

20

15 -

10 I

-20  I i I I 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

t (ms)

Fig. 6 Example displacements of the center of the front face of the shell, averaged over four runs, at a driver
pressure of 75 psi: a) u-displacement (in the direction of the fluid flow) and b) v-displacement (perpendicular
to the fluid flow). Error bars are the precision uncertainty taken here to be the standard error.

Proper orthogonal decomposition (POD) is used to visualize the most energetic motions of the beam during the

interaction. Such an exercise is particularly useful for subsequent comparison to the finite element modeling. The
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displacement data u(x, t) is decomposed into a set of spatially-dependent modes ttii (x) and time-dependent mode

coefficients cti (t) according to equation 2, where x are the set of spatial coordinates, t is the time, i is the mode index,

and the overbar indicates a time-average. Following the procedure in [35], the u-, v-, and w-components are formatted

into a single matrix and the Matlab ̀ pca' function is used to perform the decomposition.

u(x, t) — U(x) = ai (t)4)i (x) (2)

The POD mode shapes 'Pi (x) provide a clearer picture of the identified underlying beam motion rather than direct

inspection of the displacement fields. The first two modes, comprising approximately 60% of the total energy, are

shown in Fig. 7, where the modes are multiplied by a mode coefficient of -1/+1 (red/blue) to assist visualization of

their oscillatory behavior. The first POD mode represents a streamwise translation of the beam in the x-direction (u-

component of displacement). The second POD modeis a rocking mode, where the face of the beam rotates along its

central axis, causing a pronounced v-component displacement in the y-direction with a smaller u-component of

displacement in the x-direction as illustrated in Fig.7b.

❑

0.5

-03

z/D 1-1

0.5

x/D

-0 5

0.5

0

-0 6

Ob) z/D [-]

-0.5

Fig. 7 POD modes of beam displacement: a) streamwise translation and b) vertical rocking.

IV. Numerical Methods

A finite element model of the system is developed using the Dassault Systèmes FEA software Abaqus with the

primary goal of investigating the nonlinear structural dynamics of the specimen under complex aerodynamic loading

in the shock tube. A secondary goal is to test the performance of the Coulomb friction model in this scenario. The

experimental data are utilized to both calibrate and validate the model. Several assumptions allow the structural

dynamics modeling to be tractable including:

1) The PSP measurements are individually averaged over each of the three measured surfaces of the specimen to

create uniform, time-varying pressure distribution applied to each face that served as force inputs to the model.

In addition to the assumption of uniform pressure, this assumption assumes that the pressure measured over the

middle-third of the beam (Fig. 2), is equivalent across the beam. With continuing time, the sidewall boundary

layers grow, which will decrease the validity of this assumption. Specifically, in the higher driver pressure runs

the boundary layer thickness is as high as 25% of the beam span on each side [28].
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2) The pressure fluctuations on the back plate (i.e., in the turbulent wake) are not measured and are assumed to be

negligible to the interaction since the back plate has higher rigidity in comparison to the shell.

3) The FSI is taken to be one-way-coupled, so that the fluid loading as measured in the experimental system is

applied as a time-dependent loading on the mechanical model.

4) The 1/4-28 bolts attaching the beam to the shock tube (Fig. 2) are modeled as perfectly fixed boundaries.

The calculated displacement outputs of the model in response to the known pressure inputs are compared with DIC

measurements in the shock tube to validate the simulations. After this assessment, an investigation into the nonlinear

dynamical system properties of the system is described to better understand the relationship between the fluid loading

and the structural response.

A. Model Development and Verification

A cutaway view exposing the bolt and jointed interface is shown in Fig. 8. Because of the symmetry of the

structural specimen and because the PSP measurements are averaged over the individual surfaces of the specimen, the

analysis is symmetric about the mid-plane. As a result, symmetry boundary conditions (BCs) are applied. In the

experimental setup, it is only possible to capture the pressure on the top, front, and bottom faces; therefore, the pressure

on the back face is assumed to be negligible and remain at nominal ambient pressure. Numerical experiments showed

that the response was insensitive to variations in the value of constant pressure applied on the back face of the beam.

Additionally, the outer bolt hole in Fig. 8 is modeled using fixed boundary conditions.

Fixed BC

Joint

Fig. 8 FEA model geometry taking advantage of symmetry (cutaway-view).

The experimental pressure loading data are applied to the model as external loads that are invariant with the state

of the system, i.e. the effect of the vibration of the structure on the surrounding fluid is not considered in this one-way

coupled approach. The primary source of nonlinearity in the model is the interface of the bolted connection at the joint

shown in Fig. 8. The friction at the interface is modeled using Coulomb friction. The analysis of the part under fluid

dynamic loading is simulated using explicit dynamics. Prior to simulating the shock response, the bolts in the joint are

preloaded to capture the correct initial equilibrium state of the model. The typical subroutine for preloading bolts in

is unavailable in Abaqus/Explicit. To compensate, the bolt is preloaded in a two-step process as detailed in Mathis

[3 6] .
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To verify the numerical accuracy of the model, a mesh refinement study is conducted to understand the sensitivity

of the fundamental natural frequency of the system to the nominal mesh size. The mesh is generated using 8 node

brick elements with full integration (C3D8 Abaqus elements). The results are presented in Table 2. The initial mesh

size of 0.4 mm is chosen to achieve qualitatively reasonable resolution. The fundamental natural frequency decreases

with mesh size, as expected, with changes on the order of 0.1%. A mesh size of 0.30 mm is chosen for the remaining

analyses based on computational time considerations and the ability to resolve the fundamental mode frequency.

Table 2: Mesh Refinement Study Results

Nominal Mesh
Size (mm)

Fundamental Natural
Frequency (Hz)

Percent
Change (%)

Number of
Nodes

0.40 2849.1 65,741
0.35 2845.5 0.13 90,385
0.30 2844.8 0.02 138,256
0.25 2841.0 0.13 169,722
0.20 2838.3 0.10 382,079

The temporal convergence of the model is verified by allowing the model to settle to equilibrium over a variety of

time-step sizes. Because energy dissipation through friction is a mechanism of interest, the effect of the time-step size

on frictional energy dissipation is studied to determine convergence. The time-steps are chosen based on information

provided by the Abaqus manual regarding automatically calculated stable time-steps. The "Automatic" time-step size

is a coarse step calculated within Abaqus and is based on the more conservative "1 x" time-step size. This "1 x" time-

step is also automatically calculated by the FEA code as a function of the CFL (Courant-Friedrichs-Lewy) condition.

Subsequent refinements of that time-step are listed as "2x" and "3x," respectively. The results of the time-step

refinement study are shown in Table 3. It is determined that the "2x" time-step is sufficiently refined for the purposes

of capturing the frictional energy dissipation in the joint.

Table 3: Time-Step Refinement Study Results

Description Time Step (ns)
Frictional

Dissipation (mJ)
Percent

Change (%)
Automatic 15.9 3.1 -

l x 10.5 3.5 15.5
2x 5.3 3.3 7.9
3x 3.5 3.3 0.98

B. Model Calibration

Several parameters of the model are calibrated based on available materials data. The 4340 steel is assumed to

have standard elastic material properties including a modulus of elasticity of 205 GPa and Poisson's ratio of 0.29 [37].

The part density is 7640 kg/m3 as determined by a mass scale. Based on the 8 inch-pounds of experimentally applied

bolt torque, the associated preload force within the bolt is calculated to be 266 pounds-force. This is based on standard

engineering approximations presented in Budynas and Nisbett [38]. Additionally, the Motosh equation from Bickford

[39] yields comparable results. A coefficient of friction of 0.5 is used to model frictional contact in the jointed

interface, which has been found to give good agreement with experimental data for a similar structure under the same
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fluid dynamic loading in the present shock tube [36]. As discussed subsequently, under high-amplitude forcing, the

beam response to vortex shedding is quite sensitive to this parameter.

C. Comparison of Modeled and Measured Linear Modes

Experimental modal testing was performed on the structure, and the modes with the lowest four natural frequencies

are compared with modes identified from linear modal analysis from the finite element model. Note that these are

distinct from the POD modes described above, which arise from the experimental data taken during the operation of

the shock tube. The modal testing uses a Maul-Theet automatic impact hammer with a PCB 086E80 load cell to

measure the excitation force and a Polytec PSV-500 Xtra scanning laser doppler vibrometer (LDV) to measure the

vibration response without significantly mass-loading the part. The modal test is conducted with the beam mounted

in the shock tube as in the experiment, but with a sidewall removed to facilitate hammer placement (Fig. 9a). The back

plate is impacted with a force of 5 N, which is sufficient to excite modes measured on the front and top face of the

shell with the LDV. Modes are fit using the Synthesize Modes and Correlate (SMAC) algorithm [40]. The measured

frequency response functions (FRFs) are summarized with the complex mode indicator function (CMIF) [41] shown

Fig. 9b. In short, the CMIF has same output / input units as an FRF and essentially condenses multiple frequency

response functions (FRFs) obtained in the LDV scan into a single curve to assist in the detection of modal peaks in

the collected data. As labeled in Fig. 9b, four primary experimental modes are identified for frequencies less than 5

kHz. The measured mode frequencies and damping coefficients are listed in Table 4. Since the rocking mode appears

as a broad plateau, an approximate frequency range is listed instead of a discrete value.

Turning Mirror

(a)

106

102

10 '
0 1000 2000 3000 4000 5000

Frequency (Hz) 

Bending /
Translating

(b)

Fig. 9 Modal testing: a) photo of the experimental setup and b) CMIF with description of four most energetic
linear modes.

The four primary mode shapes from the linearized finite element model are illustrated in Fig. 10. These shapes

were determined to be in good visual agreement with the experimentally extracted mode shapes from modal testing.

The rocking mode (Fig. 10a) occurs with bending of the inner jointed connection which imparts some bending onto

the back plate (not shown here). The data obtained during shock tube runs show a pronounced streamwise translation

of the shell (e.g., Fig. 7a). The modeled 'bending-translating' mode (Fig. 10b) suggests that this translation is primarily
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due to bending of the back plate and not slip at the joint interface. Thus, the modeling concurrent with experiment

allows the influence of the back plate on the two primary structural modes to be discerned. The two shell modes (Fig.

lOc and Fig. lOd) are straightforward to interpret. Table 4 compares the experimental and numerical natural

frequencies. These results show there to be relatively good agreement between the model and the experimental modal

testing. The higher modeled natural frequencies are most likely due to excessive stiffness of the fixed model boundary

condition compared to the more compliant boundary condition in the experimental apparatus.

Table 4: Measured (Modal Testing) and Modeled Linear Modes

Mode Description
Experimental Damping

(%)

Experimental
Frequency (Hz)

Model
Frequency (Hz)

Percent
Difference (%)

Rocking
Bending-translating
Out-of-Phase Shell
In-Phase Shell

1.24-1.91
0.55
1.4
0.45

2480-2720
2810
4050
4390

2880
3050
4140
4380

+6-14
+8
+2
0

V. Results and Discussion

A. Comparison of Experiment and Simulation

Streamwise displacements (u-component) for a 100-psi run are compared in Fig. 11a. The traces are averages of

the four available runs. In the case of the modeled response, the simulation was run four times using the four separate

PSP loading inputs. Over the first 1.5 ms, the agreement between the experiment and model is relatively poor. This in

part due to light refraction effects occurring at early times, which can lead to experimental bias errors of 1 Os of

microns; however, at later times greater than about 3 ms, the agreement continues to suffer. A comparison of power

spectral densities (PSDs) is shown in Fig. 11b. Each PSD is computed in an identical fashion using the Welch

windowing algorithm (pwelch function) in Matlab. Both the experimental and modeled PSDs show prominent peaks

at the bending-translating and shell mode frequencies identified in the modal test and linear modeling. However, the

PSD amplitudes vary by about 50%. Collectively, these results suggest the excitation applied to model as constrained

by the assumptions described above may not be truly reflective of the experimental conditions. Nevertheless the

spectral characteristics of the experimental and simulation results are qualitatively similar, and attention now turns to

the transverse displacements, which will be shown to be a much stronger driver of nonlinear response in the present

work.
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Bending / Translating
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(c) (d)

Fig. 10 Primary mode shapes returned by the linearized finite element model: a) rocking mode b) bending-
translating mode, c) out-of-phase shell mode and d) in-phase shell mode. Red and blue denote maximum and
minimum displacements, respectively. Only % of the mode shape is shown for the bending-translating mode.
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Fig. 11 Comparison of measured (blue) and modeled (green) streamwise displacements during a 100-psi run:
a) averaged time-traces and b) averaged PSDs. The error bars here and throughout this section represent the
standard error (precision uncertainty).

PSDs of the fluid dynamic forcing, measured displacement and modeled displacement in the transverse direction

(v-component) are compared as function of driver pressure in Fig. 12. The forcing signal is defined to be AP (e.g.,

Fig. 5b). At 50 psi (Fig. 12a), the maximum response occurs at the frequency corresponding to maximum fluid forcing,

namely the vortex shedding frequency. The modeled peak displacements are in excellent agreement with the

experiment. Additionally, a smaller peak appears in both the modeled and experimental spectra (label A) at the natural

frequency of the rocking mode. As the driver pressure increases to 75 psi (Fig. 12b), the vortex shedding frequency

increases as expected. Once again, the experimental and modeled spectra exhibit the greatest amplitude at the vortex

II

measured
modeled
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shedding frequency and a peak at the rocking mode frequency (label B) remains The response in this case, however,

is much greater owing to the marked increase in vortex shedding strength. Moving to a driver pressure of 100 psi (Fig.

12c), results in a decrease in fluid dynamic forcing, but similar observations regarding the structural response curves

remain. Peaks are present at the forcing frequency and the rocking mode frequency (label C). At the three driver

pressures discussed thus far, St z 0.14, which is consistent with measurements by Okajima [42], albeit at lower ReD.

The v-component displacement spectra exhibit distinctive characteristics as the driver pressure is increased further.

At 125 psi (Fig. 12d), the vortex shedding amplitude is greatest at 2.2 kHz < f < 2.9 kHz. This range of frequencies

contains the entire range of the structural rocking mode as determined from the impact hammer experiment (Fig. 9b,

Table 4). This frequency range also contains the rocking mode in the Abaqus model, which has its natural frequency

at 2.9 kHz. As a result, both the experimental and modeled displacement spectra exhibit maxima at the rocking mode

frequency. At the maximum driver pressure of 150 psi (Fig. 12e), the vortex shedding frequency increases to 3.1 kHz.

In contrast to the previous cases, the structural response no longer peaks at the fluid forcing frequency. Rather, the

maximum modeled and measured displacements occur at 2.9 kHz near the rocking natural frequency. Notably, this is

also the frequency of the bending-translating mode in the modal testing experiment. It is possible that this primarily

streamwise mode also influences the interaction. The Strouhal number at the two highest driver pressures shifts to

0.16, noticeably higher than at the lower driver pressures. It is possible that the sfructural dynamics are influencing

the pressure field in these cases such that two-way-coupling may be occurring.

Despite the FSI complexity, the modeling and experiment show similar trends. A comparison of v-component

PSD amplitudes is shown in Fig. 12f as a function of dynamic pressure qœ. Both the model and experiment show an

overall expected trend of increasing response with increasing qœ. The maximum response in the experiment occurs in

the 125-psi driver case since the fluid and structural frequencies are most closely matched at these conditions. On the

other hand, the modeled response shows a maximum in the 150-psi driver case, possibly because the rocking mode

natural frequency is greater in the model than in the experiment. The z 10% difference in natural frequency values

returned by the model and the modal experiment may be a contributor to discrepancies in the 150-psi driver case.

Naturally, the response is quite sensitive to the proximity of structural modes to forcing frequencies.

An analogous comparison of time traces as a function of driver pressure is displayed in Fig. 13a - Fig. 13e, where

each trace is the time-average of the four available runs. Additionally, transverse displacement fluctuation levels are

summarized in the root-mean-square (rms) plot of Fig. 13E Excellent agreement in amplitude and phase is observed

at the lowest driver pressure (Fig. 13a). At 75 psi (Fig. 13b) and 100 psi (Fig. 13c), the phase agreement remains

excellent while the model under predicts displacement by z 25% (Fig. 13f). The model captures the envelope variation

trends at these pressures (e.g., the decreasing amplitude at 100 psi for times greater than 1.5 ms). Similar observations

can be made as the driver pressure increases to 125 psi (Fig. 13f). The measured and modeled rms levels agree to

within r-z 10% (Fig. 13f) and a decreasing envelope is observed at times greater than 1.2 ms. There is, however, a phase

difference between the model and experiment that grows with increasing time. A similar, though more pronounced

phase difference can be seen at 150 psi (Fig. 13e). In contrast to the lower driver pressures, there is a phase difference

between the experimental forcing and response traces at 125 psi and 150 psi. This phase difference stems from the

difference in resonant frequency in the experimental setup and the finite element model. On average, the rms levels
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of the experiment and model agree to within 24%. This and the fact that the model captures the overall trends of the

experiment quite nicely lends confidence to using FEA to elucidate nonlinear joint dynamics during the interaction.

B. Nonlinear Dynamics of the Jointed-Structure under FSI

Using the verified, calibrated, and validated model, several additional simulations are run to investigate the

nonlinear structural dynamics and the effect of friction on the response under shock- and fluid-dynamic loading. The

experimental pressure load from a 125-psi driver test (e.g., Fig. 13d) is applied to the model. Notably, this case

represents the highest experimental response where the structural natural frequency of the rocking mode most closely

match the frequency content of the vortex shedding.
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Several simulations are run while varying the coefficient of friction in the joint interface. The effect of changing

the coefficient of friction on the modal energy profile is shown for the first four most energetic modes is shown in

Fig. 14. The modal energy is calculated by decomposing the response of the system into modal coordinates as,

q = (13+u (3)

where q is the vector of time-varying modal coordinates, u is the vector of displacements, and ozt1+ is the Moore-

Penrose inverse of the mass-normalized modal matrix calculated using Abaqus. The energy in each mode, Ei, is the

calculated according to,

1 1

Ei = 2 9tz+ ql (4)

where qi is the modal coordinate for the i-th mode, dots denote time derivatives and (Di is the natural frequency of the

i-th mode.
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This analysis shows that the rocking mode (Fig. 14a) is most significantly affected by changing the nonlinear

interface properties of the structure, whereas the other modes are relatively unaffected as the coefficient of friction is

varied. The bending and shell modes (Fig. 14b, Fig. 14c and Fig. 14d) are roughly invariant with respect to the interface

properties as these modes either do not impart significant stress in the joint, or the modes are not driven enough in the

shock tube to sustain frictional loss. In contrast, the rocking mode (Fig. 14a) identified from the linear modal analysis

imparts a significant shear stress across the jointed interface thus causing frictional slip, which contributes to changes

in stiffness and damping for the mode. Specifically, the modal energy is on average about four times greater when µ

= 0.8 case in comparison to when µ = 0.1. This result implies that the rocking mode is by far the most pertinent to the

nonlinear damping and energy dissipation in the structure. This observation is further supported by plotting the total

energy in the system for all friction coefficients, as shown in Fig. 15. The only source of energy dissipation in the

model comes from the frictional energy losses, and hence any deviations in the total energy to the same input load can

be attributed to the changes due to the modal contributions from the rocking mode. Since the vortex shedding of the

fluid drives the response amplitude of the rocking mode, it can be concluded that this fluid dynamic mechanism is

most responsible for causing the nonlinear energy dissipation in the structure.
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x o-3

Fig. 15 Total energy of the structure for various friction coefficients.

Additional observations are made regarding the effects of the impulsive start of the shock tube flow on the

structure. Analogous to a hammer impact, the bending-translating (Fig. 14b) and the out-of-phase shell (Fig. 14c)

modes begin immediately upon arrival of the air-shock. Contrastingly, the rocking and in-phase shell modes take about

0.5 ms 10t*) to ramp up as the vortex shedding initiates. The excitation of these modes depends on the loading

mechanism due to the aerodynamic loading, either impulsive or oscillatory, which ultimately drive the loads applied

in the joint and provide the source of mechanical energy dissipation. Altogether, these results highlight the importance

of nonlinear structural dynamics in general and mechanical interfaces specifically when attempting to model and

simulate the response of structural systems under unsteady aerodynamic loading conditions.
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Conclusions

Experiments and modeling were used to study the nonlinear dynamics of a jointed-structure in a shock tube with

post-shock velocities ranging from about 150 m/s — 220 m/s. The structure was a full-span square cylinder with internal

bolted connections designed to be excited by vortex shedding, which occurred over a frequency range of 1.9 kHz —

3.2 kHz. The Reynolds number based on cylinder width was on the order of 105. In the shock tube, the cylinder was

exposed to an impulsive, streamwise force associated with the incident shock wave followed by transverse loading

associated with vortex shedding.

In the experiment, aerodynamic loading was characterized with high-speed PSP, while DIC, sensitive to

displacements of only a few microns, concurrently measured the structural response. Combined analysis of the PSP

and DIC data allowed the amplitude and phase coupling between the transverse force and beam response to be

investigated. The simultaneous aspect of the measurement was critical in identifying the relationships between loading

and response for the different conditions. The maximum cylinder displacement occurred when the vortex shedding

frequency most closely matched the structural natural frequency of the beam associated with rocking motion at the

joint of the cylinder, which also developed significant loading on the joint.

A finite element model of the system was developed using Abaqus with the goal of investigating the nonlinear

structural dynamics of the cylinder under fluid-dynamic loading. The contact at the internal joint interface was

simulated using Coulomb friction, leading to nonlinear dissipation in the simulated dynamics. The model returned

linear structural mode frequencies that agreed with those measured via an impact hammer to within 10%. Differences

were attributed to modeled boundary conditions, which were treated as perfectly fixed where the structure attached to

the shock tube walls. The pressures measured with PSP were averaged over each face of the cylinder and used to load

the finite element model. Additionally, the FSI was assumed to be one-way-coupled such that the structural

displacements did not influence the flow-field.

With these assumptions, the simulations were able to match the general trends observed in the experiment over a

wide range of driving pressures. Overall, good phase agreement between the experiment and model was achieved.

Furthermore, for a single set of structural and interface parameters the root-mean-square values of the transverse

displacements agreed to within 24% on average over the range of loading conditions. The validated model was then

used to study the nonlinear structural dynamics during the FSI. In particular, the modeling and simulation results were

used to identify structural modes that were most sensitive to the modeling of the joint and interface parameters. Vortex

shedding was found to excite a structural mode exhibiting rocking motion about the joint interface leading to the

nonlinear damping and energy dissipation in the structure resulting from frictional slip at the joint. More specifically,

the modal energies associated with this nonlinear mode varied by a factor of four depending on the value chosen for

the coefficient of friction. Finally, the use of this nonlinear interface model for the friction at the joint interface leads

to accurate predictions of the observed response over a wide range of loading conditions without the need to calibrate

the model for each loading condition.

Collectively, this combined experimental-modeling study highlights the potential importance of jointed-

connections to energy dissipation under FSI loading and the need to accurately represent the nonlinear interface
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dynamics An understanding of energy transfer through structural load paths is critical for accurate predictions of

structural response.
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