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Abstract: 

The primary objectives of the proposed research was the development of deterministic, 

physico-electrochemical models for predicting the accumulation of localized corrosion damage 

(pitting corrosion, stress corrosion cracking and corrosion fatigue) in the primary coolant circuits 

of the currently operating fleet of Light Water Reactors (LWRs) and the embedment of the models 

into the Grizzly code currently currently being developed at the Idaho National Laboratory as part 

of their program on nuclear power plant component aging.  Localized corrosion in LWR (BWR 

and PWR) primary coolant circuits (PCC) is primarily an electrochemical phenomenon, 

augmented by mechanics and microstructure, the rate of which is determined by certain 

electrochemical properties, such as the electrochemical corrosion potential (ECP), solution 

conductivity, temperature, pH, flow rate, and the kinetics of the reduction of  redox depolarizers 

(e.g. O2, H2O2, and H2) on the surfaces external to the crack, in addition to mechanical loading 

(stress intensity factor on the crack) and micro-structural/micro-chemical factors (grain size, 

precipitates, etc).  Because the efficient control of environmentally-assisted cracking (EAC) 

damage accumulation requires the accurate control of these parameters, it is necessary to develop 

codes that can accurately predict ECP and crack growth rate (CGR) at any point in the primary 

coolant circuit (PCC) over wide ranges of temperature (25 oC to 320 oC), pH (6 – 8), ECP (-0.9 

Vshe to 0.2 Vshe), solution conductivity, flow rate (1 – 6 m/s), and stress intensity factor (5 MPa.m1/2 

– 50 MPa.m1/2).  Knowledge of these parameters, along with suitable damage prediction codes, 

would allow an operator to predict the accumulated damage in PCC as a function of the future 

operating history of the reactor (the “corrosion evolutionary path,” CEP).  In performing this study, 

we have further developed our previous prediction codes in the form of BWR_MASTER and 

PWR_MASTER by upgrading all sub-models for calculating radiolytic species concentration, 

ECP, and crack growth rate (CGR) as a function of reactor operating variables (power, radiation 

density, temperature, location in the PCC, flow velocity, coolant pH and conductivity, and 

operating history).  The codes have been used to predict the accumulation of IGSCC damage in 

Type 304 SS in the core shroud of a BWR over a fuel cycle and to estimate the damage at the same 

location during start-up, considering transients in reactor power, temperature, and conductivity 

(due to hide-out/hide-out return).  The predicted damage is in good agreement with plant 

observation.  Regarding PWRs, we have developed two new models for calculating CGR in mill-

annealed, Alloy 600, by considerably upgrading the MPM (mixed potential model for estimating 
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the ECP), the Coupled Environment Fracture Model (CEFM) that were originally developed to 

predict ECP and CGR in sensitized stainless steels, to predict CGR in nickel-base alloys, as well 

as developing a micro-void pressurization model for also estimating CGR in MA Alloy 600.  Both 

CGR models yield CGRs that are in excellent agreement with the experiment.  We have also 

successfully developed crack initiation models for both stainless steels and mill-annealed, Alloy 

600.  That for stainless steels is based on a pit being the initiation site, whereas in that for mill-

annealed, Alloy 600 postulates that initiation occurs at emergent grain boundaries that have been 

wedged open by internal oxidation.  Experiments show that the crack initiation time (CIT) is highly 

distributed and is a seemingly, random quantity that exhibits trends with various system properties, 

such as surface stress, hardness, yield strength, etc.  Although not identified in the SoW, we have 

developed a theoretical framework for describing the distributions in the CIT by assuming a 

normal distribution in the number of initiation sites with respect to surface stress.  It is well-known 

from experiment that CGRs are highly distributed quantities also, with almost all systems 

exhibiting log-normal distributions.  In work outside of that proposed, we used the ANN and 

CEFM to confirm that a log-normal distribution in CGR is expected theoretically if the 

independent variables are normally distributed.  This work essentially defines the accuracy that 

one might expect in the calculated CGR due to randomness in the independent variables.  To 

provide fundamental, input data for the various models, we have made extensive measurement of 

the kinetic parameters (exchange current density and Tafel constants) for the oxygen electrode 

reaction (OER) and the hydrogen electrode reaction (OER) on stainless steels (Types 304 and 316) 

and nickel-base alloys (Alloys 600 and 690) in reactor coolant at temperatures to 300 oC and as a 

function of pH, [O2], and [H2].  We have also optimized the Point Defect Model for passivity and 

passivity breakdown on measured electrochemical impedance spectroscopic (EIS) data for all 

alloys studied in this work to extract PDM parameter values that are then used to calculate the 

passive current density (general corrosion rate) and barrier layer thickness as a function of voltage, 

temperature, and pH.  Thus, we have, at last, a reasonably comprehensive database for model 

parameters.  Also outside of the SoW, we have developed a new, innovative method for 

monitoring, in situ, the hydriding of zirconium alloy fuel cladding under reactor operating 

conditions by optimizing a modified PDM for hydride/oxide formation on experimental EIS data.  

We have demonstrated the technique on pure zirconium in PWR coolant at 250 oC.  Finally, also 

in addition to the SoW, we developed Fracture Impedance Spectroscopy, which draws an analogy 
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with current flow in a passive electrical circuit in analyzing crack growth under fatigue loading 

conditions.   

 

The Accomplishments Achieved are Shown Below: 

1. We have found a slight decrease in CGR in Alloy 600 in PWR primary with increasing 

hydrogen concentration, especially in the low hydrogen concentration range and both the 

Artificial Neural Network and the CEFM models failed to confirm the existence of a peak in 

the CGR close to the potential of the Ni/NiO phase boundary.  We, therefore, consider this 

postulate to be unproven with resolution awaiting much more accurate CGR measurements. 

2. Comparison of experimental and computed values showed that the Mixed Potential Model 

that includes the quantum mechanical correction for electronic charge carrier tunneling 

through the barrier layer, for the calculating ECP is viable and that the exchange current 

density calculated for the hypothetical, bare (“film-free”) surface satisfactorily accounts for 

the ECP.  This represents a major advance in the theory of electrochemical kinetics, because 

it is now only necessary to specify a single set of exchange current density and Tafel constants 

for each redox reaction, rather than a set for each value of the ECP (i.e., for each temperature, 

[H2], [O2], [H2O2], flow velocity, etc.) in order to calculate the ECP and CGR under any given 

set of environmental conditions.  This innovation greatly reduces the dimensionality of the 

problem of predicting the evolution of damage in nuclear power reactor primary coolant 

circuits. 

3. We have updated the crack tip strain rate model using Hall’s equation, which is based on the 

separation of the crack tip strain rate into quasi-stationary and crack advance components.  A 

significant effect of yield strength on the CGR is predicted, resulting in the CGR increasing 

by up to 15% at a KI value of 40 MPa∙m1/2, when y changes from 200 to 500 MPa.  The 

theoretical model for the hydrogen-induced cracking based on grain boundary void 

pressurization by hydrogen was developed and incorporated into the CEFM.  The calculated 

results indicate that the hydrogen evolution at the crack tip under PWR conditions has a 

significant effect on the CGR.  The CGR increases with increasing ECP up to a maximum 

value in the range of -1 Vshe < ECP < -0.5 Vshe, and good agreement is found with experimental 

observations.  The CGR is an increasing function of the temperature in the range of 200 °C 
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and 350 °C and varies by three orders of magnitude due to thermally activated processes at 

the crack tip. 

4. Experimental investigations have shown that cracks in stainless steels in simulated BWR 

primary coolant are often observed to nucleate within an emergent grain face (probably from 

a corrosion pit), grow transgranularly until it intersects a grain boundary and then grows 

intergranularly, after that.  We have developed a model that predicts the time that it takes to 

nucleate and grow a critical pit, i.e., one whose stress intensity factor exceeds KISCC for the 

prevailing stress (including residual and operational stresses) considering the properties of the 

external environment. 

5. ECP is a strong function of [O2], [H2O2], and [H2], resulting in a sigmoid dependence of ECP 

on [O2].  Pit growth rate (PGR) increases exponentially with increasing ECP and is a strong 

function of conductivity as per the Coupled Environment Models.  Increasing temperature 

results in a displacement of the ECP towards more negative values, hence decreasing the pit 

growth rate and increasing the crack initiation time.  PGR increases with decreasing pit radius 

as for SCC, due to the IR potential drop down the pit cavity. 

6. The literature survey revealed that the internal oxidation of Alloy 600 had received the most 

experimental support as a viable mechanism of stress corrosion cracking in PWRs.  Based on 

the information collected from the literature, we have developed a model for calculating crack 

initiation time in PWRs.  The model postulates that the water penetrates the emergent grain 

boundaries and reacts with the Cr of Alloy 600, forming a Cr2O3 oxide layer that wedge open 

the grain boundary.  The model reproduces the effects of the following parameters: applied 

stress, temperature, cold work, grain boundary segregations, water chemistry, pH, 

electrochemical potential. 

7. The crack initiation time is a sensitive function of the temperature and ECP under PWR 

primary coolant conditions.  Work was initiated on predicting the experimentally-observed, 

wide distribution in crack initiation time by assuming that the local crack initiation sites are 

normally distributed with respect to local, surface stress (PWR) and/or with respect to pit 

depth (BWR).  We identify the next steps that should be taken to resolve the “greatest 

theoretical problem in corrosion science” and hence, in the prediction of localized corrosion 

damage in nuclear power reactor coolant circuits. 
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8. We demonstrated, theoretically, using both the CEFM and ANN, that if the independent 

variables in the IGSCC in sensitized BWR primary coolant conditions are individually 

distributed normally, the resulting crack growth rate (CGR) is distributed log-normally, in 

agreement with experiment.  These calculations define the ultimate accuracy with which the 

CGR can be determined under practical conditions. 

9. The BWR_MASTER code has been made to be compatible with the macOS c compiler to 

facilitate its use with Grizzly, which is designed to run on UNIX-based operating systems 

such as macOS.  A macOS-compatible version of the BWR_MASTER executable file has 

been created.  Computations have been performed on macOS to confirm identity with results 

of BWR_MASTER computations performed under the Windows operating system.  

Calculation time for 60 years of BWR operation is under 5 minutes at iMac 2.7 GHz Intel 

Core i5 processor, 8 GB 1333 MHz DDR3 memory, 2 TB hard drive, and macOS Sierra 

operating system version 10.12.3.  Interface files created for post-processing for data analysis 

and visualization with Excel and Gnuplot. 

10. The sensitivity analysis of integral output parameters to variation of input parameters has been 

performed.  The following integral parameters have been selected: concentration of hydrogen, 

oxygen and hydrogen peroxide, ECP, and crack growth rate.  A total of 79 input parameters 

have been selected, including reactor modeling parameters, reaction rates, radiolytic yields of 

species, and input parameters for the Mixed Potential Model (MPM).  Sensitivities have been 

estimated for each point along with the coolant flow under normal and hydrogen (0.5 ppm H2 

in feedwater) water chemistry conditions.  

11. Integral parameters are most sensitive to variations in radiolytic yields, Tafel constants and 

exchange current density for the redox reactions on stainless steels, and to uncertainty in the 

standard potentials for these reactions.  Incorporation of the most recent data on radiolytic 

yields into BWR_MASTER resulted in much better agreement with the measured oxygen 

concentration and ECP from the Leibstadt BWR mini-test under normal water chemistry 

(NWC) and with the results from the 0.5 ppm hydrogen water chemistry (HWC) in-plant tests.  

Re-evaluation of standard potentials for oxygen and hydrogen peroxide is recommended. 

12. The generic chemical kinetics algorithm was implemented by replacing the “fixed” model 

radiolysis function Chemical_Kinetics to calculate gains and losses of species and by 

modifying the radiolysis functions for calculating radiolytic yields from neutron and gamma 
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radiation, convection, and two-phase flow terms.  A list of chemical species is defined in the 

input file YIELDS.DAT as string constants, which allows expansion or reduction of the 

number of species.  Arbitrary lists of chemical reactions, reaction rates, and activation 

energies are taken from input file CHEMRAT.DAT, where chemical reactions are also 

defined as string variables. 

13. Comparison of calculated distributions in ECP, CGR, and concentrations of O2, H2O2, and H2 

along the BWR HTC under NWC and HWC conditions confirms that the previous “fixed” 

version of BWR_MASTER and modified BWR_MASTER with generic chemical kinetics 

delivered identical results.  Trial simulation of species concentrations in BWR HTC has been 

performed with two “as is” alternative sets of chemical reactions: one by Christensen and 

another by Ishigure.  Both sets have reaction rates for 288 oC, which have been used as an 

input.  No special treatment of reactions within the BWR_MASTER source code has been 

enacted.  For the Christensen reaction set, calculated concentrations of H2 are in good 

agreement, except for the Core Bypass region under NWC, and the calculated concentrations 

of H2O2 deviate significantly from each other, both for NWC and HWC.  This is attributed to 

under-prediction of the H2O2 decomposition rate, and calculated concentrations of O2 are in 

satisfactory agreement for NWC but deviate significantly under HWC for possibly the same 

reason. 

14. The previously used CAM PSU data for chemical reactions are much more adequate and 

produce a better agreement with plant measure data than do the Christensen or Ishigure data 

sets. 

15. An attempt to assess the feasibility and to estimate the cost/benefit ratio of reducing the 

number of chemical reactions was undertaken.  Candidate reactions were removed from the 

input data set, as had been identified in the sensitivity analysis.  Thus, if the calculated ECP 

was found to be insensitive to the kinetic parameters for a given reaction, the reaction was 

removed from the input file to yield a reduced reaction set.  The impact of using the reduced 

reactions set on the calculated ECP under NWC was estimated.  Maximal deviation of about 

100 mV was observed in the Upper Plenum and 25 mV in the Recirculation Line and the 

Bottom of the Lower Plenum.  While, in general, reduction of the reaction rates does not result 

in a more attractive cost/benefit ratio, in some practical cases, it may be justified, for example, 

in parametric scientific or engineering studies. 
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16. An attempt to adjust reaction rates in the Christensen reaction set to match the calculated 

concentration of H2O2 with those calculated with the CAM_PSU reaction set has been made 

as an example.  Agreement with CAM PSU based data has been improved significantly after 

increasing the rate of reaction #33 (decomposition of H2O2) by two orders of magnitude.  The 

Christensen data set must be adjusted in order to produce adequate simulation results for 

species concentrations, if desired.  The use and adjustment of Ishigure’s data set are not 

recommended for further consideration. 

17. The generic kinetics algorithm was implemented into the UCB PWR_MASTER code.  PWR 

simulations have been performed to check the results of the modified PWR_MASTER code.  

The BWR_MASTER code has been integrated with Grizzly by enabling it to use Grizzly-

generated stress intensity factors for predicting crack propagation.  Simulation of crack 

propagation in BWR Core Shroud weld H6a has been performed for stress intensity factors 

from the original BWR_MASTER code, Grizzly (using a reduced order fracture model), and 

the J-Integral method. 

18. The importance of incorporating electrochemical phenomena and transients during startups 

and shutdowns on crack propagation and predicted component lifetime has been 

demonstrated. 

19. A comparison of deterministic and empirical predictions of IGSCC in sensitized austenitic 

stainless steel, in order to calculate the accumulated damage (crack depth versus time) in a 

BWR in-vessel component and estimate component’s lifetime for given operating conditions 

is described.   

20. We have set up a recirculating flow loop with a controlled hydrodynamic autoclave for 

performing experimental measurements with a volume flow velocity of 15 ml/min through 

the recirculation loop but with a linear flow velocity of up to several m/s past the specimen to 

accurately reproduce the conditions that exist in a reactor HTC.  We have developed a new 

working electrode with the PEEK washers for specimen sealing and successfully performed 

experiments up to 300 °C.   

21. The effects of temperature and pH on the electrochemical behavior of Alloy 600, Alloy 690, 

Type 304L SS, and Type 316L SS were studied in oxygenated borate buffer solutions 

systematically by the measurements of open circuit potential (OCP), anodic potentiostatic 

polarization, Mott-Schottky analysis (MSA), and electrochemical impedance spectroscopy 
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(EIS).  We found that the deteriorative effect of the elevated temperature on the corrosion 

resistance of each alloy is much more significant than the improvement induced by increasing 

solution pH.   

22. We developed a Mixed Potential Model (MPM), containing the Point Defect Model (PDM) 

for describing the passive anodic dissolution of the alloy and the generalized Butler-Volmer 

equation for the cathodic oxygen reduction reaction.  The revised model also includes a 

correction to the Generalized Butler-Volmer equation for quantum mechanical tunneling of 

electrons and electron holes through the barrier layer in response to a linearly-dependent 

thickness on voltage, as noted above.  The MPM was optimized on the experimental EIS data, 

and several kinetic parameters were extracted.  We found the passive films formed on Alloy 

600, Alloy 690, Type 304L SS, and Type 316L SS have n-type semiconductor character, and 

the dominant defect is metal interstitial.  We found that the defect density of passive film 

plays a more important role in the corrosion behavior of alloy than the film thickness. 

23. We found that the corrosion resistance of nickel-base alloys is much higher than those of 

stainless-steels in the same corrosive environment.  The defect densities of the barrier layers 

of the passive films formed on nickel-based alloys are much lower than those on the stainless 

steels, while the thickness of the barrier layers is very similar.  This confirmed that the effect 

of defect density on the corrosion properties of the alloy is much more significant than that of 

film thickness. 

24. We found that the activation energy for the formation of metal interstitials is much higher for 

nickel alloy compared with stainless steel.  The concentration of Fe interstitials is much higher 

than Ni in the barrier layers on stainless steels; therefore, the passive films on stainless steels 

exhibit much higher defect densities of Fe interstitials and show much lower corrosion 

resistance than do the nickel alloys.   

25. We found that the corrosion resistance of Alloy 690 is slightly higher than that of Alloy 600, 

while those of Type 304L SS and Type 316L SS show very similar resistance. 

26. Also outside of the SoW, we have developed a new, innovative method for monitoring, in 

situ, the hydriding of zirconium alloy fuel cladding under reactor operating conditions by 

optimizing a modified PDM for hydride/oxide formation on experimental EIS data.  We have 

demonstrated the technique on pure zirconium in PWR coolant at 250 oC. 
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27. Finally, we developed Fracture Impedance Spectroscopy, which draws an analogy with the 

current flow in a passive electrical circuit in analyzing crack growth under fatigue loading 

conditions. 
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I. Background 

The primary goal of the proposed research is the development of deterministic, physico-

electrochemical models for predicting the accumulation of localized corrosion damage (pitting 

corrosion, stress corrosion cracking and corrosion fatigue) in the primary coolant circuits of the 

currently operating fleet of Light Water Reactors (LWRs) and to embed the models into the Grizzly 

and code for modeling nuclear power plant component aging, which is based on Idaho National 

Laboratory’s simulation environment (MOOSE).  Localized corrosion in LWR (BWR and PWR) 

primary coolant circuits is primarily an electrochemical phenomenon [1], the rate of which is 

determined by certain electrochemical properties, such as the electrochemical corrosion potential 

(ECP), solution conductivity, temperature, pH, flow rate, and the kinetics of the reduction of a 

cathodic depolarizer (e.g. O2) on the surfaces external to the crack, in addition to mechanical 

loading (stress intensity factor on the crack) and micro-structural/micro-chemical factors (grain 

size, precipitates, etc).  Because the efficient control of environmentally-assisted cracking (EAC) 

damage accumulation requires the accurate control of these parameters, it is necessary to develop 

codes that can accurately predict their values and the crack growth rate (CGR) at any point in the 

primary coolant circuit (PCC) over wide ranges of temperature (25 oC to 320 oC), pH (6 – 8), ECP 

(-0.9 Vshe to -0.2 Vshe), solution conductivity, flow rate (1 – 6 m/s), and stress intensity factor (5 

MPa.m1/2 – 50 MPa.m1/2), reflecting the properties in reactor PCCs.  Knowledge of these 

parameters, along with suitable codes, would allow one to predict the accumulated damage in PCC 

as a function of the future operating history of the reactor (the “corrosion evolutionary path,” CEP).  

If this can be done successfully, tremendous economic and safety benefits would accrue to the 

operators because it would allow the reactors to be operated in a manner to reduce both the risk 

and cost of damage and to enhance safety.  Of importance is that the codes would allow operators 

to explore “what if” options in plant operation, to define the resulting cost-benefit and safety-risk 

issues.  We have previously developed codes of this Type, DAMAGE-PREDICTOR, ALERT, 

REMAIN, and FOCUS [1,2], for predicting EAC damage in the primary coolant circuits in BWRs 

and the codes have been used to predict damage in 14 BWRs world-wide.  One of these codes 

(REMAIN) was installed in Siemens’ reactors operating in Germany, and another was installed in 

Fermi II (ALERT) in Michigan.  Generally, these codes have demonstrated a remarkable ability 

to predict EAC damage in operating BWRs, even though they lacked a viable model for crack 

initiation.  A much less capable PWR code (PWR_ECP) was also developed, but it predicted only 
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the ECP, because a viable coupled environment fracture model (CEFM) for estimating crack 

growth rate in non-stainless steels, such as Ally 600, does not currently exist.  

The work developed advanced damage simulation codes for predicting EAC damage in the 

primary coolant circuits of currently operating (Generation II) LWRs; BWRs and PWRs of the 

generic General Electric and Westinghouse designs, respectively.  In BWRs, the primary coolant 

is pure water while in PWRs it is a boric acid [B(OH)3] + lithium hydroxide [LiOH] + H2 solution, 

with the relative concentrations of the components being adjusted during operation, so that the pH 

follows a predetermined pH trajectory, in order to minimize corrosion and activity transport.  

Water radiolysis, and hence the formation of corrosive species, such as O2 and H2O2, is suppressed 

in the PCCs of PWRs by the added hydrogen and this protocol has also been adopted in BWRs in 

the form of Hydrogen Water Chemistry [3], in order to displace the electrochemical corrosion 

potential (ECP) below the critical potential of -0.23 Vshe for intergranular stress corrosion cracking 

(IGSCC) in sensitized Type 304 SS.  About 20 years ago, the PI and his colleagues developed 

powerful codes to describe the impact of water radiolysis on the chemistry and electrochemistry 

of both BWRs and PWRs [1,2].   

 All objectives of this work were achieved, including the delivery of BWR_MASTER and 

PWR_MASTER to the Idaho National for embedment in Grizzly.  In addition, several issues that 

were not included in the contracted deliverables were successfully addressed, including the 

theoretical assessment of the distribution in crack growth rate in Type 304 SS in BWR primary 

coolant in response to random (normal) distributions in the independent variables, incorporation 

of a correction to the theory of the electrochemical kinetics of redox reactions on passive metals 

due the quantum mechanical tunneling of electrons and electron holes across the barrier oxide 

layer, development of a new, innovative method for monitoring, in situ, the hydriding of zirconium 

alloy fuel cladding under reactor operating conditions by optimizing a modified PDM for 

hydride/oxide formation on experimental EIS data, which has been demonstrated on the hydriding 

of pure zirconium in PWR coolant at 250 oC, and  

 

Boiling water reactors (BWRs) 

Over the past two decades, several water radiolysis codes that predict the concentrations 

of radiolysis products (principally H2, O2, and H2O2) around the primary coolant circuits of 
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BWRs and in other aqueous radiolytic systems have been developed by the PI and his colleagues 

[1–2, 4–8].  In this previous work [4–8], we combined a radiolysis code with a mixed potential 

model (MPM) [7] to predict ECP, and with the deterministic crack growth rate algorithm 

(coupled environment fracture model, CEFM) [9,11] to form a general code, DAMAGE-

PREDICTOR [4–6], in order to predict damage due to SCC in BWR HTCs.  These steady-

state models were applied to fixed state points of operation to yield ‘‘snap-shots’’ of the 

developing damage in a differential sense (i.e., in terms of the CGR).  However, the damage 

is cumulative, so that prediction of the extent of damage at any given time must integrate the 

crack growth rate over the history of the plant, which is an innovation that was subsequently 

added in the later codes ALERT, REMAIN, and FOCUS [12–14].  We emphasize that our 

approach is largely deterministic, in that the outputs of the component models are constrained 

by known physicochemical (natural) laws [12]. These algorithms have been successfully used 

in modeling fourteen BWRs operating in the US, Japan, and Europe.  Two of these reactors 

(Duane Arnold and Dresden-2) were included in the original study of Ruiz et al. [15], who 

showed that the reactors exist at the opposite extremes in the spectrum of reactor response to 

hydrogen water chemistry (HWC).  Indeed, DAMAGE-PREDICTOR was initially calibrated 

on data from only Dresden-2, by adjusting the rate constant for the thermal decomposition of 

H2O2 within the ranges of values that had been observed experimentally.  The predicted values 

for [O2] and [H2] in the main steam line and in the liquid (recirculation system) phase, and the 

predicted ECP, as measured in autoclaves connected to the recirculation piping, were in good 

accord with plant data that had been reported by Ruiz et al. [15] and by Indig and Nelson [16]. 

In Additionally, the radiolysis/ECP/crack growth rate model (ALERT) has been used to 

model BWRs containing external coolant pumps in ‘‘double-blind’’ mini-tests (e.g., on the KKL 

“Leibstadt” BWR in Switzerland [12,13]), where the plant results (ECP, oxygen concentration) 

were not known to us in advance.  Subsequent comparison of the predicted and measured data 

showed that the code provides for accurate simulation of reactor coolant electrochemistry. 

Importantly, no recalibration of DAMAGE-PREDICTOR has been necessary when simulating 

reactors across the entire HWC response spectrum.  The code REMAIN was developed to model 

German BWRs that contain internal main coolant pumps.  This code also contains deterministic 

models for calculating radiolytic species concentrations, ECP, and crack growth rate, but has been 

optimized for speed of execution, so that calculations may be performed in “real-time.”  Thus, by 
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employing an optimized algorithm for solving simultaneous ordinary differential equations, and 

by writing the code in C++, the time of execution on a 200 MHz PC, compared with that of 

DAMAGE-PREDICTOR, has been reduced by a factor of 50 to 100.  This enhanced code permits 

a single state point to be simulated in 1–2 min, thereby making practical iterative calculations 

over a locus of the state points representing the CEP.  

The main body of the algorithm (Figure I.1) is the water radiolysis model, which yields 

the concentrations of radiolysis products from the decomposition of water under neutron and 

gamma irradiation (and alpha irradiation in the case of PWRs), coupled with homogeneous and 

heterogeneous chemical reactions, liquid/steam transfer of volatile species (H2 and O2), and 

fluid convection.   

 

Figure I.1. Structure of the algorithm. 

 

After the species concentrations have been determined around the entire PCC under 

steady-state conditions, the ECP is calculated using the MPM [7], and the crack growth rate is 

estimated using the coupled environment fracture model (CEFM) [9,17,18].  Auxiliary input 

parameters, such as flow velocity, coolant temperature, steam quality, and neutron and gamma 

dose rates in the coolant are obtained from other codes (e.g., thermohydraulic data from 

RETRAN).  According to the CEFM, crack advance occurs via the slip- dissolution-

repassivation mechanism at the crack tip augmented by hydrogen-induced cracking (HIC) [18].  

The dissolution of metal (crack growth) takes place when the oxide layer ruptures due to 

elastic and plastic deformation at the crack tip, and a bare metal surface is exposed to the crack 

environment.  Provided that the crack aspect ratio (x/a, where x is the crack length and a is 
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the crack mouth opening displacement) is greater than about 5, which is certainly the case for a 

long, tortuous intergranular crack in a sensitized stainless steel, particularly when oriented 

transverse to the fluid flow direction, the crack internal environment is hydrodynamically 

quiescent, and the CEFM can be used to calculate the crack growth rate [1,2] accurately.  The 

physico-electrochemical condition that must be satisfied by a growing crack is the conservation 

of charge, which requires that the net positive current exiting the crack mouth be consumed 

quantitatively on the external surfaces by various cathodic reactions (e.g., reduction of oxygen 

and hydrogen peroxide).  Thus, the CEFM emphasizes that the crack internal and external 

environments are strongly coupled, a postulate that has been demonstrated unequivocally by 

experiment [18–20].  Indeed, the CEFM predicts that modifying the electrocatalytic properties of 

the external surface may mitigate or accelerate crack growth, depending on whether the 

reactions are inhibited or catalyzed, respectively [19].  Thus, we have shown theoretically that, 

if the exchange-current densities of the redox reactions (reduction of oxygen and hydrogen 

peroxide and the oxidation of hydrogen) are increased in the presence of a stoichiometric excess 

of hydrogen or are decreased with no restriction on the ratio of hydrogen to oxidizing species 

concentrations, the ECP is displaced in the negative direction and the crack growth rate is 

decreased.  The first case is the basis of noble metal-enhanced hydrogen water chemistry 

(NMEHWC), as achieved by using noble metal coatings on the stainless-steel surfaces external 

to the crack [3].  Recent work [19] indicates that this strategy increases the exchange-current 

densities for the hydrogen electrode reaction (HER) and the oxygen electrode reaction (OER) at 

288 °C by factors of about 20 and 3, respectively, as determined by fitting DAMAGE-

PREDICTOR to plant data.  NMEHWC is now being applied in operating BWRs.  The 

disadvantages of NMEHWC are the cost of the noble metal, the need to store hydrogen on-site, 

coolant circuit activation due to Co
60 transport, the formation of N

16
, and the uncertainty (and 

unknown negative impact) associated with the introduction of new material into the PCC on 

future reactor operation.  This latter factor may require that the reactor continue to operate on 

NMEHWC for the remainder of its life, or at least until a strategy is devised for removing 

unreactive noble metals from the surfaces [19].  On the other hand, inhibition of the redox 

reactions that occur on the stainless-steel surfaces external to the crack is predicted and found 

[20] to strongly decrease the crack growth rate, even in the absence of HWC.  Inhibition may 
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be achieved by a variety of means, including the deposition of a dielectric coating on the steel 

surface, as has been recently demonstrated in the laboratory [20]. 

The crack length, xN , over the anticipated service time of a component, T, is obtained 

by an accumulation of the crack advances over N periods Δt1 , . . . , Δti , . . . , ΔtN 

Xi=Xi-1+CGRi•Δti, i=1, . . . ,N       (I.1) 

The crack growth rate, CGRi, is presumed to be time-independent for each interval, Δti, 

but of course, it depends on the crack length (through KI and because of changes in the current 

and potential distributions in the crack internal and external environments) and hence changes 

from increment to increment.  The initial crack length, X0, corresponds to the depth of a pre-

existing crack (detected during an inspection or assumed for a safety analysis scenario).  The 

algorithm outlined above for calculating the accumulated damage is essentially identical to that 

employed [21] to predict the lifetime of disks in low-pressure steam turbines under conditions 

where thin electrolyte films precipitate on the steel surface.  Finally, we note, parenthetically, 

that the present calculations have been made possible by enhancing the mathematical and 

computational procedures to achieve reductions in the execution time of the code by a factor of 

about 100.  Thus, a typical simulation involves a value of N ranging from 40 to 100.   The non-

enhanced DAMAGE-PREDICTOR typically requires 1–2.5 h to execute a single state point on 

a 200-MHz computer to yield a total simulation time of up to 250 h (i.e., more than 11 d).  

However, the enhanced code (in this case, REMAIN) performs the simulations in a few minutes, 

thereby rendering the calculations “practical” from a user’s point of view.  This is the most 

important issue for the acceptance of the codes. 

The impact that hydrogen water chemistry (HWC) is predicted to have on the 

accumulated damage is illustrated for one case (Location, No. 1) in Figure I.2.  Thus, the addition 

of 0.5 ppm of H2 to the feedwater, under HWC operating conditions, is predicted to decrease 

the increment in accumulated damage at the bottom (exit) of an internal pump after 40 yr of 

continuous operation (or approximately 0.75 x 40 x 365 = 10,950 EFPDs, assuming an 

availability of 75 percent), by a factor of almost ten from 2.0 – 0.5 = 1.5 cm (0.591 in.) to 0.655– 

0.50 = 0.155 cm (0.061 in.).   
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Figure I.2. Predicted histories of growing cracks in the lower plenum of an operating, German 

BWR.  Location No. 1 is at the bottom of the internal pump, and location No. 9 is at the bottom 

entrance to the core.  Intermediate locations, Nos. 3, 5, and 7, represent locations near the bottom 

of the reactor vessel and at various elevations along the control rod drive structures. 

 

This is a substantial reduction in the extent of damage that could not have been estimated 

from the crack growth rates at a single state point alone (because of the different, nonlinear 
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dependencies of crack growth rate on time for the two cases shown in Figure I.3) or by using a 

model that fails to recognize a dependence of crack growth rate on the electrochemical crack 

length.   

 

Figure I.3. Predicted effect of HWC feedwater [H2] = 0.5 ppm on the accumulated damage due 

to IGSCC in the core shroud of a BWR.  The initial value of the crack length of 0.5 cm, 0.197 in 

may be considered to be the depth of a detected crack, and the time in years as the remaining 

extended service time after introducing HWC. 

 

In this particular case, neither stress-controlled failure (i.e., KI > KIC) nor damage-

controlled failure (X > Xlim) is predicted to occur, provided that Xlim>2 cm (0.787 in.).  These 

codes were not equipped with a crack initiation model so that damage could only be predicted, 
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assuming the presence of a pre-existing crack.  This important deficiency will be corrected in the 

proposed work. 

 

Pressurized water reactors (PWRs) 

About a decade ago, the PI developed a simulation code for PWRs (PWR_ECP) for the 

French vendor Framatome, but much less work has been reported on simulating pressurized water 

reactors than boiling water reactors.  Its primary output was the ECP calculated at closely-spaced 

points around the primary coolant circuit.  This code demonstrated that the PCC could not be 

regarded as being a “giant hydrogen electrode”, with the ECP being clamped by the hydrogen 

electrode equilibrium reaction, as has been suggested by others, but rather it was found that the 

ECP displayed remarkably large variations around the circuit (Figure I.4).   

 

Figure I.4. Predicted ECP around the PCC of a French PWR under normal, full power operating 

conditions.  [H2] = 25 cc(STP)/kg H2O, [B] = 840 ppm, [Li] = 3.5 ppm [1]. 
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Of particular importance is the prediction that the ECP, under current operating conditions 

of 30 cc (STP)/kg of H2 results in a value of the ECP in the reactor vessel, the primary side of the 

steam generator, and in the pressurizer that is perilously close to, or even more negative than the 

critical potential for the occurrence of HIC of MA Alloy 600 (Figure I.5) [22].  As time has gone 

by, operators have progressively added more hydrogen to the PCCs of PWRs, thereby gradually 

displacing the ECP to more negative values.  Thus, a central issue in this analysis will be the extent 

to which the ECP will be displaced in the negative direction by the adopted water chemistry 

protocol (primarily pH and [H2]), because of Totsuka and Smialowska’s [22] important finding 

that MA Alloy 600 suffers intergranular, HIC when the potential is displaced below -0.80 Vshe 

(Figure I.5).  This phenomenon represents a direct threat to the integrity of the PCC and is 

postulated by the PI to be responsible for a host of PWR operating problems, including the primary 

side stress corrosion cracking of steam generator tubes, cracking of stainless-steel baffle bolts, 

springs, and other internal components, cracking of CRD head penetrations, and cracking of 

pressurizer components.  The developed PWR code will allow prediction of the most probable 

locations for HIC via calculation of the ECP and, when combined with crack initiation and crack 

growth rate models, will allow the prediction of the accumulated stress corrosion cracking damage 

over the corrosion evolutionary path of the reactor. 

 

Figure I.5. Percentage of IGSCC on the fracture surface as a function of applied potential on the 

standard hydrogen scale.  After Totsuka and Smialowska [22]. 
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Opportunities for code expansion and development 

The goal of this work is to augment the fracture mechanics capabilities in INL’s Grizzly 

code, with models that account for environmental effects in the fracture of components in LWRs.  

The Grizzly simulation code is being developed at INL under the Risk-Informed Safety Margin 

Characterization Pathway of the Light Water Reactor Sustainability (LWRS) program to provide 

an improved scientific basis for decisions surrounding renewals of nuclear power plant licensed in 

the United States for operation beyond 60 years.  Thus, Grizzly is intended to provide a multi-

physics, multiscale computational platform to simulate both the aging processes and the effects of 

aging on the ability of these components to perform their intended tasks safely.  The code is based 

on the finite element method and includes fracture mechanics capabilities for describing brittle 

fracture in irradiation-damaged Reactor Pressure Vessels (RPVs).  Ultimately, Grizzly will address 

a wide range of aging issues in key components, including the reactor pressure vessel (RPV), core 

internals, containments, piping, concrete structures, and cables, but in order to do that it must 

incorporate an ability to predict environmental effects in elastic-plastic alloys, such as the stainless 

steels.  However, as noted above, the code in its current form does not have any capabilities for 

predicting environmental effects in elastic-plastic alloys.  Thus, by combining the LWR codes that 

will be developed in the proposed work with Grizzly, a powerful tool will be obtained that is 

greater than the sum of the individual parts.  This is, because, if environmental effects are of 

interest (e.g., in IGSCC of the core shroud in a BWR), Grizzly can be used to compute the stress 

intensity factor as the crack propagates through a component of any geometry, particularly as the 

stresses (loading and residual) change (e.g., relax during shutdown) as the reactor progresses along 

the CEP.  At the current time, the IGSCC code, ALERT, incorporates a stress intensity solution 

for an infinitely sharp crack existing in an infinite phase assuming LEFM.  Because Grizzly also 

computes J-integrals, the mechanical basis of ALERT and the corresponding PWR code will be 

greatly enhanced to include almost any crack geometry, by incorporating small-scale yielding in 

elastic-plastic alloys, and by incorporating microstructural effects (see below).  The advantage for 

INL’s Grizzly code, is that by calling ALERT for IGSCC in BWRs or the equivalent code for 

PWRs, the INL codes will be applicable to predicting environmental fracture damage in a wide 

range of alloys in LWR primary coolant circuits and not be restricted to predicting brittle fracture 

only in irradiation-damaged RPVs, which is their primary target at present.  Thus, the Grizzly and 

the environmentally-based LWR codes that will be developed in the proposed work for both 
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current (Generation II) BWRs and PWRs will be rendered capable of predicting SCC damage in 

all components across the entire spectrum of metallurgy and mechanics that exists in the reactor 

primary coolant circuits.  This capability is unprecedented in reactor damage simulation. 

Grizzly is based on and relies heavily upon the open-source MOOSE framework developed 

at Idaho National Laboratory.  MOOSE provides an environment for solving tightly coupled 

systems of partial differential equations on parallel computers using the finite element method.  

MOOSE provides the framework for rapid development of physics simulation codes as well as 

access to solvers appropriate for nonlinear multi-physics problems.  In addition to providing a 

solution framework, MOOSE provides a set of modules for modeling physics that are shared across 

applications using this framework.  This growing set of common modules currently includes 

capabilities for solid mechanics, heat conduction, contact, phase field methods, and partially 

saturated flow.  Codes targeted at specific applications can be developed by combining and 

building upon the capabilities provided in the MOOSE modules. 

The reactor pressure vessel (RPV) has been chosen as the first application for Grizzly 

because of its critical role in ensuring the safe operation of nuclear power plants, and because of 

the extreme difficulty involved in replacing or repairing the RPV.  The susceptibility of an 

embrittled RPV to fracture during a pressurized thermal shock (PTS) loading event is a potential 

safety concern for license renewal.  To model this problem, Grizzly currently provides a general 

2D axisymmetric or 3D thermo-mechanics capability to model the global response of the vessel to 

PTS conditions.  Figure I.6 shows representative simulation results for a thermomechanical 

simulation of an RPV under PTS loading.   

It also provides a capability to transfer results to a 3D sub-model of the local region in the 

vicinity of a postulated flaw and provides fracture domain integral capabilities to evaluate mode-I 

stress intensity factors along the front of a meshed crack, as shown in Figure I.7.  The embrittling 

effects of neutron irradiation and thermal aging are accounted for by using the physically-based 

correlations in the EONY model [1] to calculate the transition temperature shift.  Grizzly can 

perform fracture mechanics analysis either by using detailed 2D or 3D fracture mechanics models 

that directly represent the crack, or by using reduced order models based on those detailed models. 
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 (a)            (b)  

Figure I.6. Grizzly thermo-mechanical solution results for the RPV model showing (a) 

temperature contours and (b) von Mises stress contours at one point in time during a simulation of 

a PTS event. 

 

 

Figure I.7. Global model of an RPV under PTS conditions (left) and sub-model of material in the 

vicinity of a postulated embedded circular crack (middle) used to calculate mechanical response 

and stress intensity factor (right) along the front of that crack. 
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Significant work is also underway to develop lower length scale models to model the 

microstructure evolution underlying the embrittlement process for RPV steel.  Where applicable, 

models for this are being developed in Grizzly, including models for precipitate coarsening using 

cluster dynamics models, MOOSE’s phase field capabilities, crystal plasticity, and cohesive zone 

models for modeling fracture test specimens.  Atomistic scale models are run in other codes and 

provide input into these models. 

Recent work has demonstrated Grizzly’s ability to model arbitrary propagating cracks in 

3D [23].  This is done using the extended finite element method (XFEM), which allows cracks to 

be represented at arbitrary locations relative to the finite element mesh.  This capability is the topic 

of continuing development, and with additional work, is expected to allow for the propagation of 

arbitrary non-planar cracks in 3D driven by processes such as stress corrosion cracking.  

Accurately modeling this physical process requires using a combination of a sophisticated fracture 

mechanics code and environmental damage codes such as BWR_MASTER and PWR_MASTER. 
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II.  Objectives 

Task 1: Upgrading existing LWR codes to currently operating LWRs. 

Our initial task will be to upgrade the codes that we developed up to two decades ago for 

modeling damage accumulation in the PCCs of LWRs, including the currently-operating 

Generation II BWRs and PWRs, to ensure that the codes are based on the latest mathematical 

techniques and technical information available.  The upgrading will include insertion of an 

advanced Mixed Potential Model (MPM) for calculating the electrochemical corrosion potential 

(ECP); inclusion of advanced crack growth rate (ACGR) models; and insertion of models for crack 

initiation, in both the BWR and PWR codes, and inclusion of an algorithm for integrating the CGR 

in a PWR over the operating history of the reactor (such an algorithm already exists in the BWR 

codes).  These upgrades will allow prediction of the accumulation of damage in stainless steels 

and nickel-based alloys, such as Type 304 SS and Alloy 600, respectively, in both types of reactors.   

 

Task 2: Development of crack initiation model. 

In this second task, we will develop a crack initiation model for IGSCC and corrosion 

fatigue (CF), based upon the following mechanisms: decohesion of emergent grain boundaries, 

due to internal oxidation/hydrogen penetration (HIC-IGSCC); mechanical decohesion/internal 

oxidation followed by dissolution (AD-IGSCC); and pitting, resulting in crack nucleation via the 

Kondo criteria at the pit, which acts as a stress-raiser.  The theoretical basis for the crack initiation 

model will be Damage Function Analysis [1], which will be adapted to describe the distribution 

of induction times in terms of the fundamental properties of the passive film (distribution in cation 

vacancy diffusivity) and to describe the growth nucleation feature (pit, separated, emergent grain 

boundary, etc) to the critical size at which a crack will nucleate.  We have previously used DFA 

with considerable success to describe SCC and CF crack initiation from pits, subsequent crack 

growth, and eventual failure of steam turbine blades and disks. 
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Task 3: Further development of the coupled environment fracture model.  

Our recent Artificial Neural Network (ANN) analysis of an experimental database for 

IGSCC in Type 304 SS in BWR coolant environments [2] demonstrates that crack growth is 

primarily an electrochemical phenomenon, augmented by mechanics and microstructure.  On the 

other hand, a similar analysis on fracture in Alloy 600 in PWR primary coolant shows that fracture 

in this alloy is primarily a mechanical phenomenon, augmented by electrochemistry and 

microstructure.  These findings reflect a viable crack growth rate model must reproduce the 

"characters" of the phenomenon in the two alloys and these characters.  The current CEFM 

approximately meets this condition, but the model needs to be adjusted to obtain a better fit 

between the experimental and theoretical characters.  Thus, in this third task, we will further 

develop the CEFM, which has been used so successfully in simulation codes for stress corrosion 

cracking damage in BWR primary coolant circuits, to incorporate hydrogen-induced cracking 

(HIC) in the failure of Alloy 600, Alloy 690, and stainless steels in PWR PCCs.  The CEFM will 

be modified to incorporate the injection of hydrogen into the metal at the crack tip, its transport 

via the stress field to creep-induced voids on the grain boundaries, recombination in the voids to 

augment the hydrostatic stress, and increased frequency of fracture of the ligament between the 

void and the crack tip to yield an increased crack growth rate.  Thus, the resulting, modified CEFM 

will, therefore, permit prediction of crack growth rate (CGR) under both SCC (anodic dissolution) 

and HIC conditions in a single algorithm and hence will apply to both BWR and PWR primary 

coolant circuits.  

 

Task 4: Characterization of the electrochemistry of LWR primary coolant circuits.  

Using modified water radiolysis codes from Task 1, we will predict the variations in 

radiolytic species concentrations, ECP, redox potential (the ECP of an inert metal substrate, such 

as Pt), crack initiation time, and accumulated damage around PCCs of operating BWRs and PWRs 

along preconceived corrosion evolutionary paths (CEPs) through a fuel cycle.  These predictions 

will be made, in the case of PWRs, by adopting appropriate [B] vs. [Li] trajectories and by varying 

the hydrogen level in the coolant, in order to ascertain those conditions that lead to the ECP being 

more negative than -0.80 Vshe (leading to hydrogen-induced cracking, HIC) or more positive than 
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-0.65 Vshe (corresponding to Intergranular Stress Corrosion Cracking, IGSCC) and hence 

representing a threat to the integrity of Alloy 600 and sensitized stainless steel components in 

PWRs.  In the case of BWRs, we will explore the impact of catalyzing the decomposition of H2O2, 

catalysis/inhibition of the redox reactions that occur on the surfaces external to a crack, ultra-low 

conductivity operation, stress relief, and other strategies for controlling IGSCC over a wide range 

of CEPs in order to fully explore these options for mitigating damage in operating reactors. 

 

Task 5:  Experimental measurement of key model parameters.  

The successful modeling of the accumulation of EAC in BWR and PWR primary coolant 

circuits will require the experimental measurement of important model parameters, most notably 

the kinetic parameters (exchange current densities and Tafel constants, reaction orders) for 

hydrogen evolution, the reduction of oxygen, and the electro-dissolution of the alloys.  These data 

will be employed in the MPM and the CEFM to calculate the corrosion potential and the crack 

growth rate, respectively.  Some data of this Type have been obtained by the PI and his students 

for Alloy 600 and 690, but only for temperatures up to 250 oC [2].  This work needs to be extended 

to higher temperatures and other alloys (e.g., the stainless steels).  The data will be measured using 

the controlled hydrodynamic apparatus that we have previously employed in work of this type [2].   

 

Task 6:  Integration of damage prediction codes into Grizzly. 

Following our extensive work on predicting environmentally-assisted cracking (EAC) 

damage in BWR primary coolant systems in the past, we will embed the developed codes into 

Grizzly and employ them to predict integrated cracking damage around the PCCs of BWRs and 

PWRs.  Thus, PI #2 will lead the incorporation of the codes (developed in Task 1 – 5), including 

the crack initiation algorithm (Task 2), an advanced CGR algorithm (Task 3), and experimentally-

measured parameter values (Task 5) into Grizzly, as appropriate, to yield a tool that will be capable 

of calculating the accumulated damage (crack length) in any component in the PCC along any 

preconceived CEP or operating history of the reactor.  The codes will be supplied to PI #2 by the 

PI, with assistance from PI #1, in a mutually acceptable computer language.  These codes, when 

combined with Grizzly will allow the operator to explore operating options and to schedule 
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maintenance, so as to avoid safety issues and unscheduled downtime in both LWRs, in a much 

more accurate and effective manner than has been possible to do the past in BWRs, for example, 

using the codes REMAIN, ALERT, and FOCUS and will make these operating option available 

for the first time for PWRs.    

 

II.1. References 

[1] D.D. Macdonald and G.R. Engelhardt, Predictive Modeling of Corrosion. In: Richardson J A 

et al. (eds.), Shrier’s Corrosion, Amsterdam: Elsevier, 2, 1630–1679 (2010). 
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III. Upgrading existing LWR codes to currently operating LWRs. 

III.1. Quantum mechanical correction of ECP calculation 

In its original form [1,2], the CEFM incorporates the generalized Butler-Volmer Equation 

to calculate the cathodic current based upon contributions from all three species (oxygen, 

hydrogen, and hydrogen peroxide) that are assumed to exist in the coolant, as is also described 

elsewhere in this paper.  The CEFM, however, employs the MPM to estimate the electrochemical 

corrosion potential (ECP) on the external surface and in doing so tacitly recognizes that the 

cathodic reactions occur upon a passive surface [3].  Thus, in calculating ECP, the model should 

consider the presence of the barrier oxide layer (BOL) and the impact that this layer has on the 

exchange current density of the redox reaction. 

The retardation of the redox reaction rate by the barrier layer (BL) can be accounted for in 

terms of the quantum mechanical tunneling of the charge carrier across the BL [4], with the current 

being given by: 

ˆ

0
ˆ ssL

i i e
−

=     (III.1) 

where ̂  is the tunneling constant and 0î  is the ‘‘film-free’’ current density.  Accordingly, the 

thickness of the oxide film (Lss) plays an important role in determining the reaction rate and hence 

in determining the exchange current density in Equation (III.1), which is defined as the current at 
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the equilibrium potential 𝐸𝑂/𝑅,𝑗
𝑒 .  Because the equilibrium potential for the redox reaction depends 

on [O] and [R] and since the thickness of the barrier layer depends upon the potential, the tunneling 

probability, and hence the exchange current density, varies with the composition of the system, 

such that as [R]/[O] changes the thickness of the barrier layer varies and hence so does the 

exchange current density.  In developing an electrochemical theory for charge transfer at oxide-

covered metal surfaces, it is necessary to recognize that the independent variable that is available 

for experimental manipulation is generally the applied voltage, not the film thickness, as its 

experimental determination is exceedingly difficult in many cases [5].  Thus, in order to render a 

theory for charge transfer compatible with the experiment, it is necessary to include a theoretical 

relationship between the passive film thickness and the applied voltage into the MPM.  The 

required relationship is readily provided by the PDM, which quantitatively predicts that the steady-

state thickness of a barrier oxide layer on a metal varies linearly with potential [6] as 

1

ˆ
ssL V g





−
= +  (III.2) 

where α is the polarizability of the BOL/solution interface, ̂  is the electric field strength in the 

BOL, V is the applied voltage, and g is a function that depends on pH and the rate constants for 

film formation at the metal/BOL interface, among other parameters.  Substitution of Eq. (III.2) to 

Eq. (III.1) and by inserting the equilibrium potential for the redox reactions ( eE ) we obtain the 

exchange current density as 

ˆ1ˆ
ˆ0

0
ˆ

eE
gi i e e




 

 −
−    − =  

(III.3) 

Eq. (III.3) allows calculation of the exchange current density of a redox couple on a passive 

metal from the exchange current density on a hypothetical film-free surface, the quantum 

mechanical tunneling probability, and the parameters of the PDM.  It is important to recognize that 

in the case of many metals (e.g., chromium-containing alloys), the “film-free state” is hypothetical 

because no measurement can be made within the kinetic and thermodynamic stability ranges for 

water where this state can be practically realized.  However, the value of defining this term is that 

it reduces the Butler-Volmer equation to a single independent variable (E). 
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The corrected exchange current density, as embodied in Eq. (III.3) is that on the passive 

surface at the barrier layer/outer layer (bl/ol) interface and not that on the bare metal and hence is 

impacted by quantum mechanical tunneling of charge carriers (electrons or electron holes) across 

the barrier layer.  We used 0i , as given in Eq. (III.3), in the generalized Butler-Volmer Equations, 

to calculate cathodic current corresponding to hydrogen, oxygen and hydrogen peroxide.  In the 

calculation that follows, we used the parameter values as tabulated in Table III.1.    

 

Table III.1. Default values for electrochemical parameters in the MPM and CEFM for Alloy 600.  

Parameter Value Unit 

Anodic Tafel constant for Alloy 600 dissolution, ba 0.42 V 

Cathodic Tafel constant (H2), bc  0.083 1 

Anodic Tafel constant (H2), ba 0.083 1 

Cathodic Tafel constant (O2), bc 0.051 1 

Anodic Tafel constant (O2), ba 0.051 1 

Cathodic Tafel constant (H2O2), bc 0.051 1 

Anodic Tafel constant (H2O2), ba 0.051 1 

Bare surface current density  0.02 A/cm2 

Time at which repassivation begins, to 0.4 s 

Passive current density at steady state  1.7910-10 A/cm2 

Electric field strength, ε  2.0106 V/cm 

Quantum Mechanical Tunneling constant, 𝛽̂  3.5108 1/cm 

Polarizability of the interface, α 0.7 1 

Transfer coefficient, α2  0.2 1/V 

 

Park et al. [7] measured the ECP on Alloy 600 in boric acid solutions at a temperature 

between 150 and 316 °C.  Figure III.1 shows the measured data along with the ECP calculated by 
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taking into account quantum-mechanical tunneling of charge carriers across the BOL, as described 

above.  The calculated values agree well with the experimentally measured data set, demonstrating 

that the model including the quantum mechanical theory for the calculating ECP is viable and that 

the exchange current density calculated for the passive surface satisfactorily accounts for the ECP. 

   

 

Figure III.1. Comparison of measured and calculated ECP (measurements were conducted on 

Alloy 600 in water containing 1000 ppm of boron, 2 ppm of lithium, and 2 ppm of dissolved 

hydrogen). 

 

III.2. Upgrading the pH model in the PWR code 

The electrochemical corrosion potential (ECP) depends on the material properties, and 

electrochemical corrosion characteristics (kinetic parameters such as the hydrogen electrode 

reaction and anodic metal dissolution current density and pH) are necessary in order to calculate 

the ECP of the individual structural material in the PWR loops.  The primary coolant in the PWR 

heat transport circuits comprises a boric acid/lithium hydroxide solution with the boron 

concentration ranging from 2000 ppm at the beginning of a fuel cycle to about 10 ppm at the end.  

Lithium is injected as LiOH in the primary coolant to control the pH during operation to minimize 

corrosion product transport and activation in the core region.  Because oxide solubility and metal 
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corrosion rate depend on pH, it was important to include a model for the chemistry of the coolant 

from which the pH can be estimated for any given temperature, [B], and [Li].  The model in the 

present study was adopted from the thesis work of H.S. Kim [2] that makes use of the reaction set 

summarized in Table III.2.  The species concentrations are calculated by the solution of the mass 

action equations together with the elemental and charge balance constraints.  The calculation is 

carried out iteratively with the activity coefficients being estimated at each step from extended 

Debye-Huckel theory.   

  

Table III.2. Reaction set used for calculating the pH value in PWR coolant containing boric acid 

and lithium hydroxide. 

B(OH)3 + OH- = B(OH)4
- 

2B(OH)3 + OH- = B2(OH)7
- 

3B(OH)3 + OH- = B3(OH)10
- 

Li+ + OH- = LiOH 

Li+ + B(OH)4
- = LiB(OH)4 

H2O = H+ + OH- 

(R1) 

(R2) 

(R3) 

(R4) 

(R5) 

(R6)  

 

 

Figure III.2 shows the theoretical dependence of pH at a constant temperature on boron 

and lithium concentrations calculated by the PHVALUE code.  The effect of temperature on the 

pH value of the PWR primary water coolant was also calculated (Figure III.3).   

The accuracy of this code has been verified by Framatome and can be used as a reference 

for pH calculations in the PWR coolant circuit.  The seven species pH calculation model shown in 

Table III.2 included in the PWR_MASTER model was originally based on Urquidi- Macdonald’s 

nine species pH calculation model.  The obtained pH value was provided as an input parameter in 

order to calculate the ECP values. 

The pH algorithm in the predecessor code of PWR_MASTER has had several programing 

issues that have been eliminated in the new code.  Now, it yields the same results as the validated 

FORTRAN based PHVALUE code, as shown in Figure III.4. 
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Figure III.2. pH in the PWR coolant containing boron and lithium: (a) Effect of lithium 

concentration and (b) Effect of boron concentration.  
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Figure III.3. Effect of temperature on pH in the PWR coolant containing boron and lithium. 
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Figure III.4. Comparison of pH values based on PHVALUE and PWR_MASTER. 

 

We have tested the code, and it yields the same pH values in terms of T, [B], [Li] as 

PHVALUE.  The electrochemical parameters calculated over a 12-month fuel cycle can be seen 

in Figure III.5 along with the boron and lithium concentrations corresponding to coordinated water 

chemistry protocol.  

 

Figure III.5. ECP and pH values in the PWR hot leg (T=326 C) over a fuel cycle for coordinated 

water chemistry. 
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IV. Development of crack initiation model. 

IV.1. Development of a crack initiation model for PWRs 

The literature survey revealed that the internal oxidation of Alloy 600 had received the 

most experimental support as a viable mechanism of stress corrosion cracking in PWRs.  Based 

on the information collected from the literature, we have developed a model for calculating crack 

initiation time in PWRs.  The model reproduces the water penetrates the emergent grain boundaries 

and reacts with the Cr of Alloy 600, forming a Cr2O3 oxide layer that wedges the grain boundary.  

The model can reproduce the effects of the following parameters: applied stress, temperature, cold 

work, grain boundary segregations, water chemistry, pH, and electrochemical potential.  The 
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model is implemented in C language resulting in the computer code PWR_INI.  Features of the 

code are: 

▪ PWR_INI is a computer code for modeling crack initiation time based on internal oxidation 

of grain boundaries in Pressurized Water Reactors. 

▪ PWR_INI is written in C language and can be compiled on both Windows and macOS 

platforms.  

▪ The program calculates the film thickness with the PDM and applies the Griffith criterion 

for modeling the delamination of grain boundaries. 

▪ The Wilkinson and Vitek model calculate the mechanical creep rate. 

▪ PWR_INI includes the effects of cold work and grain boundary carbide structure on 

initiation time. 

The process of the failure mechanism illustrated in Figure IV.1.  The process can be 

summarized as follows: 

1. The high-temperature PWR coolant penetrates the emergent grain boundaries.  

2. The water reacts with the Cr of Alloy 600 to form Cr2O3. 

3. The growing oxide scale decreases the cohesive strength of the grain boundary. 

4. The grain boundary fractures when the energy of the applied stress exceeds its cohesive 

strength, as described by the Griffith law. 

5. The crack grows towards the next grain boundary inclusion, and the damage process 

starts over. 

The model can be divided into two main parts: the electrochemical model and the 

mechanical model, as shown in Figure IV.2.  The model employs the Point Defect Model to 

calculate the growth rate of the film within the grain boundaries in terms of various electrochemical 

parameters as corrosion potential, pH and temperature.  The mechanical basis of the model is the 

Griffith fracture criterion, from which one can calculate the external energy necessary for the 

delamination of the grain boundary.  In our model, we have modified the Griffith criterion to take 

into account the effect of the growing oxide layer on the energy balance.  The algorithm of the 

solution can be seen in Figure IV.3.  The model continuously checks the value of KI as the crack 

grows due to internal oxidation and mechanical creep.  When KI > KISCC the model treats the failure 
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in terms of macroscopic, linear elastic fracture mechanics, so this point considered as crack 

initiation time.    

 

Figure IV.1. Schematic of failure mechanism based on internal oxidation. 

 

 

Figure IV.2. Summary of governing equations of the model. 
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Figure IV.3. Algorithm of the solution of internal oxidation-based crack initiation. 

 

The first step of the calculation is to determine the growth rate at a certain time point using 

the environmental variables as inputs (ECP, pH, Temperature).  Integrating the growth rate of the 

film results in the thickness as shown in Figure IV.4.   

 

Figure IV.4. Change of the thickness of the Cr2O3 layer. 
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It can be seen that the film thickness reaches the steady state value after about 10 days with 

the indicated parameters.  A recent experimental study performed in the course of this NEUP 

project confirmed the value of the calculated film thickness.  Figure IV.5 shows an example of the 

variation of the stress intensity factor along with the crack length.  Assuming a certain crack shape 

and external mechanical load, the stress intensity factor increases with the increasing crack length.  

It is important to recognize that using this crack initiation criterion (initiation when KI > KISCC), 

the initiation time is highly sensitive to the external load as sufficiently high external load can 

cause a higher stress intensity factor than the critical value.  This emphasizes the importance of 

introducing a correct crack shape factor into the model.  

 

Figure IV.5. Variation of crack length and stress intensity factor vs. time. 

 

Figure IV.6 shows the effect of ECP on crack initiation time for different temperatures. 

According to the PDM, increasing ECP increases the growth rate of the film.  The internal 

oxidation model postulates that the oxide film wedges the grain boundaries developing 

macroscopic cracks so as increasing the film growth rate decreases the initiation time as depicted 

in Figure IV.6.  The crack initiation time is a sensitive function of the temperature, as can be seen 

in Figure IV.7.  This high sensitivity is understandable in the light of the fact that the temperature 

appears in various components of the model in PDM that results in the growth rate of the film in 

the mechanical creep rate model.  Figure IV.7 also shows good agreement with the experimental 
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data collected from the literature.  The framework of the crack initiation model for PWRs has been 

completed, as described above.  The computer code of the crack initiation model (PWR_INI) 

operates on both Windows and macOS platforms.  Having been written, the code in C language 

enables straightforward insertion into the existing reactor codes or even in INL’s Grizzly code.   

 

Figure IV.6. Crack initiation time vs. ECP. 

 

 

Figure IV.7. Crack initiation time vs. Temperature. 
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IV.2. Crack initiation model for BWRs 

A viable, mechanism-based model for crack initiation in BWRs has never been previously 

developed.  Experimental investigations have shown that crack is often observed to nucleate within 

an emergent grain face (probably from a corrosion pit), grow transgranularly until it intersects a 

grain boundary, and then grow interganularly after that.  Our goal has been to develop a model for 

calculating the crack initiation time in BWRs that considers the properties of the external 

environment.  We have developed a model that predicts the time that it takes to nucleate and grow 

a critical pit; i.e., one whose stress intensity factor exceeds KISCC for the prevailing stress includes 

residual and operational.  The CEFM has been modified to calculate the growth rate of a 

hemispherical pit in terms of the properties of the pit external and internal environment.  Figure 

IV.8 shows the postulated hemispherical pit in Type 304 SS exposed to the BWR environment.   

 

Figure IV.8. Geometrical features of the hemispherical pit. 

 

According to Irwin’s linear elastic analysis, the stress intensity factor along the crack front 

can be calculated by the following expression: 

𝐾𝐼 =
𝜎√𝜋𝑅

𝜃
(𝑠𝑖𝑛2𝜑 + 𝑐𝑜𝑠2𝜑)

1

4         (IV.1)  

where 𝜎  is the applied stress, all other parameters are described in Figure IV.8.  A more 

sophisticate fracture mechanical analysis requires to consider the effect of small-scale plasticity 

by taking into account the plastic zone size in the pit front: 

𝑟𝑝 =
𝐾𝐼
2

4𝜋√2𝜎𝑌𝑆
2            (IV.2) 
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where 𝜎𝑌𝑆 is the yield stress.  Recognizing that the plastic domain in the front of the pit has small 

resistance against the stress we can extend the pit depth by rp as: 

𝐾𝐼 =
1.12𝜎√𝜋𝑅

√𝜃2−0.212 𝜎2
𝜎𝑌𝑆2
⁄

 (𝑠𝑖𝑛2𝜑 + 𝑐𝑜𝑠2𝜑)
1

4       (IV.3) 

We can express the critical pit depth by setting KI = KISCC, and recognizing that KI  reaches its 

maximal value at 𝜑 =
𝜋

2
: 

 𝑅𝑐𝑟𝑖𝑡 =
𝜃2−0.212 𝜎2

𝜎𝑌𝑆2
⁄

𝜋
 
𝐾𝐼𝑆𝐶𝐶
2

1.25𝜎2
        (IV.4) 

We have developed a model that calculates the growth rate of a pit as well as the pit depth 

as a function of time with the termination criteria (crack initiation) defined by Rpit=Rcrit.  The 

electrochemical considerations of the model can be summarized as: 

▪ Uniform current density distribution is assumed on the surface of the hemisphere. 

▪ Passivity breakdown no longer considered being caused by mechanical loading (through 

fracture by crack tip strain) as in CEFM but by the low pH and presence of Cl-.  Tafel`s equation 

calculates the current density in the pit. 

In the next few sections, the results presented corresponding to tracking the growth of a 

hemispherical pit with a certain initial radius (depth) in terms of various environmental parameters. 

 

Effect of electrochemical variables 

  The PGR is a strong function of conductivity and to a lesser extent, the linear flow velocity 

of the coolant.  The predicted dependence on the conductivity is due to the increased throwing 

power of the coupling current from the pit mouth, such that a larger area on the external surface is 

available for annihilating the coupling current due to the cathodic reactions of oxygen reduction 

and hydrogen evolution.  The dependence on flow velocity is due to the increase in mass transport 

of oxygen to the external surface.  The calculation does not consider “washing out” of the pit, 

which might be important for low aspect ratio, open pits. 

The Pit Growth Rate (PGR) values in terms of ECP obtained for four different NaCl 

concentrations for Type 304 SS are compared in Figure IV.9.  As the model confirms, NaCl is 
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effective in increasing the solution conductivity and hence, the PGR.  ECP is a strong function of 

[O2], [H2O2], and [H2], resulting in a sigmoid dependence of ECP on [O2].  Pit growth rate (PGR) 

increases exponentially with increasing ECP and is a strong function of conductivity as per 

Coupled Environment Models.  The ECP decreases strongly (becomes more negative) as the 

temperature increases.  The PGR decreases strongly with decreasing ECP.  The decrease in the 

ECP more than offsets the increase in PGR due to activation, resulting in an apparent decrease in 

the PGR with increasing temperature.   

 

Figure IV.9. ECP as a function of [O2] for various flow velocities as per the Coupled Environment 

Pitting Model. 

 

 Figure IV.10 shows the crack initiation time in terms of temperature for different ECP 

values. 

 

Figure IV.10. Variation of PGR in terms of conductivity. 
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Increasing temperature results in the displacement of the ECP towards more negative 

values, hence decreasing the pit growth rate and increasing the crack initiation time.  It is important 

to note that the ECP, as calculated by the Mixed Potential Model, is strongly dependent upon the 

temperature.  Future work will include calculations with arbitrarily imposed ECP values to 

investigate the effect of ECP on PGR, independently of temperature.  Figure IV.11 shows the effect 

of the flow velocity on the pit growth rate corresponding to different oxygen concentrations.  The 

impact of the flow velocity at low oxygen concentrations is more significant as described by the 

generalized Butler-Volmer model.  

 

Figure IV.11. Variation of PGR in terms of ECP for different conductivities. 

 

 Effect of mechanical variables 

The critical crack length obtained by Eq. (IV.4) in the variation of the applied stress is 

shown in Figure IV.12.  The applied stress has a significant influence on the critical crack length 

at a low stress level that is gradually decreasing be moving towards higher stress levels.  
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Figure IV.12. Effect of applied stress on critical crack length with 𝐾𝐼𝑆𝐶𝐶 = 8𝑀𝑃𝑎√𝑚. 

 

The effect of applied stress on crack initiation time is shown in Figure IV.13.  This figure 

also reflects the high sensitivity of critical crack length, and therefore, the crack initiation time in 

the lower range of the applied stresses.   
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Figure IV.13. Effect of applied stress on crack initiation time with Rinitial = 1𝑥10−5𝑐𝑚. 
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It is important to note that this effect is generally observed in the field of stress corrosion 

cracking, since the stress intensity factor has the same effect on crack growth rate close to KISCC, 

then it reaches a plateau as KI increasing toward higher values.  Crack initiation time is predicted 

to decrease strongly with increasing applied stress but is also a sensitive function of ECP.  This 

emphasizes the need for accurate estimates of the residual and operational stress and the ECP when 

predicting crack initiation times.  The pit growth rate is predicted to increase exponentially with 

ECP, just like the CGR. PGR increases with decreasing pit radius as for SCC.  This is due to the 

IR potential drop down the pit cavity. 

Figure IV.13 also shows that the ECP has a significant impact on crack initiation time at 

low mechanical stress levels; however its impact became obsolete at higher stresses.  This behavior 

corresponds to a general observation also in the field of stress corrosion cracking.  At extreme high 

mechanical loading, the electrochemical contribution is almost negligible and vice-versa; with 

intensive electrochemical conditions, the mechanical effect loses its significance.  KI for the pit is 

a strong function of the ECP, because of the strong, positive dependence of the PGR on ECP.  

Likewise, the pit radius is a strong, positive function of the ECP.  Once the pit radius and KI  exceed 

critical values, a crack nucleates. 

 

IV.3. Theory of the distribution in crack initiation time 

IV.3.1. Introduction 

Attempts to measure crack initiation times (CITs) for materials in reactor coolant circuits, 

generally produce data that are highly scattered, suggesting that a fundamental limit may exist in 

the accuracy of measurement and the prediction of CITs.  If so, attempts to measure increasingly 

more accurate CITs may prove to be futile and hence, a waste of precious resources of both time 

and money.  In this Section, we outline why such a limitation may exist and discuss briefly what 

information may be gleaned from crack initiation time data, even if the sought-after accuracy is 

not attainable. 

Damage Function Analysis (DFA) [1], which is a deterministic localized corrosion damage 

prediction protocol developed by Macdonald and his colleagues [1], successfully predicts the 

evolution of pit depth data for an ensemble of pits in an aluminum alloy in tap water, the evolution 
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of pits on the inner surfaces of gas and oil pipelines, pitting in condensing heat exchangers, and in 

many other systems.  A feature of DFA is that it is capable of accurately predicting damage by a 

prediction factor (PF) of 10 to 100, where the PF is defined as the ratio of the prediction horizon 

to the calibration time.  Empirical methods of extrapolation are seldom capable of achieving a PF 

of more than 2 to 3. 

 

IV.3.2. Physico-electrochemistry of crack initiation  

One of the problems inherent in describing crack initiation is to specify the exact nature of 

the initiation site in terms of both geometry and chemistry.  As shown in Figures IV.14 and IV.15, 

the surface of mill-annealed (MA), Alloy 600 is far from being atomically smooth; instead, the 

morphology is dominated by gouges and other machining features and corrosion-induced 

roughening.   

 

Figure IV.14. SEM-SE images of the surface (upper) and BSE images showing the cross-section 

(lower) of a 60-grit finish plate specimen of MA Alloy 600 after exposure to simulated PWR 

primary coolant [3].   
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Figure IV.15. SEM-SE images of the surface showing surface cracks and high energy, emergent 

grain boundaries of multiple sizes after exposure of MA Alloy 600 to synthetic PWR primary 

coolant (See Ref. 3 for experimental details). 

 

As shown in Figure IV.15, upper right, the surface also contains cracks, perhaps more 

accurately, intergranular penetrations that can form in the absence of applied stress (see also Figure 

IV.15, lower right), that can serve as the nucleation sites of IGSCC.  In general, the surface of 

Alloy 600 exposed to PWR primary coolant containing 10 - 50 cm3 (STP)/kg H2O of hydrogen 

does not contain pits, because the ECP is far below the pitting potential, because the pH is 

relatively high (pH ≈ 7), and because the chloride concentration is very low.  Thus, generally, pits 

can be discounted as crack nucleation sites in MA Alloy 600 in PWR primary coolant.  Given that 

a sharp surface crack has a much greater stress intensity factor than does a blunt, surface gouge, it 

is fair to assume that, for a given stress, IGSCC will tend to nucleate at the former rather than the 

latter.  The essential question then is: What is the mechanism of surface crack formation?  This 

question has been addressed by Scott and Le Calvar [2] by assuming that water penetrates 

emergent grain boundaries and forms oxides on the internal boundaries to wedge open the 

boundaries until KI > KISCC.  However, Scott and Le Calvar [2] did not express this model in 

analytical form, so that the initiation time could be calculated.  This has been done in the present 

work, and we now have an analytical model for this crack initiation process. 

Measured crack initiation time (CIT) data for stainless steels and Alloys 600/690/182 in 

high-temperature aqueous solutions simulating BWR primary and PWR primary coolants [pure 

water and B(OH)3/LiOH, respectively], have been reported by a number of research groups; for 
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example, by Bruemmer et.al. [3].  The data plotted in Figure IV.16 demonstrate that for applied 

stresses below 450 MPa, the initiation time is a very sensitive function of stress, CIT = a/σm, where 

the exponent m appears to be 3-4.  Since the yield stress shown in Figure IV.16 corresponds to the 

yield stress under the conditions of each experiment, the variation of the CIT presumably reflects 

the variation of some other parameter, such as temperature.  A similar plot is given by Bruemmer 

et al. [3] for the measured CIT as a function of hardness.  The important question then arises: Is 

the scatter in the measured CIT reflective of experimental uncertainty, or does it reflect a 

fundamental limitation imposed by the statistical nature of the phenomenon.  Though the data are 

very scattered for the reasons captured in theory described below, a consensus has been achieved 

on the strong dependencies of the CIT on stress, cold work [3], and ECP, all of which, in principle, 

can be controlled in an operating reactor.  

 

It is evident from Figure IV.16 that the crack initiation time is a highly-distributed quantity, 

where the dashed lines are meant to define the range over which the data are distributed.  

Insufficient data are available to exactly define the nature of the distribution so that we must resort 

to theory, in the form of Damage Function Analysis [1], for guidance in this matter.  It is evident 

that cracks nucleate at stress risers, in the form of corrosion pits in BWR primary coolant circuits 

and at emergent, open grain boundaries in the case of PWR primary coolant circuits.  In both cases, 

Figure IV.16. Measured crack 

initiation time as a function of 

applied stress in PWR primary 

coolant at 360 oC.  The dashed 

lines define the bounds of the 

data.  After Bruemmer, et.al. [7]. 
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the initiation site is a cavity of critical depth, Lcrit, such that KI > KISCC for the prevailing stress.  

Accordingly, crack nucleation in both BWR and PWR primary coolant circuits can be described 

under a common theoretical framework that satisfies the Kondo Criteria (see Ref. [1]).  

Deterministic Extreme Value Statistics (DEVS), which is a component of the DFA protocol, 

predicts that the pit depth approaches a plateau asymptotically with time after extended exposure 

periods, as displayed in Figure IV.17.  While these data are specifically for an aluminum alloy, the 

same trend is displayed for stainless steels, nickel-based alloys, and other material.  The shape of 

this curve is due to pits repassivating (dying) as the population (ensemble) of pits evolves (cf, the 

evolution of an aging human population where the maximum age of individuals does not change 

significantly with time at the upper extreme; i.e., we all tend to die before reaching an age of 100).  

The data are plotted as the mean (average) ± one standard deviation, σ, corresponding to a 

confidence level of 68 %.  Stress corrosion and corrosion fatigue cracks often nucleate at corrosion 

pits, which act as stress risers, such that 𝐾𝐼 = 𝑌𝜎√𝐿 > 𝐾𝐼𝑆𝐶𝐶 .  Thus, at the critical condition, 𝐾𝐼 >

𝐾𝐼𝑆𝐶𝐶, the critical crack length becomes: 

𝐿𝑐𝑟𝑖𝑡 = 𝐾𝐼𝑆𝐶𝐶
2 /𝑌2𝜎2      IV.5 

where Y is the geometric factor that accounts for the pit shape and 𝜎 is the mean, local surface 

stress.  On any real surface, the initiation sites are subject to a wide distribution of local stress state, 

due to machining operations, cold working, etc, such that there exists a distribution in 𝐾𝐼 that we 

identify by ∆𝐾𝐼.  Because of the relationship between 𝐾𝐼 and√𝐿, as expressed by Equation (IV.5), 

a corresponding distribution in critical crack length exists, ∆𝐿𝑐𝑟𝑖𝑡.  The slope of the curve drawn 

in Figure IV.18 is the global pit growth rate (i.e., the average for the ensemble).  The slope tends 

to zero, not because the growth rate does not decrease (it does, as the pit depth increases, because 

of the increase in the IR potential drop down the cavity), but because there are no active pits left 

to grow due to repassivation.  As time goes on for a given value of ∆𝐾𝐼, corresponding to the 

distribution in ∆𝜎, the width of ∆𝐿 increases and in the limit of t → ∞, ∆𝐿 →  ∞.  This imposes a 

limit upon how accurately the crack initiation time may be determined.  
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Figure IV.17. The mean depth of the deepest pit in ALCAN aluminum alloy in Kingston tap water, 

as a function of time.  Fitting to experimental data (black circles) has been performed by using the 

Hyperbolic dependencies [1].  

 

 

An outline of the theoretical approach being developed by the author is outlined below.  

Let us assume that the potential crack initiation sites (population, N) on a surface are distributed 

normally with respect to the local surface stress, σ, i.e., 

𝑑𝑁

𝑑𝜎
= −

1

√2𝜋𝜎2
𝑒(𝜎−𝜎̅)/2𝑆𝐷𝜎

2
     IV.6 

Figure IV.18. Schematic explanation 

of the origin of the distribution in 

critical crack length (ΔL) and hence in 

crack initiation time, tinit.  Note that ΔKI 

is the distribution in stress intensity 

factor for those sites on the surface for 

which KI > KISCC. 
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where 𝜎  is the mean stress for the population of the initiation sites and 𝑆𝐷𝜎  is the standard 

deviation in the normal distribution of the initiation sites with respect to the residual stress.  The 

chain rule as: then gives the distribution in the initiation time 

𝑑𝑁

𝑑𝑡𝑖𝑛𝑖𝑡
=

𝑑𝑁

𝑑𝜎
/
𝑑𝑡𝑖𝑛𝑖𝑡

𝑑𝜎
=

𝑑𝑁

𝑑𝜎
/
𝑑𝐿𝑐𝑟𝑖𝑡

𝑑𝜎
𝑥
𝑑𝐿𝑐𝑟𝑖𝑡

𝑑𝑡𝑖𝑛𝑖𝑡
     IV.7 

From Equation (IV.5), we have: 

𝑑𝐿𝑐𝑟𝑖𝑡

𝑑𝜎
= −

2𝐾𝐼𝑆𝐶𝐶
2

𝑌2𝜎3
      IV.8 

Finally, the term dLcrit/dtinit is readily calculated from the pit growth rate function for a pit of 

depth, 𝐿𝑐𝑟𝑖𝑡 , as: 

𝑑𝐿𝑐𝑟𝑖𝑡

𝑑𝑡𝑖𝑛𝑖𝑡
= 𝑅(𝐿𝑐𝑟𝑖𝑡)      IV.9 

Substitution of Equations (IV.6), (IV.8), and (IV.9) into Equation (IV.7) then yields the 

distribution in the crack initiation time as: 

𝑑𝑁

𝑑𝑡𝑖𝑛𝑖𝑡
=

1

√2𝜋𝜎2
𝑒(𝜎−𝜎̅)/2𝑆𝐷𝜎

2
.
𝑌2𝜎3

2𝐾𝐼𝑆𝐶𝐶
2 𝑥𝑅(𝐿𝑐𝑟𝑖𝑡)    IV.10 

In this expression, the first factor introduces statistics into the problem, the second introduces 

mechanics, and the third [𝑅(𝐿𝑐𝑟𝑖𝑡)] introduces electrochemistry, all three of which must be 

contained within a successful theory for crack initiation.  Examination of Equation (IV.10) 

indicates that the rate of crack initiation should increase strongly with the surface (residual and 

applied) stress (a cubic relationship) and with the PGR, 𝑅(𝐿𝑐𝑟𝑖𝑡), to increase exponentially with 

ECP. 

In the case of stainless steel in a BWR primary coolant circuit, the predicted ECP (a) as a 

function of oxygen concentration and flow velocity and calculated pit growth rate (PGR) as a 

function of ECP (b) and conductivity (c), as calculated from the Coupled Environment Pitting 

Model (CEPM) are presented in Figure IV.19.  The ECP displays the well-known sigmoidal 

variation with [O2] and displays the expected sensitivity to flow velocity at oxygen concentrations 

ranging from 1 to 100 ppb.  Note that the PGR is predicted to increase exponentially with the ECP 

and to increase with increasing solution conductivity, illustrating the importance of accurately 

predicting the ECP and the solution chemistry. 
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Figure IV.19. Predicted ECP (a) and pit growth rate (PGR) as a function of ECP (b) and 

conductivity (c), as calculated from the Coupled Environment Pitting Model (CEPM).  Note that 

the PGR is predicted to increase exponentially dependent upon the ECP and to increase with 

increasing solution conductivity [2]. 

 

Over the past 3-years, under the sponsorship of DOE-NEUP, we have developed a 

sophisticated model for crack-initiation-at-a-single-pit, based on the concepts discussed above.  

Some of our predictions of crack initiation in Type 304 SS in BWR HTCs are shown in Figure 

IV.20.  Thus, the model predicts that the critical pit depth (Figure IV.20a) and the initiation time 

(Figure IV.20b) decrease strongly with increasing stress and with increasing ECP.  These are the 

expected dependencies.  While the theory outlined above strictly applies to the nucleation of cracks 

at corrosion pits, the methodology applies to any type of nucleation site, such as emergent 

dislocation/slip systems, inclusions, oxidized grain boundaries, provided that the critical 

conditions and growth rate can be specified.  For example, we have developed an emergent grain 

boundary wedging model for crack initiation in PWRs, as depicted in Figure IV.21, because the 

ECP in a PWR HTC is far too negative (-0.85 to -0.75 Vshe) for pitting to be a viable initiation 
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mechanism.  In this model, it is envisioned, after Scott and Le Calvar [3], that water penetrates 

down an emergent grain boundary and reacts with chromium to form Cr2O3, which occupies more 

than two times the volume of the metal from which it forms (i.e., the Pilling-Bedworth ratio).  The 

growing oxide scale wedges open the boundary and decreases the cohesive strength of grain 

boundary, with a crack initiating when 𝐿𝑐𝑟𝑖𝑡 = 𝐾𝐼𝑆𝐶𝐶
2 /𝑌2𝜎2. 

 

Figure IV.20. Predicted critical crack length for crack initiation (a) and crack initiation time in 

Type 304 SS under BWR conditions (288 oC, pure water) as a function of the applied (residual + 

operational) stress [2]. 

 

The grain boundary fractures when the energy of the applied and residual stress exceeds 

its cohesive strength as described by the Griffith law.  The crack grows towards the next grain 

boundary inclusion, and the damage process starts over, as depicted in Figure IV.21.  The predicted 

growth of the Cr2O3 layer with the emergent grain boundary is displayed in Figure IV.22a.  The 

variation of the thickness with time plateaus in about ten days of growth after reaching a steady-

state where the rate of growth equals the rate of dissolution, and hence dL/dt = 0, as expected from 

theory [see Equation (IV.11)] [4,5].  The predicted crack initiation time, such that Equation (IV.5) 

is satisfied, is shown as a function of ECP, pH, and temperature in Figures IV.22(b), (c), and (d), 

respectively.  CITs of up to 10,000 days are predicted, although most are in the range of 100 to 

1000 days. 
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Figure IV.21. Grain boundary oxidation/wedging mechanism for crack initiation in Alloy 600 in 

PWR primary coolant circuits.  The model is based upon the proposal by Scott and Le Calvar [3]. 

 

 

Figure IV.22.  Predicted Cr2O3 film growth within the emergent grain boundary (a) and calculated 

crack initiation time as a function of ECP (b) pH (c), and temperature (d). 
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The Point Defect Model (PDM) [5] describes the rate of growth of the chromic oxide within 

the separated grain boundary:  

𝑑𝐿

𝑑𝑡
= Ω𝑘3 − Ω𝑘7 (

𝐶
𝐻+

𝐶
𝐻+
0 )

𝑛

     IV.11 

where L is the thickness of the Cr2O3 layer, k3 and k7 are the rate constants for oxide growth and 

dissolution, respectively, Ω is the mole volume of Cr2O3 per cation, and n is the kinetic order of 

dissolution with respect to the concentration of H+ (𝐶𝐻+).  𝐶𝐻+
0  is the standard state hydrogen ion 

concentration.  The values of all of these parameters have been determined by optimizing the PDM 

on electrochemical impedance spectroscopic data for passive Alloy 600 in PWR primary coolant 

at temperatures to 300 oC [6]. 

From Figure IV.22a, it is predicted that the film grows sigmoidally over about 240 hours 

before reaching a steady-state, with the resulting wedging resulting in the initiation times shown 

in Figure IV.22b, IV.22c, and IV.22d as functions of ECP, pH, and temperature [7].  Increasing 

the ECP is predicted to decrease the CIT because the value of k3 increases, and the oxide film 

grows faster.  The decrease in the CIT with increasing pH is because the oxide within the wedged 

grain boundary dissolves less rapidly, and hence the oxide also grows more rapidly, resulting in 

more rapid wedging.  Finally, the CIT is predicted to decrease with increasing temperature because 

the rate constants, k3 and k7, are temperature-dependent with the temperature dependence of k3 

being greater than that of k7. 

 

IV.3.3. Where should we go from here  

To advance the field further, the following tasks in developing the technology for 

predicting crack initiation times (CITs) in BWR and PWR primary coolant heat transport circuits: 

Complete the development of the theory of crack initiation to include the distributions in key 

parameters, such as surface stress, and distributions due to passivity breakdown.  In this regard, 

distribution functions for passivity breakdown and the nucleation of pits have been previously 

developed [8] and can be used directly in the proposed research.  Likewise, the theory of pit growth 

and cracking in materials in BWR coolant circuits is also well-developed [9] and will be used 

directly in the proposed work.  For PWRs, the model is based on the oxidative wedging of 
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emergent grain boundaries, a model for which has already been developed for a single initiation 

site [4]. 

⚫ Survey the literature and create a database of crack initiation time, as a function of relevant 

independent variables, including surface stress, degree of cold work, hardness, ECP, 

solution conductivity, temperature, substrate composition, inclusion density, grain size, 

and so forth.  Noting that many of the important independent variables will not have been 

measured or reported, where possible, we can use various methods to predict the missing 

values, to “fill in the gaps.”  We have used this approach in the past with great effect in the 

development of Artificial Neural Networks (ANNs) for describing stress corrosion 

cracking in sensitized Type 304 SS in BWR coolant circuits [10] and mill-annealed Alloy 

600 in PWR primary environments [11]. 

⚫ Using Artificial Intelligence (AI) techniques, develop an Artificial Neural Network (ANN) 

to analyze the data contained within the database.  The ANN should be trained via 

supervised learning on half of the database, while the remaining half will be used to 

evaluate the trained ANN.  Development of an ANN has two important purposes:  

1. To determine the mechanistic character of crack initiation, i.e., how much of the 

phenomenon is “mechanical” or “physical” (including “microstructural”) versus how 

much is “electrochemical” in nature.  We have previously used this approach with great 

success in determining the character of SCC and in formulating deterministic predictive 

models (i.e., the CEFM for SCC in both Type 304 SS [10] and Alloy 600 [11] in reactor 

coolant circuits. 

2. If the underlying database is sufficiently extensive that robust training is achieved, the 

ANN can be used as a “stand-alone” tool for predicting crack initiation time (CIT), in 

the same manner that we have done with the crack growth rate.  Because an ANN 

contains no underlying model, the predicted crack initiation times reflect hidden 

relationships between the dependent variable (CIT) and the various independent 

variables (T, ECP, stress, hardness, [Cl-], pH, flow velocity, inclusion density, grain 

size, etc) that are uncovered by training the net.  Any viable physical model must 

account for these relationships. 

3. Once the ANN is trained and the physical model has been verified, the models will be 

used to predict CITs over the operating histories of BWRs and PWRs as a function of 
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the various independent variables.  In particular, determine the sensitivity of the CIT to 

changes in each of the independent variables from the optimized weights of the trained 

ANN [10,11] and in this manner we can ascertain the contribution from each variable 

to the CIT in a specific reactor coolant circuit under any given set of operating 

conditions. 

⚫ The final goal will be to answer the question: Does a fundamental limit exist in the 

prediction of crack initiation time, and, if so, what information can be obtained from 

experimental observation?  This issue will be addressed by predicting the number of 

measurements that must be made in order to achieve the desired confidence level, given 

the statistical nature of the problem.  The ultimate goal is to predict crack initiation time 

and the associated uncertainty in a deterministic manner such that the induction times can 

be used with engineering confidence. 
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V. Further development of the coupled environment fracture model  

V.1. Development of a hydrogen-induced cracking (HIC) model for Alloy 600 and 

incorporate into the PWR code. 

The objective of this project task was to reconfigure the CEFM to incorporate hydrogen 

evolution at the crack tip as a theoretical model for predicting the HIC inter-granular stress 

corrosion cracking in aqueous environments by considering the effect of recombinant hydrogen 

pressure in the voids ahead of the crack tip together with the anodic dissolution.  The calculation 

for the HIC inter-granular CGR was preliminarily carried out for Alloy 600, corresponding to 

PWR primary coolant circuit conditions containing boric acid and lithium hydroxide solution.  The 

crack tip region of the crack growth model developed in this work is shown schematically in Figure 

V.1.  The voids are assumed to nucleate ahead of the crack tip along a grain boundary and grow 

due to the effect of the crack stress field, which varies with distance from the crack tip.  This model 

is an adaptation of the Wilkinson and Vitek creep model that was incorporated in the original 

CEFM. 

 

Figure V.1. The schematic diagram of the interaction between the main crack and the voids located 

along the grain boundary. 
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In the original CEFM, increasing stress intensity factor, KI increases the frequency of 

rupture of the passive film at the crack tip and enhances the CGR.  In the current model, the KI 

influences the void growth, too, as it increases the solubility of hydrogen in the metal and enhances 

the growth of grain boundary voids, thereby determining the hydrostatic stress field ahead of the 

crack tip.  

 

Derivation of the equation for crack growth rate 

Some assumptions are made to simplify the derivation below: 

1. Cracking is assumed to be inter-granular; 

2. The effect of hydrogen on void nucleation, microstructure, and mechanical property is 

neglected; 

3. The crack is assumed to be parallel-sided; 

4. The walls of the crack are assumed to be inert (passive), except those that result from 

microfracture events at the crack tip.  

Assumptions (3) and (4) are essentially employed in the development of the original CEFM 

[1], and their validity has been discussed elsewhere [2‒5].  Assumption (2) is adopted because we 

have no information indicating the contrary, and Assumption (1) is self-evident because IGSCC 

alone is being modeled.  However, the same model, with minor modifications, may also apply to 

transgranular stress corrosion cracking (TGSCC). 

 

Basis of the coupled-environment fracture model (CEFM)  

The CEFM performs its calculations in two steps.  In the first step, it calculates the 

electrochemical corrosion potential (ECP) of the external surface; in the second step, the CGR is 

estimated.  The ECP sufficiently far from the crack is calculated using the Mixed Potential Model 

(MPM) [6] from the composition and properties of the system, such that the local electrochemical 

properties are unaffected by the presence of the crack, and, hence, that the potential in the solution 

with respect to the metal is equal to the negative of the free ECP (the metal is taken as the potential 

reference plane).   
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In the CEFM, the CGR calculation relies on splitting the crack environment into the crack-

internal and crack-external environments.  A value of the electrochemical potential is firstly 

assumed at the crack mouth, i.e., the boundary between the crack-internal and crack-external 

environments, and then the potential is changed until the calculated crack-internal, and crack-

external currents match, i.e., the charge conservation [1], which can be stated as follows: 

0=+  dsiAi
S

N

Cmouthcrackcrack  (V.1) 

where 
N

Ci is the net (cathodic) current density due to the charge transfer reactions on the external 

surface, and ds is an increment in the external surface area.  The subscript S on the integral indicates 

that the integration is to be performed over the entire external surface; Acrack mouth is the area of the 

crack mouth; icrack is the net (positive) current density exiting the crack mouth, which can be stated 

as follows: 
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where iz , iJ , iD , and iC  are the charge number, flux, diffusion coefficient and concentration of 

species i, respectively; in the crack-internal environment, F, l, R, T, and φ are Faraday’s constant, 

the distance from the crack mouth, universal gas constant, Kelvin temperature, and the potential 

in the solution inside the crack, respectively.  For hydrolyzed species i, where zi is the valence of 

the metal ion and is the hydrolysis state of the species i.  For the calculation of the internal crack 

current, an electrochemical potential is assumed at the crack tip.  This potential is changed until 

electro-neutrality is satisfied at the tip.  For the calculation of the external crack current, a non-

iterative procedure is followed, including solving Laplace’s equation: 

2 0 = , (V.3) 

to yield ( )x , such that electrical neutrality outside the crack is satisfied at all points (i.e., 

Poisson’s equation with the charge density equal to zero).  The electrochemical potential relatively 

far from the crack is assumed to be unchanged by the presence of the crack, and hence, is equal to 

the free corrosion potential (ECP). 
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For highly resistive aqueous environments, the throwing power of the positive current from 

the crack mouth, which effectively determines the ability of reduction reactions occurring on the 

external surfaces to consume electrons released at the crack tip, has been predicted to play an 

essential role in determining the CGR [8,9].  The throwing power of the current from the crack 

mouth increases with increasing conductivity c  of the external environment.  According to dilute 

solution theory, the conductivity of the solution can be written as [10]: 

ii

i

ic Cz  =  , (V.4) 

where i  is the equivalent conductivity of the species i, which is a function of temperature [11].   

 

 Crack tip dissolution 

In the CEFM, the micro-fracture events that occur at the crack tip were attributed to SDR.  

In the SDR mechanism, the crack growth rate is related to the electro-dissolution reactions that 

occur at the crack tip as the protective film is cyclically ruptured, followed by repassivation by 

increasing strain in the underlying matrix [8].  The electro dissolution reaction occurring at the 

crack tip from the oxidation of the steel is described in terms of Tafel’s equation to yield the current 

averaged over a slip dissolution-repassivation cycle as: 
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where 0

0i  is the standard exchange current density for the dissolution reaction, ctA  is the area at 

the crack tip over which dissolution occurs immediately upon rupture of the film, L

SE  is the 

potential in the solution adjacent to the crack tip, 0

SE  is the (negative of the) standard potential (

0E ), ab  is Tafel’s constant, 0I  is equal to the total current exiting the crack, 
ft  is the time of 

cyclical fracture of the passive film at the crack tip, and 0t  is a constant determined from the 

repassivation transient [8]. 

The fracture frequency of the passive film at the crack tip is equal to the inverse of the 

period of cyclical fracture: 
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where ct  is the strain rate and f is the strain of the passive film at the crack tip at fracture. 

In this model, we use Hall’s equation [12] for modeling the crack tip strain rate, which is 

based on the separation of the crack tip strain rate into quasi-stationary and crack advance 

components.  This equation is given as: 
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where α, β and λ are dimensionless constants in the plastic strain calculation, y is the yield 

strength, E is Young’s modulus, n is the strain-hardening exponent defined by Ramberg and 

Osgood, r is the distance from the crack tip, K is the stress intensity factor, J is the J-integral, J  

is the change in J with time, and a  is crack growth rate.  The model given by Eq. (V.7) is highly 

deterministic and can account for the cold work on the crack tip strain rate through the effects of 

strain hardening and yield strength.  Given a typical value for f  (e.g., 0.001), the fracture 

frequency can be calculated using Eq. (V.6). 

Once 0

SE and L

SE  are known, the potential distribution down the crack (through distance x) 

may be estimated for the crack environment by solving Laplace’s equation (Eq. (V.6)).  However, 

since 0

SE and L

SE  depend upon I0, the above calculation must be repeated iteratively (including the 

solution for ( )SE x ) until convergence on the total current is obtained.  The crack growth rate due 

to anodic dissolution is then calculated using Faraday’s law: 

0SDR

m ct

dl MI

dt zFA
= , (V.8) 

where M is the atomic weight of the metal, ρm is the metal density, z is the oxidation number, and 

F is Faraday’s constant. 

 

Hydrogen ion concentration at the crack tip and hydrogen pressure in the voids 
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In this work, hydrogen evolution at the crack tip is analyzed in terms of the electrochemical 

phenomena contained within the CEFM.  In order to solve analytically for the hydrogen ion 

concentration at the main crack tip, we assume a linearly varying potential in the solution inside 

the crack (as indicated by the solution of the one-dimensional Laplace’s equation).  The potential 

of the solution from the crack tip to mouth decreases along a parabolic curve, as indicated by the 

more exact Poisson’s equation.  However, generally, such a linear assumption does not introduce 

an obvious discrepancy to the potential drop from the crack tip to mouth.  Indeed, as we all 

recognize, modeling is always a compromise between tractability and reality. 

 =−= Ll mouthtip /)(/ , (V.9) 

where L, ε, tip , and mouth  are the crack length (the distance from the crack mouth to tip), the 

potential gradient across the crack, the potential of the solution at the crack tip, and the potential 

of the solution at the crack mouth, respectively.   

The current resulting from hydrogen ion transport is: 

ItJFI
HHH +++ == , (V.10) 

where I, and +H
t  are the total current density through the crack mouth, and the fraction of that 

current carried by hydrogen ions (i.e., the transport number), respectively. 

The transport equation can be written as follows with a boundary condition: 
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where +Hbulk
C

,
 is the hydrogen ion concentration in the bulk solution. 

According to the CEFM, the solution to the above transport equation is: 
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where 
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and wi is the weight percent of the electroactive species in the metal, respectively. 

At the main crack tip, l = L, which yields: 
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The hydrogen ion concentration at the main crack tip is assumed to be time-independent, 

corresponding to steady-state conditions.  In the solution, the H+ is assumed to be in approximate 

equilibrium with the reduced gaseous hydrogen. 

2/2HeH + −+
. (V.16) 

The Nernst equation gives the equilibrium potential of the hydrogen electrode reaction as  
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where Etip is the equilibrium potential at the crack tip, 0E  = 0 is the standard potential for the HER 

and 
2Hf  is the dissolved hydrogen fugacity in the solution at the crack tip. 

If the reduced gaseous hydrogen in the solution at the crack tip is assumed to be in 

approximate equilibrium with the dissolved hydrogen in the metal, the concentration of the 

dissolved hydrogen in the metal can be calculated according to Sievert’s law: 

0 2 2

1/2( )R A

H s H HC K P P= + , (V.18) 

where 
0HC  is the equilibrium concentration of the dissolved hydrogen in the metal at the crack tip 

in the absence of stress, 
2

R

HP and 
2

A

HP  are the reduced gaseous hydrogen pressure at the crack tip 

and the background gaseous hydrogen pressure (e.g., from a PWR primary coolant), respectively, 

and Ks is Sievert’s constant. 

It is generally established that grain boundaries are short circuits for diffusion, and thus 

they can play an important role in the diffusion.  The effect of the grain boundaries is particularly 
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noticeable at relatively low temperatures, where bulk diffusion is less important [13,14].   

Therefore, the grain boundary is assumed to be the preferred diffusion path. 

From the theoretical considerations, it can be concluded that tensile stress often increases 

the solubility of hydrogen in the metal.  For one-dimensional system, the concentration of 

hydrogen, ),( txCH , ahead of the main crack tip is determined by [15]: 

)]/(exp[)](1[),( )(0
RTVzerfCtxC xhHHH −= , (V.19) 

where 

)2/( tDxz H = , (V.20) 

)]/(exp[0 RTQDDH −= , (V.21) 

and HD  is the diffusivity; t is the diffusion time; x is the distance from the main crack tip into the 

metal; D0 is the frequency factor; Q is the activation energy of hydrogen diffusion along a grain 

boundary; HV  is the partial molar volume of the dissolved hydrogen; 
0HC is the point source of 

hydrogen concentration at the main crack tip; and )( xh  is the stress field ahead of the crack tip.    

As indicated by Eq. (V.19), the driving force for hydrogen transport in the stress field ahead of the 

crack is the gradient in the chemical potential for atomic hydrogen in the matrix by virtue of the 

partial molar volume of hydrogen being positive.  Thus, the stress-related component of the 

chemical potential is )( xh  and hydrogen diffused to the region of the matrix with the greatest free 

volume, which occurs at the point of maximum hydrostatic tensile stress ahead of the crack tip.  

This location coincides with the first void. 

Due to local stress relaxation around a void ahead of the crack tip, resulting from the void 

formation and growth, part of the atomic hydrogen in the metal will recombine to form molecular 

hydrogen in the void.  The gaseous hydrogen pressure in the nth void, ),( '

2
txP nH , is assumed to 

be in approximate equilibrium with the local hydrogen concentration in the metal, and thus it can 

be written according to Sievert’s law: 

2'' ]/),([),(
2 snHnH KtxCtxP = , (V.22) 



95 

 
 
 

where '

nx  is the distance from the main crack tip to the left side of the nth void. 

In order to simplify the calculation, the gaseous hydrogen pressure, ),( '

22
txPH  inside the 

void nearest the main crack tip is assumed to be in approximate equilibrium with the dissolved 

hydrogen in the metal at point B (shown in Figure V.2), stated as: 

2'

2

'

2 ]/),([),(
2 sHH KtxCtxP = , (V.23) 

where
'

2x  is the ligament width between the main crack tip and the void nearest the tip. 

Ks can be expressed as follows [16]: 

( )TkEKK bsss /exp0 −= , (V.24) 

where Ks0 is a constant; Es is the activation energy, and bk  is Boltzmann’s constant. 

 

The crack growth rate 

At the moment, t, as shown in Figure V.1, the main crack continues to advance, and the 

void nearest the crack tip grows due to the effect of the main crack stress field.  During the time 

interval t1-t0, the advance rate of the main crack tip is 1 , and the growth rates of the void nearest 

the crack tip in the two directions shown in Figure V.2 are assumed to be 
'

2  and 
''

2 .  The 

parameters 1 , 
'

2  and 
''

2  are functions of time and other parameters.  Thus, 
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where cl and 
0

2l are the half lengths of the 1st and 2nd voids at the starting moment, t0. 

)5.00( 11c = ycyl , (V.26) 

)5.00( 22

0

2 = ycyl , (V.27) 

where y1 and y2 are assumed to be constants. 

The void growth rate depends on the applied stress, void size, and spacing [17]. 
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where ln is the half-length of the nth void, and β is a positive number, Φ is a function of the void 

size and void spacing as well as various material parameters, and its specific form depends on the 

mechanism considered.  Φ can be written as follows if the void possesses an equilibrium shape, 

and β = 1 [17]. 
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where 

( )  2sin/)cossin(2 −=g , (V.30) 
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( )RTQDD gbgb /exp −= , (V.32) 

and θ is the equilibrium dihedral angle at the void-grain boundary interface, and is assumed to be 

constant during the time interval, t1-t0; δ is the diffusion width of a grain boundary; D is the grain 

boundary diffusion coefficient; Dgb is the frequency factor; Qgb is the activation energy of diffusion 

along a grain boundary; Ω is the atomic volume; G is the shear modulus; and bk  is Boltzmann’s 

constant. 

The growth rates, 
'

2  and 
''

2 , of the void nearest the main crack tip at the moment t (shown 

in Figure V.2) can be written as: 
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where 
)( '

2xh
 and 

)( ''
2xh

  are the stress at the two points B and C (shown in Figure V.2) and 
'

2x  and 

''

2x  are the distances from the main crack tip to the two points B and C, respectively. 
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In order to simplify the numerical analysis hereafter, 
'

2l  and 
'

2x  are taken to be an average 

value, as Wilkinson and Vitek [17] reported that in an elastic body, the average stress in the 

ligament between a crack and a void positioned ahead of the crack tip is essentially constant until 

the void has nearly linked up with the crack.  Thus, 
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where y3 and y4 are assumed to be constants. 

During the time interval from t0 to t1, the main crack continues to advance due to metal 

dissolution.  However, in this work, only hydrogen-induced cracking is described, so the main 

crack tip is temporarily assumed to be static from t0 to t1.  The advance of the crack tip during the 

time interval will involve a comprehensive theoretical CGR model that will be developed later.  If 

the zone ahead of the main crack tip can be assumed to be approximately elastic, the stress field 

ahead of a Mode I crack tip in the absence of other local pressures is simply the elastic field as 

determined by the stress intensity factor, K, i.e.; [18] 
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where x is the distance from the main crack tip,   is the Poison’s ratio of the metal, and  
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The release of H2 into a void generates pressure within the void that increases with time.  

The hydrogen pressure adds to the hydrostatic stress on the void due to mechanical loading.  The 

total stress at the left side of the nth void can be approximately written as follows while considering 

the gaseous hydrogen pressure inside the nth void: 

),(
)](2[

)1(
3

2 '

0

')( 2
' txP

xx

K
nH

n

xh n

+
+

+=


 , (V.39) 

where ),( ' txP nH  is the hydrogen pressure inside the nth void. 

At point B (shown in Figure V.1), the total stress can be approximately written: 
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The rate of change in the length of the transient ligament can be written as: 
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Considering the anodic dissolution together with void growth by hydrogen pressurization, 

the average crack growth rate is given by:  
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where cy 5  is the ligament width at the moment when the transient ligament is considerably 

smaller than the void size, and the CGR begins to increase significantly, i.e., the time interval from 

this moment to the void linkage with the main crack is negligible, compared with the time interval 

t1-t0. 

Figure V.2 shows the dependence of the CGR on the KI, as predicted using our new model, 

along with some laboratory data.  Good agreement between the CEFM-predicted results and 

experimentally measured data has been obtained during the whole range of stress intensity factors. 

The ECP is calculated within CEFM from the concentrations of H2O2, O2, H2, LiOH, and 

H3BO3 in the solution, from the kinetics of electrodissolution of the metal substrate, and the 

hydrodynamic conditions (flow rate and channel dimensions) using the mixed potential model.  As 

can be seen from Figure V.3, the CGR increases with increasing ECP up to a maximum value in 

the range of -1 V < ECP < -0.5 V, and good agreement is found with experimental observations.  

Generally, ECP has a positive impact on the CGR, and for the whole range of ECP we have studied, 

the CGR increases by almost an order of magnitude.   
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Figure V.2. Variation of the CGR vs. the stress intensity factor for Alloy 600 in PWR primary 

heat transport circuits. 

 

Figure V.3. Variation of the CGR vs. the ECP for Alloy 600 in PWR primary heat transport 

circuits for the Slip Dissolution-Repassivation mechanism (SDR) and together with the Grain 

Boundary Void Pressurization model (GBVP). 

 

Figure V.3 also shows the dependence of CGR on ECP calculated considering only the 

SDR mechanism alone.  It is important to recognize that at very low potentials, the CGR is 

moderately sensitive for the ECP compared to the SDR model, indicating that in this region, the 

void growth is the dominant factor over the anodic dissolution in determining the CGR. 
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Figure V.4 shows another important effect that is the grain boundary void spacing (c) on 

CGR along with the experimental result obtained by TEM investigations.  Excellent agreement 

between the calculated results and the experiments is found.  Figure V.4 indicates that increasing 

the void spacing in the range of 0.05m-5.0m the corresponding CGR decreases significantly, 

and at higher c values the model yields the predictions of the original CEFM, demonstrating that 

the new model is an extension of the old CEFM, as intended. 

 

Figure V.4. Variation of the CGR vs. the grain boundary void spacing for Alloy 600 in PWR 

primary heat transport circuits.  Experimental data point investigated by Transmission Electron 

Microscopy. 
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VI. An advanced coupled environment fracture model for hydrogen-induced 

cracking in Alloy 600 in PWR primary heat transport environment 

VI.1. Introduction  

Stress corrosion cracking (SCC) is the most catastrophic form of corrosion.  Extensive 

research has been carried out in this area, but the mechanism is still controversial in many cases.  

Since SCC is a corrosion-related process, its mechanism is inevitably correlated with the anodic 

reaction that occurs in the crack and cathodic reactions that occurs on the external surface as 

required by the Differential Aeration Hypothesis (DAH).  The DAH provides the framework 

within which all localized corrosion processes can be interpreted.  An important feature of the 

DAH is that the local anode and the local cathode are spatially separated.  The local anode exists 

on the in-crack surfaces (including at the crack flanks and crack tip), and the cathode primarily 

exists on the bold, exposed external surfaces, which have the greatest access to the cathodic 

depolarizer.  Because of the potential drop that exists between the crack tip and the external 

surface, a positive current flow from the crack-internal environment to the external surface through 

the crack mouth and an equivalent electronic “coupling current” flows through the metal in the 

same direction.  The coupling current must be of sufficient magnitude to maintain the necessary 

separation between the local anode (in the crack) and the local cathode (on the external surface) 

and to maintain a suitably aggressive environment at the crack tip, in order that crack growth is 

sustained.  Crack growth requires a cathodic reaction on the external surface that has an 

equilibrium potential that is more positive than the equilibrium potential of the anodic process 

occurring at the crack tip, which is the case here for a chromium-containing alloy such as Alloy 

600.  This ensures that ΔG < 0 and hence that the corrosion reaction (crack propagation) is 

spontaneous thermodynamically because of the potential difference as discussed above.  

With regards to the processes that are envisioned to occur at the crack tip, the two most 

important mechanisms, the anodic path dissolution (APD) and hydrogen-induced cracking (HIC), 

have frequently been proposed to explain crack growth.  Extensive evidence for the HIC 

mechanism exists [1‒3], including earlier work by one of the authors [4], which shows that crack 

advance occurs via microfracture events having a dimension of micrometers, which is consistent 

with HIC, but is inconsistent with APD and in particular with the slip-dissolution-repassivation 

(SDR) model [5‒8].  In the HIC mechanism adopted in this work, hydrogen is envisaged to be 
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injected into the matrix ahead of the crack tip via the hydrogen evolution reaction that occurs on 

the crack tip flanks, as the result of microfracture events occurring at the crack tip.  The hydrogen 

is transported ahead of the crack tip via the stress field and recombines to form molecular hydrogen 

in voids that have nucleated ahead of the crack as the result of creep.  The sites of void nucleation 

are postulated to be precipitates (e.g., chromium carbide, Cr23C7) on the grain boundaries.  The 

microfracture events produce the anodic current that comprises the coupling current that flows out 

of the crack and is consumed on the external surfaces as demonstrated experimentally by Manahan, 

et.al. [4] and postulated theoretically in the Coupled Environment Fracture Model (CEFM) [8‒12] 

as well as a small fraction of the current that is consumed on the crack tip flanks by hydrogen 

evolution.  It is the “coupling current” that maintains the crack enclave in the aggressive conditions 

of high chloride concentration and high hydronium (H+) concentration simultaneously, which 

results from differential aeration.  Thus, gaseous hydrogen artificially added in aqueous solutions 

is not the only source of the hydrogen present in metals and alloys, and the hydrogen evolved 

through cathodic reactions is also important or even dominant.  Thermodynamically, a low pH at 

the crack tip and a potential drop inside a stress corrosion crack are usually necessary (but not 

sufficient) for the occurrence of hydrogen evolution at the crack tip.  Pickering and co-workers 

[13,14] and Vermilyea et al. [15] separately measured the potential drop inside a crevice or a crack, 

and they reported that the obvious potential drop is ascribed to the IR drop (ohmic potential drop).  

March [16], Gray [17] and Williams [18] separately experimentally confirmed that hydrogen gas 

evolves near the crack tip when the solution at the crack tip has a low pH value during stress 

corrosion cracking of austenitic stainless steels in boiling MgCl2 solution.  Tien [19] investigated 

hydrogen transport by dislocations, and they found that large hydrogen pressures (up to 1000 MPa 

for small voids of 0.01 µm to 10 MPa for larger voids of 1 µm diameter) were developed at voids 

developed at micro-inclusions. 

Considerable research has also been carried out in developing theoretical models of 

environment assisted cracking to explore the fracture mechanisms and estimate the chemistry and 

potential in a stress corrosion crack (SCC), and to predict the crack growth rate (CGR) in steels 

under aqueous solution conditions [5‒12, 20‒32].  Thus, Li et al. [20] explored the thermodynamic 

conditions for hydrogen generation inside a SCC, and they reported that the H+ partial potential 

drop plays an important role in the hydrogen generation, that is the electrochemical potential 

difference of H+ inside and outside the crack caused by the solution resistance expressed in the 
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dimension of voltage.  Turnbull [32] modeled the crack chemistry in sensitized stainless steel in 

boiling water reactor (BWR) coolant environments, where the medium is basically high 

temperature (288 oC) pure water of low conductivity, and he found that the crack tip potential is 

becoming more negative as the ECP became more positive for ECP < -760 mVshe.  Gonzalez [2] 

et al. developed an HIC crack growth rate model in terms of the hydrogen pressure inside an 

internal crack in steel plates.  Ford [5‒7] et al. developed a model for environmental cracking, but 

the model, like many others, fails to invoke charge conservation explicitly.  Accordingly, the 

model fails to meet the minimal conditions required for determinism, nor does it account for the 

influence of the external environment on crack growth in an analytical (as opposed to empirical) 

manner.  This latter aspect is particularly important because the conductivity of the external 

environment may vary significantly if upset chemistry conditions are experienced.  Macdonald 

and co-workers [8‒11] developed a coupled-environment fracture model (CEFM) to estimate the 

CGR of Type 304 stainless steel under BWR coolant conditions.  The CEFM takes into account 

mass transport by diffusion and ion migration in the crack, electrochemical reactions at the crack 

tip, hydrolysis of Fe2+, Ni2+, and Cr3+, and the potential drop from the crack tip to the crack mouth.  

Furthermore, charge conservation is invoked to match crack-internal and crack-external currents, 

and electro-neutrality is satisfied at the crack tip.  Vankeerberghen and Macdonald [12] extended 

the CEFM to incorporate the effects of dilute sulphuric acid on the properties of the environment 

and hence, on the CGR and include the thermal activation of the crack tip strain rate.  However, it 

has long been recognized that the CEFM needs to incorporate the role of hydrogen in affecting 

crack advance in order to provide a comprehensive theoretical model of inter-granular stress 

corrosion cracking that might be used to estimate CGR over the full spectrum of electrochemical 

conditions that exist water-cooled reactor coolant circuits, ranging from oxidizing as in BWRs 

under normal water chemistry operation to mildly reducing conditions under hydrogen water 

chemistry to the highly reducing conditions that exist in PWR primary circuits. 

The objective of the present work is to reconfigure the CEFM to incorporate hydrogen 

evolution at the crack tip as a theoretical model for predicting the HIC inter-granular stress 

corrosion cracking in aqueous environments by considering the effect of recombinant hydrogen 

pressure in the voids ahead of the crack tip.  The calculation for the HIC inter-granular CGR was 

preliminarily carried out for Alloy 600, corresponding to PWR primary coolant circuit conditions. 
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VI.2. The crack growth model. 

The crack tip region of the crack growth model developed in this work is shown 

schematically in Figure VI.1.  The voids are assumed to nucleate ahead of the crack tip along a 

grain boundary and grow due to the effect of the crack stress field, which varies with distance from 

the crack tip [26,34,35].  This model is an adaptation of the Wilkinson and Vitek [34,35] creep 

model that was incorporated in the original CEFM.  The centers of the voids are separated by a 

distance c, which may be identified with the average spacing of void nucleation sites, such as 

precipitates.  We shall regard both the main crack and voids as infinite in the direction of the crack 

front so that the problem becomes one dimensional.  At the starting moment t0 [shown in Figure 

VI.1a], the void nearest the crack tip grows to a critical size, 2lc, (lc: half-length), and the first void 

is assumed to link up with the main crack immediately.  Thus, the second void becomes the closest 

to the main crack tip.  The main crack continues to advance due to the slip-dissolution-

repassivation mechanism (SDR) as modeled by the original CEFM, and the void nearest the tip 

grows [shown in VI.1b].  At the moment t1 [shown in VI.1c], the current first void links up with 

the main crack, and the main crack advances by a step distance c. 

 

Figure VI.1. The schematic diagram of the interaction between the main crack and the voids 

located along the grain boundary. 
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This process takes place cyclically, i.e., the main crack propagates step by step.  

Considering the void growth and linkage as the only mechanism of CGR [34]: 

fc
tt

c

dt

dL

01

=
−

= , (VI.1) 

where 
( )01 tt/1f −=

 is the fracture frequency.  Note that in this model, the crack advance is via 

discrete events, which is consistent with the experimental findings of Manahan et al. [4].  The 

decrease of the length of the transient ligament ( ligl
) between the crack tip and the void including 

also the SDR mechanism can be written as: 

2
1 2

lig SDR
dl dl dl

dt dt dt
 = + = +

, 
(VI.2) 

where 

SDRdl

dt  and 

2dl

dt  are the rate of change in the transient ligament due to the anodic dissolution 

and the void growth, respectively.  Assuming that the time required to link up the main crack with 

the closest void is negligible compared to the time interval [ 0 1,t t
], the average crack growth rate 

can be written as: 

2Lig SDR

Lig Lig

dl dl dldL c c

dt l dt l dt dt

 
=  =  + 

   

(VI.3) 

Generally, the hydrostatic stress field (i.e., that due to mechanical loading) ahead of a crack 

tip is inevitably affected by the presence of voids, and thus the stress analysis and void growth are 

not strictly separable problems.  However, Wilkinson and Vitek [34,35] reported that in an elastic 

body, the average stress in the ligament between a crack and a void positioned ahead of the crack 

tip is essentially constant until the void is nearly linked up with the crack.  This means that the 

void is loaded by almost the same stress field as that of the crack alone until the ligament between 

the crack and the void is considerably smaller than the void size.  Therefore, the stress distribution 

is assumed to depend only on the position ahead of the main crack tip without considering the 

presence of voids, so as to simplify the analysis.  Meanwhile, the hydrostatic stress field ahead of 
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the main crack tip is assumed to be time-independent, and the stress concentration beside the voids 

are neglected. 

 

VI.3. Derivation of the equation for crack growth rate 

Some assumptions are made to simplify the derivation below: 

1. Cracking is assumed to be inter-granular; 

2. The effect of hydrogen on void nucleation, microstructure, and mechanical property is 

neglected; 

3. The crack is assumed to be parallel-sided; 

4. The walls of the crack are assumed to be inert (passive), except those that result from 

microfracture events at the crack tip.  

Assumptions (3) and (4) are essentially employed in the development of the original CEFM 

[8], and their validity has been discussed elsewhere [9‒12].  Assumption (2) is adopted because 

we have no information indicating the contrary, and Assumption (1) is self-evident because IGSCC 

alone is being modeled.  However, the same model, with minor modifications, may also be 

applicable to transgranular stress corrosion cracking (TGSCC). 

 

VI.3.1. Basis of the coupled-environment fracture model (CEFM) 

The CEFM performs its calculations in two steps.  In the first step, it calculates the 

electrochemical corrosion potential (ECP) of the external surface; in the second step, the CGR is 

estimated.  The ECP sufficiently far from the crack is calculated using the Mixed Potential Model 

(MPM) [10] from the composition and properties of the system, such that the local electrochemical 

properties are unaffected by the presence of the crack, and, hence, that the potential in the solution 

with respect to the metal is equal to the negative of the free ECP (the metal is taken as the potential 

reference plane).   

In the CEFM, the CGR calculation relies on splitting the crack environment into the crack-

internal and crack-external environments.  An electrochemical potential is firstly assumed at the 

crack mouth, i.e., the boundary between the crack-internal and crack-external environments, and 
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then the potential is changed until the calculated crack-internal, and crack-external currents match, 

i.e., the charge conservation [8], which can be stated as follows: 

0=+  dsiAi
S

N

Cmouthcrackcrack , (VI.4) 

where N

Ci is the net (cathodic) current density due to the charge transfer reactions on the external 

surface, and ds is an increment in the external surface area.  The subscript S on the integral indicates 

that the integration is to be performed over the entire external surface; Acrack mouth is the area of the 

crack mouth; icrack is the net (positive) current density exiting the crack mouth, which can be stated 

as follows: 
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where iz , iJ , iD , and iC  are the charge number, flux, diffusion coefficient and concentration of 

species i, respectively; in the crack-internal environment, F, l, R, T, and φ are Faraday’s constant, 

the distance from the crack mouth, universal gas constant, Kelvin temperature, and the potential 

in the solution inside the crack, respectively.  For hydrolyzed species i, ( ) i i

i

z n

nM OH
−

, where in  is 

the valence of the metal ion and in  is the hydrolysis state of the species i.  For the calculation of 

the internal crack current, an electrochemical potential is assumed at the crack tip.  This potential 

is changed until electro-neutrality is satisfied at the tip.  For the calculation of the external crack 

current, a non-iterative procedure is followed, including solving Laplace’s equation: 

 2 0 = , (VI.6) 

to yield ( )x , such that electrical neutrality outside the crack is satisfied at all points (i.e., 

Poisson’s equation with the charge density equal to zero).  The electrochemical potential relatively 

far from the crack is assumed to be unchanged by the presence of the crack, and hence, is equal to 

the free corrosion potential (ECP). 

For highly resistive aqueous environments, the throwing power of the positive current from 

the crack mouth, which effectively determines the ability of reduction reactions occurring on the 

external surfaces to consume electrons released at the crack tip, has been predicted to play an 
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essential role in determining the CGR [8,9].  The throwing power of the current from the crack 

mouth increases with increasing conductivity c  of the external environment.  According to dilute 

solution theory, the conductivity of the solution can be written as [36]: 

ii

i

ic Cz  =  , 
(VI.7) 

where i  is the equivalent conductivity of the species i, which is a function of temperature [35].  

For further details of the CEFM, the reader is referred to Refs. [8‒12]. 

 

VI.3.2. Crack tip dissolution 

In the CEFM, the micro-fracture events that occur at the crack tip were attributed to SDR.  

In the SDR mechanism, the crack growth rate is related to the electro-dissolution reactions that 

occur at the crack tip as the protective film is cyclically ruptured, followed by repassivation by 

increasing strain in the underlying matrix [8‒10].  The electrodissolution reaction occurring at the 

crack tip from the oxidation of the steel is described in terms of Tafel’s equation to yield the current 

averaged over a slip dissolution-repassivation cycle as: 
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, (VI.8) 

where 0

0i  is the standard exchange current density for the dissolution reaction, ctA  is the area at 

the crack tip over which dissolution occurs immediately upon rupture of the film, L

SE  is the 

potential in the solution adjacent to the crack tip, 0

SE  is the (negative of the) standard potential (

0E ), ab  is Tafel’s constant, 0I  is equal to the total current exiting the crack, 
ft  is the time of 

cyclical fracture of the passive film at the crack tip, and 0t  is a constant determined from the 

repassivation transient [8]. 

The fracture frequency of the passive film at the crack tip is equal to the inverse of the time 

period of cyclical fracture: 
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where ct  is the strain rate and 
f is the strain of the passive film at the crack tip at fracture. 

In this model, we use Hall’s equation [37] for modeling the crack tip strain rate, which is 

based on the separation of the crack tip strain rate into quasi-stationary and crack advance 

components.  This equation is given as: 
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, (VI.10) 

where α, β and λ are dimensionless constants in the plastic strain calculation, y is the yield 

strength, E is Young’s modulus, n is the strain-hardening exponent defined by Ramberg and 

Osgood, r is the distance from the crack tip, K is the stress intensity factor, J is the J-integral, J  

is the change in J with time, and a  is crack growth rate.  The model is given by Eq. VI.10 is highly 

deterministic and has the capability to account for the cold work on the crack tip strain rate through 

the effects of strain hardening and yield strength.  Given a typical value for 
f  (e.g., 0.001), the 

fracture frequency can be calculated using Eq. VI.9. 

Once 0

SE and L

SE  are known, the potential distribution down the crack (through distance x) 

may be estimated for the crack environment by solving Laplace’s equation (Eq. VI.6).  However, 

since 0

SE and L

SE  depend upon I0, the above calculation must be repeated iteratively (including the 

solution for ( )SE x ) until convergence on the total current is obtained.  The crack growth rate due 

to anodic dissolution is then calculated using Faraday’s law: 

0SDR

m ct

dl MI

dt zFA
= , (VI.11) 

where M is the atomic weight of the metal, ρm is the metal density, z is the oxidation number, and 

F is Faraday’s constant. 
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VI.3.3. Hydrogen ion concentration at the crack tip and hydrogen pressure in the voids 

In this work, hydrogen evolution at the crack tip is analyzed in terms of the electrochemical 

phenomena contained within the CEFM.  In order to solve analytically for the hydrogen ion 

concentration at the main crack tip, we assume a linearly varying potential in the solution inside 

the crack (as indicated by the solution of the one-dimensional Laplace’s equation).  Actually, the 

potential of the solution from the crack tip to mouth decreases along a parabolic curve, as indicated 

by the more exact Poisson’s equation.  However, generally, such a linear assumption does not 

introduce an obvious discrepancy to the potential drop from the crack tip to mouth.  Indeed, as we 

all recognize, modeling is always a compromise between tractability and reality. 

 =−= Ll mouthtip /)(/ , (VI.12) 

where L, ε, 
tip , and mouth  are the crack length (the distance from the crack mouth to tip), the 

potential gradient across the crack, the potential of the solution at the crack tip, and the potential 

of the solution at the crack mouth, respectively.   

The current resulting from hydrogen ion transport is: 

ItJFI
HHH +++ == , (VI.13) 

where I, and +H
t  are the total current density through the crack mouth, and the fraction of that 

current carried by hydrogen ions (i.e., the transport number), respectively. 

The transport equation can be written as follows with a boundary condition: 
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, (VI.15) 

where +Hbulk
C

,
 is the hydrogen ion concentration in the bulk solution. 

According to the CEFM, the solution to the above transport equation is: 
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and wi is the weight percent of the electroactive species in the metal, respectively. 

At the main crack tip, l = L, this yields: 
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The hydrogen ion concentration at the main crack tip is assumed to be time-independent, 

corresponding to steady-state conditions.  In the solution, the H+ is assumed to be in approximate 

equilibrium with the reduced gaseous hydrogen. 

2/2HeH + −+ . (VI.19) 

The equilibrium potential of the hydrogen electrode reaction is given by the Nernst 

equation:  

pH
F

RT
f

F

RT
EE Htip

303.2
)(log

2

303.2
210

0 −−= , (VI.20) 

where Etip is the equilibrium potential at the crack tip, 0E  = 0 is the standard potential for the HER 

and 
2Hf  is the dissolved hydrogen fugacity in the solution at the crack tip. 

If the reduced gaseous hydrogen in the solution at the crack tip is assumed to be in 

approximate equilibrium with the dissolved hydrogen in the metal, the concentration of the 

dissolved hydrogen in the metal can be calculated according to Sievert’s law: 

0 2 2

1/2( )R A

H s H HC K P P= + , (VI.21) 
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where 0HC
 is the equilibrium concentration of the dissolved hydrogen in the metal at the crack tip 

in the absence of stress, 2

R

HP
and 2

A

HP
 are the reduced gaseous hydrogen pressure at the crack tip 

and the background gaseous hydrogen pressure (e.g., from a PWR primary coolant), respectively, 

and Ks is Sievert’s constant. 

It is generally established that grain boundaries are short circuits for diffusion, and thus 

they can play an important role in the diffusion.  The effect of the grain boundaries is particularly 

noticeable at relatively low temperatures, where bulk diffusion is less important [38,39].  

Therefore, the grain boundary is assumed to be the preferred diffusion path. 

From the theoretical considerations, it can be concluded that tensile stress often increases 

the solubility of hydrogen in the metal.  For one-dimensional system, the concentration of 

hydrogen, ),( txCH , ahead of the main crack tip is determined by [22]: 

)]/(exp[)](1[),( )(0
RTVzerfCtxC xhHHH −= , (VI.22) 

where 

)2/( tDxz H = , (VI.23) 

)]/(exp[0 RTQDDH −= , (VI.24) 

HD  is the diffusivity; t is the diffusion time; x is the distance from the main crack tip into the metal; 

D0 is the frequency factor; Q is the activation energy of hydrogen diffusion along a grain boundary; 

HV  is the partial molar volume of the dissolved hydrogen; 
0HC is the point source of hydrogen 

concentration at the main crack tip; and 
)(xh  is the stress field ahead of the crack tip.  As indicated 

by Eq. VI.22, the driving force for hydrogen transport in the stress field ahead of the crack is the 

gradient in the chemical potential for atomic hydrogen in the matrix by virtue of the partial molar 

volume of hydrogen being positive.  Thus, the stress-related component of the chemical potential 

is )(xh . HV , and hydrogen diffused to the region of the matrix with the greatest free volume, which 

occurs at the point of maximum hydrostatic tensile stress ahead of the crack tip.  This location 

coincides with the first void. 
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Due to local stress relaxation around a void ahead of the crack tip, resulting from the void 

formation and growth, part of the atomic hydrogen in the metal will recombine to form molecular 

hydrogen in the void.  The gaseous hydrogen pressure in the nth void, ),( '

2
txP nH , is assumed to 

be in approximate equilibrium with the local hydrogen concentration in the metal, and thus it can 

be written according to Sievert’s law: 

2'' ]/),([),(
2 snHnH KtxCtxP = , (VI.25) 

where '

nx  is the distance from the main crack tip to the left side of the nth void. 

 

Figure VI.2. The schematic diagram of the void growth, hydrogen diffusion, and stress 

distribution ahead of a crack tip. 

 

In order to simplify the calculation, the gaseous hydrogen pressure, 
),( '

22
txPH  inside the 

void nearest the main crack tip is assumed to be in approximate equilibrium with the dissolved 

hydrogen in the metal at point B (shown in Figure VI.2), stated as: 

2'

2

'

2 ]/),([),(
2 sHH KtxCtxP = , (VI.26) 

where
'

2x  is the ligament width between the main crack tip and the void nearest the tip.  Ks can be 

expressed as follows [40]: 
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( )TkEKK bsss /exp0 −= , (VI.27) 

where Ks0 is a constant; Es is the activation energy, and bk  is Boltzmann’s constant. 

 

VI.3.4. The crack growth rate 

At the moment, t, as shown in Figure VI.1, the main crack continues to advance, and the 

void nearest the crack tip grows due to the effect of the main crack stress field.  During the time 

interval t1-t0, the advance rate of the main crack tip is 1 , and the growth rates of the void nearest 

the crack tip in the two directions shown in Figure VI.2 are assumed to be '

2  and ''

2 .  The 

parameters 1 , '

2  and ''

2  are functions of time and other parameters.  Thus, 

dtdtllc
t

t

t

t  +++=
1

0

1

0

'

21

0

2c  , (VI.28) 

where cl and 0

2l are the half lengths of the 1st and 2nd voids at the starting moment, t0. 

)5.00( 11c = ycyl , (VI.29) 

)5.00( 22

0

2 = ycyl , (VI.30) 

where y1 and y2 are assumed to be constants. 

The void growth rate depends on the applied stress, void size, and spacing [34]. 

 

( ) ),2,1(,/ === ncldtdl nnnn

  (VI.31) 

where ln is the half-length of the nth void, and β is a positive number, Φ is a function of the void 

size and void spacing as well as various material parameters, and its specific form depends on the 

mechanism considered.  Φ can be written as follows if the void possesses an equilibrium shape, 

and β = 1 [34]. 

( )
2)2()(

6
,

nn

n
lcl

c

Gg
cl

−
=




 (VI.32) 

where 
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( )  2sin/)cossin(2 −=g  (VI.33) 

)/( TkGD b=   (VI.34) 

( )RTQDD gbgb /exp −=  (VI.35) 

and θ is the equilibrium dihedral angle at the void-grain boundary interface, and is assumed to be 

constant during the time interval, t1-t0; δ is the diffusion width of a grain boundary; D is the grain 

boundary diffusion coefficient; Dgb is the frequency factor; Qgb is the activation energy of diffusion 

along a grain boundary; Ω is the atomic volume; G is the shear modulus; and bk  is Boltzmann’s 

constant. 

The growth rates, '

2  and ''

2 , of the void nearest the main crack tip at the moment t (shown 

in Figure VI.2) can be written as: 

( )
( )

 



 ][
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][,
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2'
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'
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c

Gg
cl

dt

dl


−
=== , (VI.36) 
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

−
=== , (VI.37) 

where 
)( '

2xh
 and 

)( ''
2xh

  are the stress at the two points B and C (shown in Figure VI.2), and '

2x  and 

''

2x  are the distances from the main crack tip to the two points B and C, respectively. 

In order to simplify the numerical analysis hereafter, '

2l  and '

2x  are taken to be an average 

value, as Wilkinson and Vitek [34,35] reported that in an elastic body, the average stress in the 

ligament between a crack and a void positioned ahead of the crack tip is essentially constant until 

the void has nearly linked up with the crack.  Thus, 

3

0

2c

0

22 /)( yllcll −−+= , (VI.38) 

4

0

2c

'

2 /)( yllcx −−= , (VI.39) 

where y3 and y4 are assumed to be constants. 
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During the time interval from t0 to t1, the main crack continues to advance due to metal 

dissolution and so on.  But in this work, only hydrogen-induced cracking is described, so the main 

crack tip is temporarily assumed to be static from t0 to t1.  The advance of the crack tip during the 

time interval will involve a comprehensive theoretical CGR model that will be developed later. 

If the zone ahead of the main crack tip can be assumed to be approximately elastic, the 

stress field ahead of a Mode I crack tip in the absence of other local pressures is simply the elastic 

field as determined by the stress intensity factor, K, i.e.; [41] 




)](2[
)1(

3

2

0

)(
xx

K
xh

+
+=  (VI.40) 

where x is the distance from the main crack tip,   is the Poison’s ratio of the metal, and  
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+=
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The release of H2 into a void generates pressure within the void that increases with time.  

The hydrogen pressure adds to the hydrostatic stress on the void due to mechanical loading.  The 

total stress at the left side of the nth void can be approximately written as follows while considering 

the gaseous hydrogen pressure inside the nth void: 

),(
)](2[

)1(
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0

')( 2
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xx
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xh n

+
+

+=


 , (VI.43) 

where ),( ' txP nH
 is the hydrogen pressure inside the nth void. 

At point B (shown in Figure VI.2), the total stress can be approximately written: 
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The rate of change in the length of the transient ligament can be written as: 

'
2( )2

2

2 2

( )6

( ) ( 2 )

h xdl c

dt g G l c l
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
=

 −
. (VI.45) 
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Considering the anodic dissolution together with void growth by hydrogen pressurization, 

the average crack growth rate is given by combining Eq. VI.11, Eq. VI.29, Eq. VI.30 and Eq. VI.45  

and then substituting the result into Eq. VI.3 to yield:  

( )

'
2( )0

2

1 2 5 2 2

( )1 6

1 ( ) ( 2 )

h x

m ct

MIdL c

dt y y y zFA g G l c l



 

 
 = +

− + +  −  

. (VI.46) 

where cy 5  is the ligament width at the moment when the transient ligament is considerably 

smaller than the void size, and the CGR begins to increase significantly, i.e., the time interval from 

this moment to the void linkage with the main crack is negligible, compared with the time interval 

t1-t0. 

 

VI.4. Results and discussion  

The above model was used to preliminarily calculate IGCGR in Nickel-based Alloy 600 in 

pressurized water reactor (PWR) primary heat transport circuits, containing boric acid and lithium 

hydroxide solution.  Parameter values used in the present calculations are summarized in Table 

VI.1 and Table VI.2, together with the sources from which they were taken.   

The relevant electrochemical conditions are also tabulated on each graph, which was 

chosen to be identical to the conditions at which the selected experiments were carried out.  Of 

course, in an actual environment, wide ranges exist in these parameters, because of different crack 

initiation times, prior CGR, residual and operating stresses, microstructure, and temperature/time 

heat input combinations.  Furthermore, the present model does not consider neutron-catalyzed, in-

service sensitization, which is possibly responsible for irradiation-assisted stress corrosion 

cracking (IASCC).  Thus, the conditions chosen for the present analysis should be regarded as 

“standard conditions” that permit one to discern the effects of the environment alone on CGR, 

unencumbered by changes in the other parameters.  Generally, the activation energy for diffusion 

along a grain boundary is lower than that for lattice diffusion.   
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Table VI.1. Parameter values for the slip-dissolution model. 

Parameter Value Comment/Source 

εf 0.001 Reference [57] 

E 197500 MPa Reference [58] 

ρm 8.49 g/cm3 Reference [58] 

σy 257 MPa Reference [57] 

αct 0.5 Reference [37] 

βct 5.46 Reference [58] 

 1.06 Reference [58] 

L 0.5 cm - 

M 56 g/mol Reference [59] 

z 2 Reference [58] 

Act 0.001 cm2 Reference [10] 

Qct 50000 J/mol 
Calibrated using a CGR vs temperature 

experimental data 

 

As for self-diffusion, the activation energy of diffusion along a grain boundary is about 0.4 

~ 0.6 times that of lattice diffusion [39].  In this study, the ratio is taken to be 0.45 for calculating 

the activation energy of self-diffusion along a grain boundary, Bib, and 0.40 for calculating the 

activation energy of hydrogen diffusion along a grain boundary, Q, and the constants y1, y2, y3, y4, 

and y5 mentioned above were set to be 0.45, 0.25, 5.0, 2.0 and 0.2, respectively, based on the 

assumptions at derivation of the original model by Wilkinson and Vitek [34].  Stress inevitably 

concentrates on the main crack tip.  However, it is hard, or it is even impossible to know the local 

stress at the crack tip exactly.  In the present calculation, the local stress at the crack tip is assumed 

to be a little less than the yield stress of Alloy 600, or about 250 MPa.  As for the partial molar 
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volume of the dissolved atomic hydrogen in the metal HV , it has been reported that the value at 

room temperature is around 1.0 × 10-6 m3/mol [33,48,49].  An extensive review of the literature 

indicates that no data are available for HV  in high-temperature aqueous environments, so the value 

is assumed to be 2.0 × 10-6 m3/mol.   

 

Table VI.2. Parameter values for the grain boundary crack growth model. 

 

 

VI.4.1. Effect of stress intensity factor 

In the original CEFM, increasing stress intensity factor (SIF) KI, increases the frequency 

of rupture of the passive film at the crack tip and enhances the CGR [8‒10].  In the current model, 

Parameter Value Comment/Source 

α 1/2 Assumed the effect of plastic creep near the 

crack tip is negilible [34] 

β 1 For rounded, equilibrium shape [34] 

c 0.2m Reference [51] 

Ks0 1.113 mol/m3·Pa1/2 Reference [40] 

Es 2.563 × 10-20 J Reference [40] 

θ 75o Reference [42] 

δ 5 × 10-10 m Reference [43] 

Ω 1.177 × 10-29 m3 Reference [43] 

G 7.309 × 1010 N/m2 Reference [44] 

kb 1.38 × 10-23 J/oK Boltzmann’s constant 

γ 0.3 Poisson’s ratio 

Dgb 2.76 × 10-4 m2/s Reference [45,46] 

Qgb 250600 J/mol Reference [45,46] 

D0 6.43 × 10-7 m2/s Reference [47] 

Q 53450 J/mol Reference [47] 
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the SIF has an effect on the void growth, too, as it increases the solubility of hydrogen in the metal 

and also enhances the growth of grain boundary voids, thereby determining the hydrostatic stress 

field ahead of the crack tip.  Figure VI.3 shows the dependence of the CGR on the SIF, as predicted 

using the presented model, along with some laboratory data [50].  Good agreement between the 

CEFM-predicted results and experimentally measured data has been obtained during the whole 

range of stress intensity factors.  In any event, for the conditions employed in calculating the CGR 

shown in Figure VI.3, the value of KISCC is estimated to be about 7 MPa∙√m, although the exact 

value does appear to depend upon the conditions assumed, as expected.  There are several studies 

supporting HIC as a key factor in the mechanism of crack advance in the SCC of Alloy 600 [51,52‒

54].  As shown in our work on Type 304SS in high-temperature water [8], fracture-mechanics 

controls the microfracture frequency, but hydrogen embrittlement determines the microfracture 

size.  As noted above, if the SDR model was correct, the microfracture dimension should be a few 

Burger’s vectors or a few nanometers in magnitude, but experimentally it is founded to be 2‒3μm.  

Thus, if the SDR alone was viable, the event frequency would have to be in the kilohertz range 

rather than 0‒2 Hz observed experimentally by analysis of the noise in the coupling current. 

 

Figure VI.3. Variation of the CGR vs. the stress intensity factor for Alloy 600 in PWR primary 

heat transport circuits. 
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VI.4.2. Effect of temperature 

In terms of the anodic dissolution, the fracture of the passive film and repassivation 

processes in the crack tip are recognized to be thermally activated and hence, to be temperature-

dependent.  Temperature is a principal factor influencing the CGR in Alloy 600 in dilute aqueous 

solutions, and a value of 50 kJ/mol has been obtained as the activation energy for the crack-tip 

strain rate by calibration of the model for selected CGR vs. experimental temperature data.  Thus, 

the temperature dependence of the film rupture and repassivation process are included in the 

CEFM by using a temperature-dependent crack tip strain rate, since it is the crack tip strain rate 

that controls the film rupture frequency, which in turn controls (along with the kinetics of the 

reactions that occur on the external surface) the average crack tip current and hence the CGR [8].  

The effect of temperature on the crack tip strain rate is expressed by an Arrhenius-Type expression 

around a reference temperature of 330 oC, i.e. 

1 1

330 273.15( ) (330 )
ctQ

R T

ct ctT C e 
 

− 
+ = ,   (VI.47) 

where ( )ct T  and (330 )ct C  are the crack tip strain rate at temperature T (K) and 330 °C, 

respectively, Qct is the thermal activation energy for the crack tip strain rate in J/mol, and R the 

universal gas constant in J/mol/K.  The grain boundary diffusion in the void pressurization model 

is postulated to be thermally activated, which is described by Eqs. VI.32-VI.35, as well as the 

hydrogen evolution at the crack tip and diffusion within the metal,  are temperature-dependent, 

too.  It is important to recognize, however, that the temperature-dependence of the crack growth 

rate is also determined by the temperature-dependencies of the solution properties (e.g., 

conductivity) and of the various electrochemical processes, such as the kinetics of the charge 

transfer reactions that occur on the external surfaces, the kinetics of metal dissolution at the crack 

tip and so forth.  Figure 4 shows the effect of temperature on CGR along with other test conditions.  

As can be seen from this figure, good agreement is obtained between the calculated and the 

experimental values [55], which demonstrate that the thermal activation energy for crack tip strain 

rate was set correctly, and the GBVP model accurately accounts for the effect of temperature on 

CGR.  The CGR is an increasing function of the temperature in the range of 200 °C and 350 °C 

and varies strongly (by 3 order of magnitude), as expected.  
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Figure VI.4. Variation of the CGR vs. the temperature for Alloy 600 in PWR primary heat 

transport circuits.   

 

VI.4.3. Effect of ECP 

ECP is calculated within CEFM from the concentrations of H2O2, O2, H2, LiOH, and 

H3BO3 in the solution, from the kinetics of electrodissolution of the metal substrate, and from the 

hydrodynamic conditions (flow rate and channel dimensions) using the MPM.  However, the CGR 

is a sensitive function of the concentrations of electroactive species in solution (e.g., O2, H2, and 

H2O2), so that a close relationship between CGR and ECP is expected theoretically.  Figure VI.4 

shows the predicted dependence of CGR on ECP; all the other input parameters are as indicated 

in the figure.  As can be seen from Figure VI.5, the CGR increases with increasing ECP up to a 

maximum value in the range of -1V < ECP < -0.5V, and good agreement is found with 

experimental observations [55].  Generally, ECP has a positive impact on the CGR, and for the 

whole range of ECP we have studied, the CGR increases by almost an order of magnitude.  These 

results agree well with the Artificial Neural Network-based sensitivity analysis result for Alloy 

600 [56], in which the ECP comes out as the third most important parameter in determining the 

CGR after temperature and KI.  Figure VI.5 also shows the dependence of CGR on ECP calculated 

considering only the SDR mechanism alone.  It is important to recognize that at very low 
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potentials, the CGR is moderately sensitive for the ECP compared to the SDR model, indicating 

that in this region, the void growth is the dominant factor over the anodic dissolution in 

determining the CGR. 

 

Figure VI.5. Variation of the CGR vs. the ECP for Alloy 600 in PWR primary heat transport 

circuits for the Slip Dissolution-Repassivation mechanism (SDR) and together with the Grain 

Boundary Void Pressurization model (GBVP). 

 

It is also important to note that the ECP is imposed on the external surface, but it is the 

potential at the crack tip that is important with regards to local hydrogen evolution and hydrogen 

injection into the crack tip alloy matrix.  The potential at the crack tip is calculated in the CEFM, 

and it becomes more negative at the crack tip as the externally-imposed potential (ECP) is made 

more positive.  For the assumed conditions (PWR primary coolant), the potential at the crack tip 

(Etip) is calculated to be -0.9 Vshe while the ECP on the external surface is -0.73 Vshe.  These values 

satisfy the condition of Etip < ECP for spontaneous crack growth.  Furthermore, the pH at the crack 

tip is calculated in the CEFM to be 2.6, so that under those conditions, the thickness of the passive 

film is small; however, the crack tip still undergoes cyclic fracture.  Also, the thin film allows 

results in the injection of hydrogen into the metal matrix that recombines in the voids and increases 

the pressure, as calculated by Sievert’s law (Eq. VI.25).  The rate of the hydrogen evolution 

reaction on the residual passive film at the crack tip is a sensitive function of the film thickness.  

Quantum mechanics shows that the exchange current density changes as e(-βL) where β is the 
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tunneling constant, and L is the barrier layer thickness.  Thus, any decrease in L at the crack tip, 

which occurs because of the low pH (2.6) and the low potential (-0.9 Vshe) means that the crack 

tip is a preferred location for hydrogen evolution and the injection of atomic hydrogen into the 

matrix, even in the absence of film rupture because of creep.  Rupture of the film means that over 

some fraction of the microfracture cycle, the average film thickness will be even lower, and hence, 

hydrogen injection will be even higher than in the scenario that film fracture did not occur. 

 

VI.4.4. Effect of crack length 

Due to the strong coupling between the internal and external crack environments, a 

dependence of CGR on crack length is expected under constant KI conditions.  This dependence 

is shown in Figure VI.6, where the predicted CGR is plotted as a function of the crack length as 

the crack length is increased from 0.01 cm to 5.00 cm.  The CGR is predicted to moderately 

decrease, as expected from the CEFM.  Calculations were performed for KI = 80 MPa√m and for 

other parameter values tabulated in the figure.  These parameters were set to be identical in [51], 

where the measured crack growth rate, along with the corresponding crack length, is given.   

 

Figure VI.6. Variation of the CGR vs. the crack length for Alloy 600 in PWR primary heat 

transport circuits. 
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As can be seen in Figure VI.6, the results calculated by the present model are in good 

agreement with the experimentally measured data.  However, it is important to note that the 

dependence of CGR on crack length is based upon the electrochemical effect and is due to the 

decreasing coupling current with increasing crack length (increasing potential drop down the 

crack) recognizing that the CGR is a linear function of the coupling current at least for Type 304 

SS in high-temperature water [60].  Due to the high value of stress intensity factor, creep became 

dominant and partially obscured the electrochemical influence on CGR.  

 

VI.4.5. Effect of boron concentration 

Figure VI.7 shows the effect boron (as boric acid [H3BO3]) on CGR in Alloy 600, which 

indicates that there is only a moderate effect of the boron content on the CGR in the region from 

250 to 1200 ppm.  Rebak et al. [50], also found that the CGR was not dependent on boric acid 

concentration, because boric acid is a weak acid and it becomes weaker as temperature increases. 

The present model predicts that the CGR is a positive function of the boron content, which 

corresponds to experimental observations [56].  

 

Figure VI.7. Variation of the CGR vs. the boron concentration for Alloy 600 in PWR primary 

heat transport circuits.   
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VI.4.6. Effect of the grain boundary void spacing 

Shen and Shewmon [51] showed for Alloy 600 that in high-temperature deaerated water, 

cracks are initiated by the nucleation of a high density of voids on the grain boundary under the 

combined action of the applied stress with hydrogen injected from corrosion.  The voids then grow 

together by grain boundary diffusion to give local failure.  They found the void spacing in the area 

of the crack tip to be 0.2m by transmission electron microscopy.  Figure VI.8 shows the effect of 

the grain boundary void spacing (c) on CGR, along with the experimental result given in [51].  

Excellent agreement between the calculated results and the experiments is found.  Figure VI.8 

indicates that increasing the void spacing in the range of 0.05m-5.0m the corresponding CGR 

decreases significantly, and at higher c values the model yields the predictions of the original 

CEFM, demonstrating that the new model is an extension of the old CEFM, as intended. 

 

Figure VI.8. Variation of the CGR vs. the grain boundary void spacing for Alloy 600 in PWR 

primary heat transport circuits.  Experimental data point investigated by Transmission Electron 

Microscope (TEM) as per Shen and Shewmon.  

 

It is important to note that the present model does not include effects from the 

microstructure of the material and residual stresses [61‒63].  Although microstructural effects were 

not considered in a recent Artificial Neural Network (ANN) analysis of SCC in Alloy 600 in PWR 

Primary Coolant [56], the ANN successfully reproduced the CGR vs independent variables [KI, 

Yield Strength, temperature, solution conductivity, Electrochemical Corrosion Potential, pH (B 
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and Li concentrations)] when tested against an evaluation data set suggesting that either all 

specimens had similar microstructures or the microstructural features do not strongly influence the 

CGR.  This issue has yet to be resolved and was considered to be well beyond the scope of the 

present paper.   

 

VI.5. Summary and conclusions 

In the present work, we have developed a theoretical model for the hydrogen-induced 

cracking to estimate the inter-granular crack growth rate in Alloy 600 in aqueous environments.  

In this model, a crack growth is assumed to occur by the combined effect of the anodic dissolution 

and the nucleation and growth of voids ahead of the crack tip along a grain boundary, and then 

linkage with the main crack due to stress-induced fracture of the remaining ligaments to yield the 

micro-fracture events that have been previously reported for IGSCC in Alloy 600 in high 

temperature water.  Under proper conditions, hydrogen evolution at the crack tip injects atomic 

hydrogen into the crack tip matrix.  The hydrogen atoms diffuse ahead of the crack tip and 

recombine to form H2 in the voids.  The hydrogen generates pressure within a void that increases 

with time.  The hydrogen pressure adds to the hydrostatic stress on the void due to mechanical 

loading, and once the effective stress exceeds the fracture stress of the ligament, the void links 

with the crack marking a micro-fracture event.  The theoretical model for the hydrogen-induced 

cracking based on grain boundary void pressurization was incorporated into the CEFM.  The CGR 

was calculated for Alloy 600 in PWR heat transport circuits for different electrochemical and 

mechanical conditions.  The calculated results indicate that the hydrogen evolution at the crack tip 

under PWR conditions has a significant effect on the CGR.   

 

VI.6. Defining the mechanisms of hydriding failure of fuel cladding in pressurized water 

reactors.   

VI.6.1. Background 

Hydriding is recognized as a principal failure mechanism of zirconium alloy fuel cladding 

in Pressurized Water Reactors [64].  While the formation of hydrides has been well described 

phenomenologically [64‒77], the mechanistic details are still lacking.  The need for precise 
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mechanistic detail stems from the possibility of designing new zirconium alloys that are 

significantly more resistant to hydriding failure than are the current alloys (Zircaloy 4, ZIRLO, 

MS, etc.).  If such a cladding can be designed and its enhanced resistance demonstrated, its use as 

fuel cladding in PWRs would allow the fuel to be taken to considerably higher “burn-up” [60‒70 

gigawatt-days per metric ton of uranium (GWd/MTU)] than is now practiced [< 50 GWd/MTU].  

This, in turn, would have a significant impact on the economics of power production, would 

conserve resources of reactor fuel by the increased utilization of 235U92, and would enhance safety 

and operation (the latter arising from fewer failed fuel incidences). 

The compositions of some commercial fuel cladding used in nuclear power reactors are 

shown in Table VI.3 [64].  Of particular interest in this work are Zircaloy-4, ZIRLO, and MS, as 

all three are used in PWRs World-wide.  The most common of these alloys in Zircaloy-4, which 

has the composition Zr-Sn (1.2‒1.7 wt.%)-Fe (0.18‒0.24 wt.%)-Cr (0.07‒0.13‒1.7 wt.%).  The 

compositions of the other alloys are given in Table VI.3. 

 

Table VI.3. Chemical composition of different zirconium alloys. 

 

More recently, metal-clad zirconium alloys (e.g., Westinghouse’s chromium-clad, EnCore, 

and coated AXIOM advanced nuclear fuels) have been introduced to inhibit hydriding and hence 

to extend the fuel to higher burn-up.  However, we do not consider these advanced cladding 

materials in the present work, because the emphasis was on devising a technique for monitoring 

hydriding in situ under typical reactor operating conditions.  We considered that the development 

of such a technique to be particularly important because it would permit hydrogen pick-up in real-

time as the reactor transitioned through a fuel cycle.  This is so because hydriding is a strong 

function of the electrochemical corrosion potential (ECP) of the cladding, and the ECP is predicted 

to trend to more negative values as burn-up proceeds, as shown in Figure VI.9.   
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Figure VI.9. Predicted variations of boron concentration, pH at the top and bottom of the core, 

and the hot-leg ECP of Alloys 600 and 690 as a function of time through a PWR fuel cycle.  

Coordinated water chemistry, [H2] = 5 ppm [56 cm3(STP/kg H2O] and [Li] = 0 - 2 ppm. 

 

In this figure, the calculated ECP values correspond to those of Alloys 600 and 690 in the 

hot-leg of the steam generator.  However, these values are posited to also correspond to those of 

various Zr alloys, because the chemistry of the environment ([H2] and pH) dominates the ECP and 

by the kinetics of the passive dissolution of the alloys.  In two cases [Alloy 690 (empirical) and 

Alloy 690 (PDM)] the passive current density is calculated using an empirical correlation between 

the steady-state passive current density and by using the Point Defect Model, respectively, where 

the PDM parameters were obtained by optimization of the model onto experimental 

electrochemical impedance (EIS) data.  PDM-derived values are considered to be more reliable.  

The reader will note that the ECP changes from about -780 mVshe at the beginning of the fuel cycle 

to about -870 mVshe at the end, a change of almost 100 mV. 

As emphasized by Suman, et al. [64], the failure of fuel cladding is a complex phenomenon, 

involving chemical and corrosion, mechanical (stress from fuel swelling), thermal, and operational 

factors, as summarized in Figure VI.10.  In this proposal, we focus on corrosion and hydriding, 

because they are the root cause of cladding failures in PWRs. 
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Figure VI.10. Mechanism of cladding failure [1]. 

 

The mechanism of the oxidation of zirconium and zirconium alloys has been extensively 

studied [64‒73].  While most researchers have interpreted the oxidation kinetics of zirconium in 

terms of a simplistic diffusion model, leading to the rate law, ∆𝑤𝑛 = 𝑘𝑡  with n = 2–5 [68], 

comprehensive electrochemical impedance spectroscopic (EIS) studies of the oxidation of pure Zr 

in high temperature, oxygenated water shows that the PDM provides a better mechanistic 

description of the film growth process [78‒80].   

EIS is an electrochemical technique in which a small amplitude, sinusoidal voltage (𝑉̃) is 

applied between the metal and a reference electrode in the solution (and, therefore, across the 

passive film) and the resulting sinusoidal current response (𝐼) is used to define the impedance (𝑍 =

𝑉̃

𝐼
= 𝑍′ − 𝑗𝑍′′), where 𝑍′ and 𝑍′′ are the real and imaginary components that are plotted in the 

Nyquist.  Theoretically, the impedance, when measured over an infinite bandwidth of frequency, 

contains all of the information that can be gleaned from a system via electrochemical excitation.  

Typically, the maximum bandwidth extends from 106 Hz to 10-4 Hz; at higher frequencies, stray 

capacitance and inductance distort the response, and at lower frequencies, stability imposes a 

practical limit (note a 10-4 Hz sinusoid takes 10,000 s or 2.8 hrs to be applied).  Because of the 

small voltage amplitude (typically 10 mV peak-to-peak), the impedance can be interpreted in terms 

of linearized electrochemical models (electrochemical kinetics is inherently non-linear).  However, 

the real power of EIS lies in the fact that values for parameters in parameter-rich models, such as 

the Point Defect Model (PDM), which typically contain 15-20 unknowns, may be determined by 

measuring the impedance at the requisite number of frequencies, with each frequency providing 

an independent observation. 
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The work of Ai, et.al. [78‒80] shows that in non-hydrogenated environments (e.g., BWR 

coolant) the oxide typically comprises a bilayer structure, with a inner barrier layer of oxygen-

deficient zirconium oxide (ZrO2-y) that grows into the metal via the generation of oxygen vacancies 

at the metal/barrier layer (m/bl) interface and an outer layer that forms via dissolution/re-

precipitation of the oxide at the barrier layer/solution (bl/s) interface and/or the hydrolysis of Zr4+ 

interstitials transmitted through the barrier layer [79].  In the case of the corrosion of pure 

zirconium in hydrogenated PWR primary coolant, the barrier layer is found to comprise hydrogen-

deficient zirconium hydride (ZrH2-x), while the outer layer comprises porous, stoichiometric ZrO2 

that forms via the hydrolysis of ZrH2-x at the bl/s (ol) interface (Figure VI.11) [80].   

 

Figure VI.11. Point defect model (PDM) for the oxidation/ hydriding of pure zirconium in PWR 

primary coolant.  ZrZr = zirconium cation in the hydride layer, HH = hydride anion of hydride 

sublattice, VH = hydrogen vacancy on hydride sublattice, ZrH2 = zirconium hydride [80].  

 

In both cases, the corrosion resistance is determined by the porosity of the outer layer.  

Furthermore, hydride platelets are found to precipitate below the m/bl interface with their number 

density decreasing with distance from the m/bl interface, demonstrating that they form from atomic 

hydrogen that diffuses through the metal from the interface, where it is generated [73]. 

The ZrH2-x phase is brittle, as is the ZrO2 oxide phase, and both appear to contribute to the 

hydrogen “embrittlement” of zirconium and its alloys in PWR service.  However, the hydride is 

found to migrate in the presence of a temperature gradient, with the movement toward the cold 

end of the gradient (outside of the tube), as illustrated in Figure VI.12 [64].  Parenthetically, this 

is an irreversible thermodynamic phenomenon that is readily interpreted in terms of thermal 

diffusion, although to the author’s knowledge, this has never been done. 
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Figure VI.12. Hydride redistribution induced by temperature gradients [64]. 

 

Without question, electrochemical impedance spectroscopy (EIS) is the most powerful 

method for investigating corrosion phenomena.  Its power lies in its ability to interrogate systems 

over a very wide range in frequency (practically from 10-2 to 105 Hz), permitting the detection and 

definition of relaxation processes having widely differing relaxation times in a single experiment.   

 

VI.6.2. Experimental  

The experimental data used to develop this in situ method for monitoring the hydriding of 

zirconium were originally obtained using the apparatus shown schematically in Figure VI.13.  The 

apparatus is the forerunner and is essentially identical to that described in Chapter X.  The 

experimental work was carried out in a unique high temperature/high-pressure recirculating flow 

loop depicted in Figure VI.13.   

The flow loop comprises a reservoir [McMaster-Carr, 4.5 L capacity], a high pressure 

positive displacement pump (MRP051-8KCBM4NMGFSE1122, Milton Roy), a hydraulic 

accumulator (22155A-5100, Giant Pump Accumulator Pulse Dampener), a regenerative heat 

exchanger, an autoclave cell with a magnetically activated stirrer, an electric heater (Parr 4562 

stirred reactor), a cooling heat exchanger, and a back pressure regulator (KPB1P0A412P20000, 

Swagelok).  The actual experimental temperature in the autoclave cell (indicated in the yellow-

dashed box in Figure VI.14) and the rotating speed of the stirrer (300 rpm, indicated in the red 

dashed box in Figure VI.14, are controlled by a PARR 4843 controller.   
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Figure VI.13. Schematic of the recirculating flow loop with autoclave cell for high-temperature 

experimental measurements. 

 

A cell of similar design [81] achieved linear flow velocities through the annular flow 

channel of 1.58 meters per second, thereby successfully simulating the flow characteristics in a 

PWR core.  The working, reference and counter electrodes are the specimen, a platinized platinum 

reference electrode, and the Alloy 600 inner wall of the annulus, and the flow channel, 

respectively.   

Experimental work on zirconium alloy hydriding was carried out in borate buffer solution 

containing 𝐻3𝐵𝑂3 (2000, 200, 0 ppm B) + 𝐿𝑖𝑂𝐻 (2 ppm 𝐿𝑖).  The solution in the reservoir was 

initially purged by sparging the solution at ambient temperature with pure 𝑁2  gas (99.998%, 

Praxair) at atmospheric pressure for over 24 h before the solution was continuously pumped into 

the autoclave.  The dissolved 𝐻2  concentration [25 cm3(STP)/kg H2O]) in the solution was 

established by sparging the solution in the reservoir with a 𝐻2 mixture at the appropriate pressure, 

as calculated from Henry’s law.  All experiments were carried out at 250 oC, with this upper limit 

being determined by the use of PTFE (polytetrafluoroethylene).  Optimization of the PDM (Figure 

VI.11) on the experimental EIS data (Figure VI.15) yields the parameter values listed in Table 

VI.4.   
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As shown in the Table VI.4, the EIS data were measured at three voltages (-0.1, 0, and 0.1 

V vs. Pt, i.e., -0.85 Vshe, -0.75 Vshe, and -0.65 Vshe, respectively, see Figure VI.15), which 

effectively span the expected range for ECP of zirconium alloys in the core of an operating PWR.  

The last column gives the mean of each parameter and the standard deviation as calculated from 

the data for all three voltages.  These mean values were then used to calculate the “simulated” 

impedance shown in Figure VI.15.   

 

 

Figure VI.14. The high temperature/high-pressure recirculating flow loop used for high-

temperature experimental measurements. 
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Figure VI.15. Nyquist and Bode plots of the impedance of pure zirconium in simulated PWR 

primary environment at 250 oC.  Potential = 0.1 Vshe, polarization time = 24 hours, Solution: 0.1 

M B(OH)3 + 0.001 M LiOH + 22 cm3(STP)/kg H2O.  Figures show a comparison between the 

experimental data (points) and the impedance calculated from the optimized PDM, the parameters 

from which are given in Table VI.4 [80]. 
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Table VI.4. PDM optimized parameters for the corrosion of pure zirconium in simulated PWR 

coolant at 250 oC [80]. 

Eapp, V vs NHE#                                -0.1                     0  0.1          Average Values 

 

 

#NHE is defined as the equilibrium potential for the hydrogen electrode reaction (HER) in the 

test solution, 0.1 m B(OH)3 + 0.001 m LiOH + 22 cm3 (STP)/kg H2O H2 at 250 oC.  The equilibrium 

potential for the HER in the test solution is calculated to be -0.75 Vshe. 

 

As seen, the experimental and calculated data almost perfectly match, demonstrating that 

the PDM with the parameter values shown in Table VI.4 accurately describes the mechanism of 

corrosion.  Additional power of this Type of analysis lies in sensitivity analysis, in which the 

impact of each parameter, in turn on the impedance is readily determined.  An example of 

sensitivity analysis is shown in Figure VI.16, in which the porosity and thickness of the outer 

(porous ZrO2) layer were systematically varied.   

The reader will note that the variation of these parameters has a huge impact on the 

impedance and, therefore, on the corrosion resistance.  On the other hand, the variation of the 

parameters for the ZrH2-x barrier layer had little impact on the impedance [80].  Accordingly, the 

corrosion resistance, Z(ω→0), where ω is the angular frequency, and the rate of hydriding is 

determined entirely by the porous, outer layer and not by the barrier layer.  This is a common 

observation for “valve” metals, such as Zr, Ti, Al, Nb, Ta, etc.  Thus, if one wishes to control the 

rate of hydriding, then one must control the resistance of the outer layer, either by controlling the 
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porosity or thickness, or both or by the use of an impervious coating.  We know of no other method 

that could have provided this vital insight on an in-situ basis. 

 

Figure VI.16. Sensitivity of the calculated impedance of pure zirconium in simulated PWR 

primary coolant as a function of (b) the porosity and (f) thickness of the outer layer [80]. 

 

Because the three alloys listed in Table VI.3 differ only in the concentrations of minor 

alloying elements (Sn, Fe, Cr), it is not expected that the rate of hydriding will differ remarkably 

from one alloy to another.  This is because of the rate of the cathodic reaction, 𝐻2𝑂 + 𝑒
− → 𝐻 +

 𝑂𝐻−, which occurs at the bl/s interface, is controlled by the transport of water through the porous 

outer layer.  However, it appears that the ol, comprising porous, pure ZrO2, is insensitive to the 

identity and concentration of the alloying elements (Sn, Fe, Cr).  Accordingly, the properties of 

the outer layer should also be independent of the concentrations of Sn, Fe, and Cr, so that little 

difference is expected in the hydriding rates.  This expectation is borne out by the experimental 

findings of Kim and Kim [76], shown in Figure 17.  The rate constants referred to by Kim and 

Kim [76] are essentially that of Reaction 1 of the PDM (Figure VI.11).  The base rate constant for 

this reaction (𝑘1
00) is listed in Table VI.4 and is found to be essentially independent of potential, 

as required by electrochemical kinetic theory.  However, the rate constant, 𝑘1 =

𝑘1
00𝑒𝑎1𝑉𝑒𝑏1𝐿𝑏𝑙𝑒𝑐1𝑝𝐻𝐴1, where 𝑎1, 𝑏1, 𝑐1, and 𝐴1 are constants that are defined in terms of various 

fundament parameters [82].  Theory shows that 𝑎1𝑉 + 𝑏1𝐿𝑏𝑙 = constant, so that 𝑘1, too, is voltage-

independent, but theory also shows that 𝐿𝑏𝑙 = [(1 − 𝛼)/𝜀]𝑉 + 𝐺, where 𝐺 is constant.  Because 

hydriding is a cathodic reaction, Zr + 2H2O + 2e- → ZrH2 +2OH- (the addition of Reactions 1 and 
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two times Reaction 2, Figure VI.11, such that the hydrogen vacancy, 𝑉𝐻
∙ , cancels) the barrier layer 

thickness (𝐿𝑏𝑙) increases as the potential is made more negative, this being a consequence of the 

electric field strength (𝜀) being negative (see Table VI.4).  Parenthetically, in the case of oxide 

formation (Zr + 2H2O → ZrO2 + 4H+ + 4e-), 𝐿𝑏𝑙 increases as the voltage is made more positive 

because 𝜀 is positive [75,82].  In light of the above, we conclude that the barrier layer thickness is 

a more appropriate measure of hydriding susceptibility. 

 

Figure VI.17. Comparison of the hydriding reaction rates of Zircaloy-2, Zircaloy-4, and ZIRLO 

[76]. 

 

To date, the work described above has only been performed on pure zirconium.  So that 

these findings are relevant to PWR operation, the same studies need to be carried out on Zircaloy-

4, ZIRLO, and MS under conditions that exist in those reactors (330 oC, ECP = -0.75 to -0.85 Vshe), 

where the ECP is the electrochemical corrosion potential.  Of particular importance is the 

correlation of the tendencies of these alloys to hydride with the properties of the inner, ZrH2-x 

barrier layer, and the outer ZrO2 layer.  Because the bl forms directly from the alloy substrate, any 

impact that the alloying elements might have on the properties of the passive film are likely to be 

seen in the rate constants of the bl reactions contained within the PDM (Figure VI.11).  

Importantly, optimization of the PDM on the experimental EIS data allows us complete access to 

the rate constants and all other parameters of both the barrier layer and the outer layer, as 

demonstrated above.  We know of no other technique that can provide that information as 

efficiently. 
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The future implementation of the methods described above is the subject of a pre-

application to the 2020 NEUP solicitation. 
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VII. The foundations of fracture impedance spectroscopy 

VII.1. Introduction  

A pressing problem in the prediction of fatigue damage in structures is how to translate 

information developed from laboratory studies under well-defined loading conditions (sinusoidal, 

saw-tooth, trapezoidal, etc.) to real engineering structures that are subject to complex loading 

waveforms in order to predict the accumulation of fatigue damage (crack length).  Typical 

examples are aircraft that operate under turbulent flight conditions and are subject to chaotic, cyclic 

loading with Fourier components ranging over wide ranges of frequency and amplitude and having 

random phase (i.e., “white noise” loading) [1].  Historically, fatigue studies of materials of 

aerospace structures have been carried out in the laboratory under pristine loading conditions, such 

as sinusoidal, square wave, positive saw-tooth, negative saw-tooth, and trapezoidal loading as a 

function of frequency and stress intensity factor range.  Furthermore, fatigue studies are rarely 

performed at loading frequencies that cover the full spectrum of loads experienced in service, 

particularly at low frequencies, because of the excessive experimental times.  Thus, the very lowest 

loading frequency is arguably the reciprocal of the flight time, which for a 5-hour flight is 5.6·10-

5 Hz.  However, few experimental studies have been performed at frequencies lower than about 

0.01 Hz.  Accordingly, a pressing need exists to bridge the gap between the lowest operating 

frequency and that which is feasible in the laboratory.   

The method proposed here attempts to provide this bridge making use of Linear Systems 

Theory and the concept of a transfer function and builds upon work carried out more than twenty-

five years ago by the first author and one of his students – Fracture Impedance Spectroscopy (FIS) 

[2,3].  In this paper, the framework of the theory and its application for two different aerospace 

alloys are presented. 

 

VII.2. Theory  

The hypothesis upon which the fracture impedance concept is based is that an analogy may 

be drawn between the flow of current in an electrical circuit and the propagation of a crack in a 

material in response to an imposed driving force (voltage in the case of an electrical circuit and 

stress intensity factor, or some function thereof, in the case of fracture).  Briefly, this method 
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defines an “impedance” for crack growth in a metal sample [e.g., a C(T) specimen] when subjected 

to transient loading (e.g. a step in the load or periodic loading of some specified waveform), by 

transforming the perturbation and response (time-dependent crack growth rate) from the time 

domain into the Laplace frequency domain to define the fracture impedance, ZF(s), as 

𝑍𝐹(𝑠) = ℒ[𝑃(𝑡)]/ℒ[𝑅𝐹(𝑡)] (VII.1) 

where ℒ signifies the Laplace transform 

𝑋̅(𝑠) = ∫ 𝑋(𝑡)𝑒−𝑠𝑡𝑑𝑡

∞

0

 (VII.2) 

in which 𝑋̅(𝑠) is the Laplace transform of 𝑋(𝑡), P(t) is the imposed perturbation in the stress 

intensity function, RF(t) is the response (crack growth rate), and s is the Laplace frequency.  

Provided that the system is linear [which can be assured through an appropriate choice of the 

perturbation function, P(t)], ZF(s) is independent of P and RF and is a pure material's property, so 

that for any arbitrary loading waveform, 𝑃̅’(𝑡), inverting Equation VII.1 yields: 

𝑅̅𝐹(𝑠) = 𝑃̅’(𝑠)/𝑍𝐹(𝑠). (VII.3) 

The value of the fracture impedance concept is that the inverse transform of Equation VII.1 

will allow the prediction of fatigue damage in structures under arbitrary loading conditions (e.g., 

under chaotic loading as for an aircraft structure in turbulent air).  Thus, noting that a properly 

defined ZF(s) is a material's property that is independent of the loading waveform, we can write: 

𝑅𝐹(𝑡) = ℒ−1[𝑃̅’(𝑠)/𝑍𝐹(𝑠)] (VII.4) 

A possible form of the arbitrary loading waveform: 

𝑃̅’(𝑡) = 𝐾𝑒𝑓𝑓(𝑡) = 𝐾𝐼(𝑡) − 𝐾𝑡ℎ (VII.5) 

with chaotic loading defined by KI(t) as recorded by accelerometers or strain gauges and a 

threshold value, 𝐾𝑡ℎ, which corresponds to a certain material exposed to a specific environment.  

Integration in Laplace space is achieved by dividing the right side of Equation VII.4 by the 

Laplace frequency, s, to give the crack length at any time, t, as 
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𝑎(𝑡) = ℒ−1[𝑃̅’(𝑠)/𝑠𝑍𝐹(𝑠)] (VII.6) 

Thus, by using Equations VII.1 and VII.6, the crack growth rate in the field may be 

predicted from the measured load and from the fracture impedance that was determined from 

laboratory experiments under pristine loading conditions. 

It is important to note that FIS is perfectly general concept and that the Laplace transform 

of the arbitrary (complex) load on the structure (e.g., an aircraft wing) is readily derived 

numerically from Equation VII.4 using the frequency range indicated by the sampling theorem: 

1

2Δ𝑡
> 𝑠 >

2

𝑇
 (VII.7) 

where Δ𝑡 is the time between neighboring data samples (inverse of the sampling frequency) and T 

is the total time record.  For example, if the sampling frequency is 1000 Hz (Δ𝑡 = 1 ms) and T = 

1000 s, the frequency bandwidth is from 500 Hz to 0.002 Hz. 

The attainment of linear systems behavior may be achieved in two ways.  Firstly, the 

perturbation driving the crack could be made sufficiently small that non-linear terms (e.g., 

exponential functions) may be “linearized” by expansion.  Secondly, a functional form of the 

driving force may be chosen, such that the transfer function (fracture impedance) is independent 

of the driving force.  The second method is preferred, because little restriction exists on the size of 

the perturbation, whereas, in the first case, the perturbation may be so small that it becomes 

difficult to determine the transient in the crack growth rate.  Thus, a major challenge in further 

developing this technique is to identify the functional form of the driving force that yields behavior 

in conformity with linear systems theory, and it may be that the preferred functional form will 

differ from system-to-system.  In the example given below, it is evident that linear behavior was 

not achieved with the driving force assumed, because the fracture impedance is a function of the 

step in the stress intensity factor.  However, the fracture process may be represented by an 

equivalent electrical circuit, as discussed below, but it is not known whether this is generally true.  

In the case of the work of Chung and Macdonald [2‒5], linear behavior was not evident because 

the fracture impedance function was found to be a function of the driving force (a step in KI using 

a tapered DCB specimen such that KI is independent of crack length), so that the inversion 

represented by Equation VII.4 would not be expected to be valid. 
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Fatigue experiments are performed by imposing a periodic load of period T on a pre-

cracked specimen and then reporting the increase in the length of the crack per cycle (dL/dN).  

Multiplication by the frequency (inverse of the period, i.e., f = 1/T) yields the crack growth rate 

(dL/dt).  In making this transition, it is important to recognize that the increase in crack length per 

cycle may be equated with the average of the crack extension over the cycle; that is; 

𝐶𝐺𝑅̿̿ ̿̿ ̿̿ =
𝑑𝑎

𝑑𝑡

̅̅̅̅
=
𝑓

𝑇
∫ 𝐶𝐺𝑅(𝑡)𝑑𝑡 =

1

𝑇2
∫ 𝐶𝐺𝑅(𝑡)𝑑𝑡
𝑇

0

𝑇

0

 (VII.8) 

where CGR(t) is the rate of crack growth over the loading cycle, the Laplace transform of which 

is given in Equation VII.8.  Noting that the integral in Equation VII.8 in the steady-state for a given 

loading frequency is a constant, the Laplace transform of Equation VII.8 is then written as: 

𝐿 (
𝑑𝑎

𝑑𝑡

̅̅̅̅
) =

1

𝑠𝑇2
∫ 𝐶𝐺𝑅(𝑡)𝑑𝑡
𝑇

0

 (VII.9) 

However, it is important to note that the unloading of a crack over part of the loading cycle 

may reduce the crack growth rate to zero due to crack closure.  In this case, the period, T, in 

Equation VII.8, corresponds to the time of tensile loading (i.e., the time over which the crack is 

open) and that this time might be significantly different (shorter) than the loading period.  The 

impact that unloading may have on the predicted accumulated damage must be carefully analyzed. 

 

VII.3. Experimental data  

It is important to emphasize that the application of this method requires high-quality 

experimental data that have been acquired by loading specimens exposed to the same environment, 

on a wide range of loading frequency (0.001-100Hz), applying different loading waveforms and 

loading amplitudes (Table VII.1).  Few data exist that meet all of the above requirements.  

Experimental data of two different aerospace alloys taken from the literature were used to test the 

fracture impedance concept. Fatigue data of Al T2024-T3 alloy [6] and Alloy 718 [7] were used 

in this study tested by different environmental and mechanical conditions, as summarized in Table 

VII.2.   
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Table VII.1. Laplace transform pairs for typical loading waveforms employed in fatigue 

experiments. 

Waveform Geometric Form F(t) F(s) 

Step 

 

𝐹(𝑡) = {
0, 𝑡 <  0
1, 𝑡 >  0

 
1

𝑠
 

Square 

 

𝐹(𝑇′, 𝑡) = {
1, 0 < 𝑡 <  𝑇′
−1, 𝑇′ < 𝑡 <  𝑇

 

𝑇′ = 𝑇/2 

1

𝑠
tanh (

𝑇𝑠

4
) 

Sine 

 

𝐹(𝑡) = sin (𝜔𝑡) 

𝜔

𝑠2 + 𝜔2
 

 

Triangular 

 

𝐹(𝑇′, 𝑡) = {

1

𝑇′
𝑡, 0 < 𝑡 <  𝑇′

1 −
𝑡

𝑇
, 𝑇′ < 𝑡 <  𝑇

 

𝑇′ = 𝑇/2 

2

𝑇𝑠2
tanh (

𝑇𝑠

4
) 

Positive Saw 

Tooth 

 

𝐹( 𝑡) =
1

𝑇
𝑡 

𝐹( 𝑡 + 𝑇) = 𝐹(𝑡) 

1

𝑇𝑠2
−

𝑒−𝑇𝑠

𝑠(1 − 𝑒−𝑇𝑠)
 

Negative 

Saw Tooth 

 

𝐹( 𝑡) = 1 −
𝑡

𝑇
 

𝐹( 𝑡 + 𝑇) = 𝐹(𝑡) 

1

𝑠
+

𝑒−𝑇𝑠

𝑠(1 − 𝑒−𝑇𝑠)
−

1

𝑇𝑠2
 

 

Trapezoidal 

  

𝐹( 𝑡)

{
 
 

 
 

𝑡

𝑇1
, 0 < 𝑡 <  𝑇1

1, 𝑇1 < 𝑡 <  𝑇2
𝑡 − (𝑇1 + 𝑇2)

−𝑇1
, 𝑇2 < 𝑡 <  𝑇3

 

𝑇1
𝑠2
(1 − 𝑒−𝑇1𝑠 − 𝑒−𝑇2𝑠) +

1

𝑠
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Table VII.2. Summary of the experimental data used in this study. 

 Al T2024-T3 Alloy 718 

Young modulus 73.1 GPa* 172 GPa** 

Yield strength 345 MPa* 1027 MPa** 

Poisson’s ratio 0.33* 0.29** 

Environment moist air, 25 ºC moist air, 650 ºC 

Stress intensity factor range 6.0-42.0 MPa m0.5 27.8-40.0 MPa m0.5 

Frequency range 0.22-30 Hz 0.001-100 Hz 

Loading waveform sinusoidal triangular 

R-ratio range  -1.0-0.0 0.1-0.8 

*at 25 °C 

**at 650 °C 

 

Figure VII.1 and Figure VII.2 show the crack growth rate data in terms of the frequency 

along with the stress intensity factor and R-ratio dependency.  
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Figure VII.1. Experimental data of Al T2024-T3 taken from [6].  (a) Effect of loading amplitude. 

(b) Effect of R-ratio. 

 

 

Figure VII.2. Experimental data of Alloy 718 taken from [7]. (a) Effect of loading amplitude. (b) 

Effect of R-ratio. 
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VII.4. Results and Discussion 

Al T2024-T3 

Assuming a sinusoidal mechanical loading waveform, the stress intensity function in terms 

of time can be written as: 

𝑃(𝑡) = 𝐾𝑚𝑎𝑥 sin(𝜔𝑡) + 𝐾𝑚𝑒𝑎𝑛, (VII.10) 

where 𝜔 = 2𝜋𝑓  is the angular frequency with the frequency f.  Given the value of the stress 

intensity factor range Δ𝐾,  and the load ratio, R, the mean and maximum value of K can be 

calculated as: 

𝐾𝑚𝑒𝑎𝑛 =
𝐾𝑚𝑎𝑥 + 𝑅𝐾𝑚𝑎𝑥

2
 (VII.11) 

𝐾𝑚𝑎𝑥 =
Δ𝐾

1 − 𝑅
 

(VII.12) 

Replacing the stress intensity factor in this equation by the J integral, that is 𝐽𝑚𝑎𝑥 = (1 − 𝜈2)
𝐾𝑚𝑎𝑥

2

𝐸
  

and  𝐽𝑚𝑒𝑎𝑛 = (1 − 𝜈
2)

𝐾𝑚𝑒𝑎𝑛
2

𝐸
 by considering linear elastic material: 

𝑃(𝑡) = 𝐽𝑚𝑎𝑥 sin(𝜔𝑡) + 𝐽𝑚𝑒𝑎𝑛, (VII.13) 

The Laplace transform of this function: 

ℒ[𝑃(𝑡)] =
𝐽𝑚𝑒𝑎𝑛
𝑠

+
𝐽𝑚𝑎𝑥 𝜔

𝑠2 + 𝜔2
 (VII.14) 

Using Equation VII.1 and combining with Equations VII.9 and VII.13 the fracture impedance for 

pristine sinusoidal loading waveform is given as: 

𝑍𝐹(𝑠) = ℒ[𝑃(𝑡)]/ℒ[𝑅𝐹(𝑡)] =  (
𝐽𝑚𝑒𝑎𝑛
𝑠

+
𝐽𝑚𝑎𝑥 𝜔

𝑠2 + 𝜔2
) 𝐶𝐺𝑅̅̅ ̅̅ ̅̅ .⁄  (VII.15) 

Using experimental data of Figure VII.3, the transfer function was calculated for Al T2024-

T3, as shown in Figure VII.5 for different frequencies and loading amplitudes.  As can be seen, 

with increasing frequency the fracture impedance decreases; however, it also depends upon the 

value of the load ratio, R.  Note that R = -1 means fully reversed loading with zero mean stress on 

the crack tip, whereas R = 0 means the load has only tensile effect on the crack with a zero-
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minimum stress.  It is seen from Figure VII.5 that the material has lower fracture impedance at R 

= 0, as the range of the applied load comprises only a tensile component, which is more effective 

in causing crack advance than is the fully reversed loading including a half period of crack 

“closing.”  The effect of the range of J-integral in the fracture impedance is shown in Figure VII.6.  

As can be seen, the fracture impedance is strongly dependent on the applied J-integral range.  It is 

important to note that the J-integral was directly calculated from the stress intensity factor, which 

is a linear elastic quantity; thus, it cannot account for the effect of plasticity around the crack tip.  

Generally, the damage parameters in the field of fatigue and fracture of materials are more reliable 

if they comprise both the stress and strain, to become energy-Type parameters, rather than based 

on the stress or strain alone.  It is widely accepted that the damage of the material is proportional 

to the mechanical strain energy deposited in their microstructure.  Thus, we can conclude that the 

restriction of the stress intensity factor, that is the material is assumed to behave as linear elastic, 

may cause an apparent decrease in the fracture impedance, as it is not proportional to the damage 

(CGR) because the load increased beyond the value that the material response can be modeled 

with the tools of linear elastic fracture mechanics.  The dimension of the plastically deformed 

region, rp, ahead of the crack tip increase exponentially with the stress intensity factor [8].  In an 

attempt to eliminate the effect of the loading amplitude from the fracture impedance, the stress 

intensity factor, KI was corrected using the rp, as: 

𝐾𝐼
𝐶 = 𝐾𝐼

√𝜋 (𝑎 +
𝐾𝐼
2

2𝜋𝜎𝑌
2)

√𝜋𝑎
 

(VII.16) 

where a is the crack length and 𝜎𝑌 is the yield strength.  
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Figure VII.3. Fracture impedance in terms of frequency of Al T2024-T3 in moist air at T= 25 °C 

loading with a sinusoidal waveform. 

 

Using 𝐾𝐼
𝐶 , the corresponding J-integral range was determined to obtain the fracture 

impedance, ZF(s), as seen in Figure VII.4.  It is seen that the variation of the ZF(s) is lower, 

considering small scale yielding using this simple model than that of assuming linear elastic 

fracture mechanics.  Note that this model cannot account for the plasticity at higher loading 

amplitudes, so further research should consider experiments that are conducted with controlled J-

integral that may result in the elimination of the loading range dependency from fracture 

impedance function.  
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Figure VII.4. Fracture impedance in terms of loading amplitude of Al T2024-T3 in moist air at 

T= 25 °C loading with sinusoidal waveform at f=30 Hz. 

 

 Alloy 718 

Assuming a triangular mechanical loading waveform, the loading function in terms of time 

can be written: 

𝐹(𝑇′, 𝑡) = {

𝐽𝑚𝑎𝑥
𝑇′

𝑡 + 𝐽𝑚𝑒𝑎𝑛, 0 < 𝑡 <  𝑇′

𝐽𝑚𝑎𝑥 −
𝑡

𝑇
+ 𝐽𝑚𝑒𝑎𝑛, 𝑇

′ < 𝑡 <  𝑇

 
   

(VII.17) 

where 𝑇` = 𝑇/2. The Laplace transform of this function: 

ℒ[𝑃(𝑡)] =
2𝐽𝑚𝑎𝑥
𝑇𝑠2

tanh (
𝑇𝑠

4
) +

𝐽𝑚𝑒𝑎𝑛
𝑠

 (VII.18) 

Using Equation VII.1 and combining with Equations VII.9 and VII.18 the fracture 

impedance for pristine triangular loading waveform is given as: 
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𝑍𝐹(𝑠) = ℒ[𝑃(𝑡)]/ℒ[𝑅𝐹(𝑡)] =  [
2𝐽𝑚𝑎𝑥
𝑇𝑠2

tanh (
𝑇𝑠

4
) +

𝐽𝑚𝑒𝑎𝑛
𝑠

] 𝐶𝐺𝑅̅̅ ̅̅ ̅̅ .⁄  (VII.19) 

Using experimental data of Alloy 718 plotted in Figure VII.2, the transfer function was 

calculated, as shown in Figure VII.5, for different frequencies and loading amplitudes.  As can be 

seen, with increasing frequency, the fracture impedance decreases; however, it also depends upon 

the value of the load ratio, R.  Figure VII.5a shows a similar trend in terms of the loading intensity 

as observed in Al T2024-T3.  Increasing the R-ratio decreases the fracture impedance, as can be 

seen in Figure VII.5b, which is, again, similar to the behavior of Al T2024-T3.  This trend reflects 

the increasing mean stress over time around the crack tip.  It is also important to note that the 

trends reported in Figures VII.3 and VII.5 might be significantly different in a more aggressive 

environment and/or at high temperature due to the influence of stress corrosion cracking and 

enhanced creep. 

 

Figure VII.5. Fracture impedance of Alloy 718 in moist air at T= 650 °C loading with a triangular 

waveform: (a) Effect of loading amplitude and (b) Effect of R-ratio. 
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It is seen that the impedance ZF(s) decreases with the increasing Laplace frequency s for 

both of the materials involved in this study.  Accordingly, the electrical analog for crack 

propagation in this material is simply a resistance (RAC) and capacitance (C) in series.  However, 

the data that are shown in Figures VII.3 and VII.5 also reveal that the resistance, but not the 

capacitance, is a function of the applied stress intensity; that is  

𝑍𝐹(𝑠) = 𝑅𝐴𝐶(𝐾𝐼) +
1

𝑠𝐶
 (VII.20) 

It is clear, therefore, that although the system is nonlinear, and ZF(s) is not expected to obey 

the Kramers-Kronig transforms [9‒11], the process is readily described by an electrical equivalent 

circuit, which is physically realistic, as indicated below.  Nevertheless, the observed non-linearity 

(dependence of RAC on KI) needs to be explored and eliminated, in order that the method might be 

used to estimate the crack growth rate under any other loading waveform, as noted above.  Finally, 

it is evident that 𝑅𝐴𝐶 (resistance to crack growth, c.f., resistance to current flow in an electrical 

circuit characterizes the crack growth rate whereas 𝐶 corresponds to energy storage, presumably 

due to strain of the matrix ahead of the crack tip.  In the work of Chung and Macdonald [2‒5] on 

fracture in AISI 4340 in NaCl solution under cathodic potential control, the electrical equivalent 

circuit for fracture was found to be a resistance and inductance in series resulting in the fracture 

impedance increasing linearly with the Laplace frequency.  The inductance also corresponds to 

energy storage, and in the electrical sense, energy is stored in a fluctuating magnetic field.  Thus, 

we have two different energy storage modes that will need to be explored in future work.  In the 

case of AISI 4340 [2‒5], 𝑅𝐴𝐶 was found to be independent of KI, implying that the crack growth 

rate is also independent of KI.  This corresponds to fracture occurring in the Stage II region of CGR 

vs. KI.  Then, by representing fracture by an equivalent electrical circuit, we have achieved 

separation of crack growth and energy storage phenomena in fracture. 

 

Prediction of damage 

In this final section, we wish to demonstrate the process of predicting fatigue damage from 

the fracture impedance that was derived from some other loading waveform.  The crack growth 

rate was calculated using the fracture impedance for Al T2024-T3 as determined using sinusoidal 
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loading, and then the crack growth rate for triangular loading was determined.  In Figure VII.6, 

the fracture impedance function in terms of the Laplace-frequency derived assuming the analog 

circuit of the growing crack was determined to be a resistance and capacitance in series.  The 

average of the fracture impedance at each frequency value was taken, and curve fitting was 

performed using those data to obtain RAC and C values in ZF(s).  The values of RAC and C obtained 

by curve-fitting are also depicted in Figure VII.6.  

 

Figure VII.6. Fracture impedance function in terms of the Laplace-frequency of AL 2024 T3 

calculated for sinusoidal loading. 

 

Substituting Eq. VII.14 and Eq. VII.20 into Eq. VII.4 and taking into account that for R=-

1 the Jmean=0, the crack growth rate for sinusoidal loading can be written as follows: 

 𝑅𝐹(𝑡) = ℒ−1[𝑃̅’(𝑠)/𝑍𝐹(𝑠)] = ℒ−1 [
𝐽𝑚𝑎𝑥 𝜔

𝑠2+𝜔2

𝑅𝐴𝐶

𝑅𝐴𝐶+
1

𝑠𝐶

], (VII.21) 

that is after taking the inverse Laplace-transform: 
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𝑅𝐹(𝑡) =
𝐽𝑚𝑎𝑥

𝑅𝐴𝐶

1

1+
1

(𝜔𝑅𝐴𝐶𝐶)
2

[
1

𝜔𝑅𝐴𝐶𝐶
cos(𝜔𝑡) + sin(𝜔𝑡)]  (VII.22) 

For triangular loading, the above equations are written as follows:  

𝑅𝐹(𝑡) = ℒ−1[𝑃̅’(𝑠)/𝑍𝐹(𝑠)] = ℒ
−1 [

2𝐽𝑚𝑎𝑥
𝑇𝑠2

tanh(
𝑇𝑠

4
)

𝑅𝐴𝐶+
1

𝑠𝐶

] , (VII.23) 

and 

𝑅𝐹(𝑡) =
𝐶𝐽𝑚𝑎𝑥

2𝑇
−
𝐶𝐽𝑚𝑎𝑥𝑒

−𝑡
𝐶𝑅𝐴𝐶

2𝑇
  (VII.24) 

After integration Eq. VII.22 and Eq. VII.24 over the loading cycle, the average crack 

growth rate per cycle can be obtained.  Figure VII.7 shows the crack growth rate values expressed 

in m/s in terms of the Laplace frequency for different loading amplitudes.   

   

Figure VII.7. Crack Growth Rate in Al 2024-T3 obtained by the Fracture Impedance Method for 

sinusoidal loading and re-calculated for triangular loading using the same impedance function. 

 

As can be seen for lower frequencies, the crack growth rate is higher with triangular 

loading, whereas at higher frequencies, the crack growth rate estimated to be higher with sinusoidal 

loading.  We could not locate data against which the results directly could be compared to the 
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entire range of frequency.  However, experimental observations [12,13] show that for higher 

frequencies, the sinusoidal loading waveform causes a higher crack growth rate in comparison 

with the triangular loading waveform.  The trend of the results is in good agreement with the 

experimental observations that support the viability of the Fracture Impedance Spectroscopy 

concept. 

 

VII.5. Summary 

The method proposed here attempts to bridge the gap between laboratory fatigue 

experiments and fatigue of arbitrarily loaded engineering structures by making use of Linear 

Systems Theory and the concept of fracture impedance.  This study can be summarized as follows: 

• “Fracture impedance” for crack growth in a metal sample subjected to transient loading 

(e.g., a step in the load or periodic loading of some specified waveform) has been defined by 

transforming the perturbation and response (time-dependent crack growth rate) from the time 

domain into the Laplace frequency domain. 

• It is seen that fracture impedance of crack growth of AL T2024-T3 and Alloy 718 fatigued 

in laboratory air calculated from the range of J-integral decreases with increasing the Laplace 

frequency, under the specified range. 

• The fracture impedance depends upon the applied loading amplitude.  One possible 

explanation is that the dependence is due to the restriction of the stress intensity factor that is the 

material assumed to behave linearly elastically.  That may cause an apparent decrease in the 

fracture impedance, as the stress intensity factor is not proportional to the damage (CGR) after the 

load increased beyond the value that the material response can be modeled with the tools of linear 

elastic fracture mechanics. 

• The elimination of the effect of the loading amplitude on the fracture impedance may be 

attempted by using data generated from J-integral controlled experiments. 

• The process of predicting fatigue crack growth rate from the fracture impedance that was 

derived from some other loading waveform was successfully demonstrated, and the trends of the 

results are in agreement with experimental observations.  



161 

 
 
 

Based upon our conclusions above, testing the FIS theory more accurately will require 

high-quality experimental data generated on the wide ranges of frequency and J-integral, with 

appropriate resolution along with both parameters (e.g., f = 0.001-100 Hz; ∆JI = 1-25 kJ/m2).  

Future work will explore the efficacy of the fracture impedance concept as a means of transferring 

laboratory fatigue data to the field with the specific purpose of predicting the accumulation of 

damage under any arbitrary loading waveform, such as those experienced by airframes under 

normal flight conditions or ships hulls also under normal operating conditions.  Future 

experimental work will involve measurement of crack growth rate transients for alloy/environment 

couples of interests in industrial applications under pristine loading conditions so that the fracture 

impedance can be determined.  In future studies, we will also measure accumulated fatigue damage 

(crack length) under “pure” loading waveforms (sinusoidal, saw-tooth, trapezoidal), and the 

observed damage will be compared with that calculated from the fracture impedance.  Finally, 

fatigue damage should be measured on selected systems under arbitrary, complex waveforms to 

demonstrate the entire prediction process, including the numerical Laplace and inverse Laplace 

transformations.  The successful development of this technology could have an enormous impact 

on the prioritization of inspection and in maintaining safety-related engineering structures.  
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VIII. Characterization of the electrochemistry of LWR primary coolant 

circuits. 

VIII.1. Characterization of the electrochemical conditions and CGR calculation in PWRs. 

The ECP is one of the most important parameters in terms of Stress Corrosion Cracking 

(SCC) of the Heat Transport Circuit (HTC) loop as it provides the driving force of the dissolution 

of metal and also of the hydrogen-induced cracking.  It is also the most important parameter of the 

accumulation of activated corrosion products into the oxide films.  The mechanical load is settled 

in basic design, and it is not a controllable parameter; therefore, the only parameter which the 

utilities of Nuclear Power Plants can control in order to mitigate the SCC is the properties of the 

electrochemical corrosion environment.  Our PWR code is equipped with a radiolysis model and 

a chemical reaction model, in order to calculate the individual species concentrations, pH 

calculation model, and the Mixed Potential Model (MPM).  In the following paragraphs, selected 

results are shown focusing on CGR in terms of various electrochemical and mechanical conditions. 
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ECP values obtained from the calculation using four different hydrogen-concentration for 

Alloy 600, at the steam generator tube were compared in Figure VIII.1 for the hot side of the U-

tubes over a fuel cycle.  As the model confirms, the hydrogen is effective in the reduction of 

dissolved coolant oxygen and decreases the ECP toward more negative values.  Generally, it is 

beneficial for the anodic dissolution mechanism; however, it increases the risk of hydrogen-

induced cracking.  In the following figures, we calculate the CGR in terms of various parameters. 

  

Figure VIII.1. Variation of ECP with hydrogen in steam generator U-tube hot leg over a 12-month 

fuel cycle. 

 

Figure VIII.2 and VIII.3 show the CGR and crack length, respectively, as a function of 

time through a fuel cycle.  These data were calculated for various hydrogen concentrations in the 

coolant.  As can be seen from the figures, the change in the CGR with increasing hydrogen 

concentration is not significant.  It is important to note that in our model incorporates the slip-

dissolution/repassivation (SDR) mechanism as well as the grain boundary void pressurization 

(GBVP) based hydrogen embrittlement model.  This means the two phenomena are competing, as 

the ECP has a positive impact on the SDR, whereas it has a negative impact on GBVP.  

In Figure VIII.3, the position of the wall thickness is also indicated, showing that having a 

0.01 cm crack at the beginning of the cycle, the crack crosses the wall of the steam generator tube 

after about 6 months.  
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Figure VIII.4 shows the CGR in terms of the stress intensity factor (SIF) in the steam 

generator U-tube hot leg.  As can be seen from the figure, the CGR is a heavily sensitive function 

of the SIF.   

 

Figure VIII.2. CGR in the steam generator U-tube as a function of [H2] over a 12-month fuel 

cycle. 

 

Figure VIII.3. Variation of crack length in the steam generator U-tube as a function of [H2]. 
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It is important to recognize that the stress intensity factor is being used in various 

mechanical components throughout our model: 

• The GBVP model that is based on Wilkinson and Vitek creep growth rate model. 

• The SDR model as described by the CEFM.  

• Previous work on Artificial Neural Network modeling of CGR in Alloy 600 in PWR 

primary coolant environments showed that the cracking is mainly a mechanical 

phenomenon augmented by electrochemistry that is in good agreement with our results 

displayed Figure VIII.1 through Figure VIII.5.  

Figures VIII.6 and VIII.7 show the CGR and crack length, respectively, as a function of 

time over a 12-month fuel cycle, calculated using the two different models.  One model includes 

only the SDR as the crack advance mechanism; the other includes the SDR augmented by HIC.  It 

can be seen that the hydrogen re-combination in the voids has a significant impact on CGR by 

pressurizing the voids, therefore, increasing the fracture frequency of the grain boundary.  

 

Figure VIII.4. CGR in the steam generator U-tube at different stress intensity factors over a 12-

month fuel cycle. 
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Figure VIII.5. Variation of crack length in the steam generator U-tube at different stress intensity 

factors over a 12-month fuel cycle. 

 

 

Figure VIII.6. CGR in the steam generator U-tube using different SCC models: (1) SDR 

mechanism, (2) SDR mechanism augmented by HIC. 
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Figure VIII.7. Crack length in the steam generator U-tube using different SCC models: (1) SDR 

mechanism, (2) SDR mechanism augmented by HIC. 
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as transient loading from power cycling, rotating machinery, etc [2].  Because the operating and 

environmental conditions vary over both the short term (e.g., due to variations in reactor power) 

and over the long term (over multiple refueling cycles) during the lifetime of the power plant, the 

life of the structural components induced by SCC should be assessed by incorporating these 

changes in a probabilistic sense.  The approach developed here is to calculate the distribution in 

the crack growth rate (CGR) deterministically using the Coupled Environment Fracture Model 

(CEFM) [1,3‒6] or an empirically-trained, Artificial Neural Network (ANN) [7] by assuming 

normal distributions in the independent variables (T, ECP, pH, conductivity, DoS, KI, etc) at a 

given state point (as defined by the mean values for the independent variables).  This process may 

then repeat over the corrosion evolutionary path (CEP, operating history of the reactor comprising 

a continuous series of state points) of the reactor as defined by the variations in the mean values 

of the independent variables to ultimately predict the probability of failure.  This latter aspect will 

be addressed in a subsequent paper. 

Several studies have been reported on assessing probabilities of SCC in different 

components of power plants and other energy-related systems.  Thus, Jain et al. [8,9] used 

Bayesian networks to predict the probability of high-pH SCC failures in pipelines and discussed 

the effects of stress and other factors that affect high pH SCC.  It was demonstrated that his model 

could be used to assess the probability of failure due to SCC as a function of time for different 

pipeline segments.  Priya et al. [10] computed the failure probabilities of a piping component from 

SCC as a function of time using the Monte Carlo simulation technique, they took the degree of 

sensitization, applied stress, time to initiation of SCC, initial crack length, and initiation crack 

growth velocity into account as random variables.  The simulation results were found to be in 

satisfactory agreement with the relevant experimental observations from the literature.  By 

characterizing Intergranular Stress Corrosion Cracking (IGSCC) using a single damage parameter 

and using the general methodology recommended in the modified computer program, “Piping 

Reliability Analysis Including Seismic Events,” Guedri [11] assessed the IGSCC of stainless steel 

piping in a probabilistic manner.  Anoop [12] computed the fuzzy failure probabilities of a piping 

component from SCC with time using an approach combining the vertex method with the Monte 

Carlo simulation technique.  Based on the source and type of uncertainty, the relevant variables 

were treated as random or fuzzy, to take into account the effect of uncertainty.  From the results 

obtained, it is noted that the fuzzy-probabilistic approach presented shows promise for safety 
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assessment of nuclear power plant pipelines.  Andresen and Ford [13] proposed the slip 

dissolution/film rupture model to predict the observed crack growth rates for the stainless steels, 

nickel alloys, and low-alloy steels in high temperature water systems.  It was demonstrated that 

distributions in the independent variables are easily input into the model, and a variety of 

approaches can be used for statistical and probabilistic treatment. 

In this analysis, a piping component made of Type 304 stainless steel is considered for the 

analysis, because this type of steel is highly susceptible to SCC in BWR primary coolant 

environments.  Based on the models we have proposed previously to predict the crack growth rate 

in sensitized Type 304SS and other alloys in aqueous environments, including high-temperature 

water systems [3‒6,12‒22], the degree of sensitization, conductivity, pH, electrochemical 

potential, stress intensity factor, and temperature are considered as random, independent variables 

which obey normal distributions.  Then we compute the effect of the distribution in each variable 

on the distribution in the dependent variable, the crack growth rate of Type 304SS under different 

environmental conditions. 

The objectives of the present work are to define the probabilistic natures of both the 

theoretical model for crack advance (the CEFM) and the Artificial Neural Network (ANN), the 

latter of which contains no theoretical basis (i.e., contains no physico-electrochemical model or 

mechanism but is purely empirical in nature) and to determine if the two approaches yield similar 

results.  This is done by distributing each independent variable (T, ECP, KI, yield strength, etc.) 

normally about a mean with an assigned standard deviation and inquiring into the nature of the 

distribution in the dependent variable (crack growth rate, CGR). 

 

IX.2. Modeling of stress corrosion cracking 

 Coupled environment fracture model (CEFM) 

As a deterministic, physico-electrochemical model for predicting crack growth rate, the 

coupled environment-fracture model (CEFM) is used in this paper to account for the effect of 

variations in the independent variables on the crack growth rate.  In this section, a brief overview 

of the CEFM is presented.  Since its inception in 1985 [3,4], the CEFM has been used extensively 

and successfully to model crack growth rate in sensitized Type 304SS in boiling water reactor 
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(BWR) primary coolant environments and in dilute sulfate solutions over the temperature range of 

50‒300 oC [5,6].  The CEFM code has been modified and calibrated to predict crack growth rate 

in marine aluminum alloys (e.g., AA 5083) in NaCl brine [14], in ASTM A470/471 turbine disk 

steels in simulated steam condensate [15], in Alloy 22 in simulated Yucca Mountain surface 

deliquescent environments [16], in Alloy 600 in prototypical PWR primary coolant [17], and has 

been recently used to account for the evolution of semi-elliptical surface cracks [18].  Of particular 

importance is the ANN analysis of the empirical CGR data for Type 304 SS [7] and for Alloy 600 

[19], because those defined the “character” of IGSCC in these alloys by establishing relationships 

between the dependent variable (CGR) and the various independent variables (T, KI, yield strength, 

ECP, etc).  The CEFM was found to provide an accurate description of the character in both cases 

[7,19]. 

The physic-electrochemical basis of the CEFM is shown in Figure IX.1.   

 

Figure IX.1. Schematic of the differential aeration hypothesis for localized corrosion. EM
S and EL

S 

represent the electrostatic potentials in the solution vs. the metal on the standard hydrogen 

electrode scale at the crack mouth and the crack tip, respectively. 

 



171 

 
 
 

In this model, which is based upon the differential aeration hypothesis (DAH), the crack 

advance is assumed to occur via the slip/dissolution/passivation mechanism augmented with 

hydrogen-induced cracking (HIC), with the governing equation being a statement of charge 

conservation that is expressed as follows: 

 d 0N

crack crack mouth C
s

i A i s+ =        (IX.1a) 

or equivalently 

d ' 0N

s
i s =            (IX.1b) 

(both have been used in various versions of the model), where icrack is the net (positive) current 

density flowing from the crack mouth, Acrack•mouth is the crack mouth area, iC
N is the net (cathodic) 

current density due to charge transfer reactions on the external surface, iN is the net current density, 

and ds and ds' are areal increments on the external surface and on the entire area (including the 

area inside the crack), respectively.  The subscript s on the integral indicates that the integration is 

to be performed over the areas just defined. 

The CEFM model performs its calculation in two steps [3,4].  Firstly, it calculates the 

electrochemical potential of the external surface (Ecorr), and secondly, the crack growth rate is 

estimated.  The electrochemical potential sufficiently far from the crack is calculated using the 

mixed potential model from the composition and properties of the system [20] such that the local 

electrochemical properties are unaffected by the presence of the crack, and, hence, that the 

potential in the solution with respect to the metal is equal to the negative of the free corrosion 

potential (the ECP).  This condition holds for distances of a few (< 10) crack mouth opening 

displacements (CMODs) on either side of the crack center line, as determined by numerical 

simulation [6].  The crack growth rate calculation depends on splitting the crack environment into 

the crack-internal and the crack-external environment and by noting that the transport (Nernst-

Planck) and potential distribution (Poisson’s or Laplace’s) equations for both environments are 

coupled by common boundary conditions (concentrations and electrostatic potential) at the crack 

mouth.  In order to solve for the crack growth rate, an electrochemical potential at the crack mouth 

(the boundary between the crack-internal and –external environments) is assumed, and this value 

is then changed iteratively, until the current in crack-internal and crack-external match and hence 

Equation IX.1 is satisfied.  Thus, the crack-internal and external currents are calculated for a 
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particular electrochemical potential at the crack mouth and for the prevailing ECP, and this 

calculation is repeated iteratively until the crack mouth potential at which charge is conserved is 

determined.  For the calculation of the internal crack current, an electrochemical potential is 

assumed at the crack tip, and this value is changed until the electro-neutrality condition is satisfied 

at the crack tip within each iteration of the crack mouth potential.  The calculation is repeated 

iteratively on the crack mouth potential until the charge is conserved.  The crack internal current 

is then obtained by solving the Nernst-Planck equations for each of the ten species in the system 

[H+, Fe2+, Fe(OH)+, Ni2+, Ni(OH)+, Cr3+, Cr(OH)2
+, Na+, Cl-, OH-], with the appropriate boundary 

conditions of 𝐶𝑖
𝑚𝑜𝑢𝑡ℎ = 𝐶𝑖

𝑏, i = 1, 10, where 𝐶𝑖
𝑚𝑜𝑢𝑡ℎ and 𝐶𝑖

𝑏 are the species concentrations at the 

crack mouth and in the bulk solution, respectively, recognizing that the source of the current is 

alloy dissolution at the crack tip as described by the slip/dissolution/repassivation mechanism.  For 

Fe2+, Fe(OH)+, Ni2+, Ni(OH)+, Cr3+, Cr(OH)2
+, 𝐶𝑖

𝑏 = 0, but for H+, OH-, Na+, and Cl- the bulk 

concentrations are finite, depending upon the composition of the solution, with 𝐶𝐻+
𝑏 𝐶𝑂𝐻−

𝑏 = 𝐾𝑊.  

The boundary conditions for each specie at the crack tip is expressed in terms of the kinetics of 

dissolution of each component of the alloy recognizing that electroneutrality must hold; i.e., 

∑ 𝑧𝑖
10
𝑖=1 𝐶𝑖

𝑡𝑖𝑝
 = 0, where 𝐶𝑖

𝑡𝑖𝑝
  is the concentration of species i at the crack tip.  Note, that the 

potentials are defined as electrostatic potential in the solution with respect to the metal, which is 

assumed to be an equi-potential phase.  Accordingly, the potential at the surface remote from the 

crack mouth is simple –Ecorr and that at the crack tip is –EL
S.  For the calculation of the external 

current, a 40-term Fourier series solution to Laplace’s equation is employed, as described 

elsewhere [3].  Importantly, measurement of the coupling current and the noise contained therein 

[21] demonstrates that the micro-fracture frequency is much too low, and the micro-fracture 

dimension is much too high to be attributed to classical slip-dissolution-repassivation and that the 

crack growth rate is determined by hydrogen-induced cracking (HIC), probably via the formation 

of strain-induced martensite on the grain boundaries ahead of the crack tip.  The larger micro-

fracture dimensions have been confirmed by analyzing the noise in the coupling current due to 

IGSCC in sensitized Type 304 SS in thiosulfate-containing solutions [22,23] and fracture in AISI 

4340 steel in NaOH solutions [24] both being recognized as classical HIC systems.  Finally, we 

note that an analytical form of the CEFM has been developed with the important advantage of 

computational speed [25]. 
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Artificial neural network model 

As a non-deterministic, empirical model, artificial neural networks (ANNs) have non-

linear mapping structures that can be applied for predictive modeling and classification.  They are 

inspired by the structure of the cerebral cortex portion of the brain, where billions of neurons (in 

humans and higher-order animals) are interconnected to process a variety of complex information.  

A neural network consists of artificial neurons joined together in layers.  Typically, there is an 

input layer through which the data are presented to the network and an output layer where the 

network response is obtained.  Between these two layers, there exist one or more layers of neurons 

called “hidden layers.”  The strength of the interconnections between a neuron in any given layer 

with all of the neurons in neighboring layers is determined by the weight and bias associated with 

them.  Establishment of the weights essentially imbues the net with “memory” and enables the 

relationships between the output (in our case the CGR) and each of the independent input variables 

(T, ECP, Conductivity, KI, pH, and DoS) to be defined.  For more details about the training and 

prediction of crack growth rate in Type 304SS and Alloy 600 in high-temperature reactor coolant 

using ANN, please see [7,19]. 

 

IX.3. Results and discussion. 

In this study, the stochastic distribution crack growth rate due to SCC in sensitized Type 

304SS is simulated using both the CEFM model and the ANN.  The details regarding the random 

variables considered in this study are given in Table IX.1.  When we study the variation effect of 

one variable on the CGR, all the other variables except the one under study are assigned their 

undistributed default values (Table IX.1) while values for the variable under investigation are 

randomly chosen from a database that contains 1000 data points. 

A principal finding of this study is that while an independent variable (T, ECP, KI, DoS, 

conductivity, etc) may be distributed normally, reflecting a stochastic input, the dependent variable 

(CGR) is invariable log-normally distributed as indicated by analysis of data obtained from the 

theoretical model (CEFM) and the experimental data in the literature via the ANN.  A log-normal 

(or lognormal) distribution is a continuous probability distribution of a random variable whose 

logarithm is normally distributed.   

https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Random_variable
https://en.wikipedia.org/wiki/Logarithm
https://en.wikipedia.org/wiki/Normal_distribution
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Table IX.1. Summary of the random variables considered. 

Variable  Distribution Mean value Standard deviation 

ECP (VSHE) Normal 0.1 0.05 

Conductivity (μs/cm) Normal 2.6 0.13 

Temperature (oC) Normal 288 5 

Stress intensity factor (MPa∙√m) Normal 30 5 

Degree of sensitization (C/cm2) Normal 15 5 

 

Thus, if the random variable, X, is log-normally distributed, then Y is normally-distributed.  

The probability density function for a log-normal distribution is given mathematically as: 

𝑃(𝑌) =
1

𝑋𝜎√2𝜋
𝑒𝑥𝑝 [−

(𝑌−𝜇)2

2𝜎2
]      (IX.2) 

where the mean is 𝑒𝑥𝑝(𝜇 + 𝜎2/2), the median is 𝑒𝑥𝑝(𝜇), Mode is 𝑒𝑥𝑝(𝜇 − 𝜎2), and the variance 

is [𝑒𝑥𝑝(𝜎2 − 1)]𝑒𝑥𝑝(2𝜇 + 𝜎2).  Numerical values of these parameters for the CGR distribution 

in terms of the various input parameters are tabulated in Table IX.2 and Table IX.3.  

 

Distribution of CGR with respect to ECP 

Histograms of the calculated CGR as a function of ECP are shown in Figure IX.2 as 

calculated from the deterministic CEFM and the empirical ANN.   
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Table IX.2. Numerical values of the distribution parameters of CGR by CEFM. 

Input Variable Mean Median Mode Variance 

ECP (VSHE) 9.80E-09 5.77E-09 1.99E-09 1.02E-16 

Conductivity (μs/cm) 1.06E-08 6.23E-09 2.11E-09 1.24E-16 

Temperature (oC) 1.36E-08 7.47E-09 2.22E-09 2.30E-16 

Stress intensity factor 

(MPa∙m1/2) 
1.00E-08 6.61E-09 2.88E-09 8.42E-17 

Degree of 

sensitization (C/cm2) 
1.21E-08 6.63E-09 1.97E-09 1.81E-16 

 

 

Table IX.3. Numerical values of the distribution parameters of CGR by ANN. 

Input Variable Mean Median Mode Variance 

ECP (VSHE) 1.12E-08 9.35E-09 6.33E-09 6.86E-17 

Conductivity (μs/cm) 3.25E-08 2.31E-08 1.15E-08 7.78E-16 

Temperature (oC) 7.30E-09 5.43E-09 3.00E-09 3.55E-17 

Stress intensity factor 

(MPa∙m1/2) 
1.86E-08 1.57E-08 1.10E-08 1.81E-16 

Degree of 

sensitization (C/cm2) 
5.42E-09 4.48E-09 3.05E-09 1.59E-17 
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Figure IX.2. Histograms of the calculated CGRs under different ECP compared to the fitted log-

normal distributions, (a) Results from the CEFM; (b) Results from the ANN. 

 

All of the other input parameters (default values) are as shown in Table IX.1.  The log-

normally fitted curves are also shown in the figure.  As can be seen from this figure, with an 

increase of ECP, the CGR increases accordingly.  Note that the log-normal distribution “moves” 

(a) 

(b) 
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to the right with increasing ECP, in the direction of increasing CGR, while the standard deviation 

increases, making the distribution wider.  This indicates that if the input parameters are randomly 

distributed around a certain value, the calculated CGR will also have stochastic character, which 

approximates to a log-normal distribution. 

Figure IX.3 shows the dependence of the mean value of CGR on ECP.   
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Figure IX.3. Dependence of the mean value of CGR on ECP calculated using both the CEFM and 

ANN. 

 

Both the CEFM and the ANN predict that the CGR increases with increasing ECP.  

Furthermore, the CEFM predicts the well-known sigmoid relationship between the CGR and the 

ECP.  Note that the CEFM predicts the creep rate for Type 304 SS when the ECP is lower than -

0.23VSHE; however, there is no such trend for ANN.  This is because the CGR is so small at lower 

ECP (-0.23VSHE) that it was never included in the experimental database upon which the ANN is 

trained.  Accordingly, the predicted CGR from the ANN for lower ECP values are slightly higher 

than those calculated from the CEFM, but this is an artifact of the CGR database not including 

data for the creep CGR limit.  However, as the ECP increases, the predicted results from both the 

CEFM and the ANN come into better agreement as electrochemical effects become increasingly 

dominant. 
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 Distribution of CGR with respect to KI 

Histograms of the calculated CGR as a function of KI are shown in Figure IX.4 as 

calculated from both the CEFM and the ANN.  All of the other input parameters have their default 

values as shown in Table IX.1.  The log-normal distribution provides an adequate description of 

the CGR distributions, as can be seen from the curves in Figure IX.4.  For the predicted results 

from the CEFM, as shown in Figure IX.4a, the log-normal distribution “moves” a little to the right 

as KI increase from 20 MPa∙m1/2 to 30 MPa∙m1/2, meanwhile, when KI is above 30 MPa∙m1/2, there 

is almost no effect of KI on the CGR.  However, for the results obtained from the ANN, with the 

increasing KI, the CGR increases gradually.  As indicated in Figure IX.4b, the peak value of the 

log-normal fitted curve moves to the right, combined with an increase of the standard deviation, 

making the distribution wider. 

The mean value and the standard deviation of the CGR calculated from both the CEFM 

and the ANN are shown in Figure IX.5.  As depicted above, the ANN predicts that the CGR 

increases with increasing KI; however, the results from the CEFM show little effect of KI on the 

CGR, as expected from Stage II behavior.  Note that the CEFM predicted results and those 

simulated by the ANN are in good agreement (within the combined standard deviations), in 

general. 

 

Distribution of CGR with respect to temperature. 

Figure IX.6a and IX.6b show the histograms for the effect of temperature on the 

distribution in the CGR.  All the other input parameters are as shown in Table IX.1.  As can be 

seen from Figure IX.6a, there is little effect of temperature on the CGR, as the temperature 

increases, except that the tail of the distribution in the CGR moves a little to the left.  Figure IX.6b 

shows the same effect of temperature on CGR as determined from the ANN.  As reported 

elsewhere [26,27], there should be a peak in CGR versus temperature at 150 oC to 200 oC, because 

of two competing effects: the increase in CGR due to increasing temperature upon the kinetics of 

the cathodic depolarizer reaction on the surfaces external and due to an increase in the crack tip 

strain rate and the observed decrease in corrosion potential for constant [O2] and flow rate 

[1,20,28].   
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Figure IX.4. Histograms of the calculated CGRs under different KI compared to the fitted log-

normal distributions.  (a) Results from the CEFM; (b) Results from the ANN. 
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Figure IX.5. Dependence of the mean value of CGR on KI calculated using both the CEFM and 

ANN. 

 

However, in the present case, there is little effect of temperature on the CGR, because the 

results obtained in our paper were obtained under the assumption that all the other parameters have 

constant values (e.g., ECP, conductivity, pH).  The CEFM and the ANN allow us to study the 

effect of each variable on the CGR independently.  The fitted log-normal distribution curves are 

also shown in Figure IX.6, which shows that the log-normal distribution function provides a good 

description of the CGR. 
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Figure IX.6. Histograms of the calculated CGRs under different temperatures compared to the 

fitted log-normal distributions.  (a) Results from the CEFM; (b) Results from the ANN. 
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Figure IX.7 shows the dependence of the mean CGR on temperature.  The results from 

both the CEFM and the ANN show little effect of temperature on CGR when the other variables 

are kept constant, as discussed above.  Good agreement is obtained between the CGR predicted 

from both the CEFM and the ANN. 
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Figure IX.7. Dependence of the mean value of CGR on temperature calculated using both the 

CEFM and ANN. 

 

 Distribution of CGR with respect to conductivity 

According to the coupled environment fracture model [5], the principal effect of increasing 

conductivity is to increase the throwing power of the current from the crack mouth, such that a 

larger area on the external surface may contribute to the annihilation of the coupling current via 

the redox reactions  Figure IX.8a‒b show the histogram of CGR as a function of conductivity.  As 

can be seen from Figure IX.8a and IX.8b, as the conductivity increases from 2.6s/cm to 3.4s/cm, 

the CGR distribution moves to the right, this phenomenon is more obvious for the prediction 
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results from the ANN.  The log-normal distribution fitted line is also shown in Figure IX.8, which 

gives an adequate description of the CGR distributions.   
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Figure IX.8. Histograms of the calculated CGRs under different conductivity compared to the 

fitted log-normal distributions.  (a) Results from the CEFM; (b) Results from the ANN. 

 

(a) 
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Figure IX.9 shows the dependence of mean CGR on conductivity.  The CEFM model 

predicts there is almost no effect of conductivity (between 2.6s/cm to 3.4s/cm) on CGR, while 

the ANN predict a small increase in CGR with increasing conductivity.  In general, the results 

calculated from both the CEFM model and the ANN agree well. 
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Figure IX.9. Dependence of the mean value of CGR on conductivity calculated using both the 

CEFM and ANN. 

 

 Distribution of CGR with respect to the degree of sensitization (DOS) 

The IGSCC susceptibility of Type 304 SS in high-temperature water is known empirically 

to be a function of the degree of grain boundary sensitization.  (i.e., the extent of chromium 

depletion in the matrix adjacent to grain boundary due to Cr23C6 precipitation on the boundary).  

The degree of sensitization, DoS, is commonly determined using the double loop, electrochemical 

potentio-kinetic reaction method, DL-EPR, and is expressed as an “EPR” or “DoS” number with 

units of C/cm2.  In a previous paper [7], based on the predictions of the ANN, we proposed a 

calibration equation to account for the effect of sensitization on CGR in the CEFM.  Here, we use 
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both the ANN and the CEFM to study distribution characteristics of the CGR when the EPR (DoS) 

is normally distributed, as shown in Figure IX.10a and IX.10b, respectively.  As can be seen from 

Figure IX.10a and IX.10b, the distribution of CGR mainly concentrate on the left side of the graph 

when the EPR is 10C/cm2, however, as the EPR increase to 20C/cm2 the distribution of CGR 

moves to the right and becomes wider, which means the standard deviation increases with the 

increase in the CGR.  The fitted log-normal distribution lines are also shown in Figures IX.10a 

and IX.10b, which give an adequate description of the distribution of CGR.   

The dependence of the mean CGR on EPR is shown in Figure IX.11.  An increase of CGR 

with increasing EPR can be seen from Figure IX.11; this agrees well with the findings of other 

studies [29]. 

 

IX.4. Summary and conclusion 

The distributions in the CGR in Type 304 SS in high-temperature water systems have been 

modeled using the CEFM and an ANN.  Six independent variables (KI, T, Conductivity, EPR, 

ECP, and pH) were chosen as input parameters to these two models.  All of the input parameters 

were assigned normal distributions, and the distributions in the CGR under different conditions 

were calculated.  Both the CEFM and the ANN account for the dependence of the variables of the 

CGR, and good agreement between the results from these two models have been obtained.  Given 

that the input parameters obey normal distribution, the CGR distribution closely approximates that 

of a log-normal distribution. 
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Figure IX.10. Histograms of the calculated CGRs under different EPR compared to the fitted log-

normal distributions. (a) Results from the CEFM; (b) Results from the ANN. 
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Figure IX.11. Dependence of the mean value of CGR on EPR calculated using both the CEFM 

and ANN. 
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X. Experimental measurement of key model parameters 

X.1. Introduction  

X.1.1. Background and literature survey 

Alloy 600 (𝑁𝑖‒ 16𝐶𝑟‒ 9𝐹𝑒) as the standard material of steam generator tubing has been 

widely applied in the primary coolant circuit of pressurized water reactor (PWR) primary coolant 

circuit owing to its good resistance to general corrosion and pitting, which is attributed to the 

protective nature of the substituted, defective chromium oxide that constitutes the barrier layer of 

the passive film.  However, the susceptibility of milled-annealed Alloy 600 to stress corrosion 

cracking (SCC) in primary coolant circuits of nuclear reactors is a still ongoing issue [1‒7].  The 

SCC susceptibility, to a certain degree, depends upon the electrochemical properties of passive 

film formed on alloys, including not only the electronic character, but also the growth/destruction 

rates driven by the environmental potential, etc., and the electrochemical corrosion potential (ECP) 

[2,8‒12].  To avoid and mitigate SCC damage, it is very important to understand the correlations 

between the protectiveness and the properties of the passive film, especially the kinetics of some 

atomic-scale processes occurring at the substrate/film interface contributing to the growth of the 

passive film (reflecting the ability for maintaining the film protectiveness).  The composition, 

microstructure, and electronic properties of the passive film formed on Alloy 600 in high 

temperature have been investigated by several researchers [2,5,7,9,13‒23].  These reports 

generally conclude that the passive film of Alloy 600 has a duplex structure, comprising a 
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chromium-rich inner (barrier) layer and a nickel-ferrite rich outer layer.  The very thin and compact 

barrier layer, which grows into the substrate alloy, acts like physico-electrochemical barrier against 

the species transfer between the alloy substrate and the solution, thus strengthening the corrosion 

resistance of the alloy.  On the other hand, the precipitated, thick, and non-uniform outer layer 

greatly dominates the total film thickness under normal operating conditions.  Hamdani [7] 

reported that the Cr-enriched inner layer formed on Alloy 600 in steam exhibited a p-Type semi-

conductivity and that the cation vacancy was a dominant point defect, while Montemor et al. [19] 

suggested that the outer layer of the passive film had a control on the semi-conductivity of Alloy 

600.  Contrariwise, Loucif et al. [18] found n-Type properties of the passive film on Alloy 600.  

Some researchers also suggested that for Cr-rich oxides, the Cr interstitial was a dominant defect 

at a low oxygen concentration, while the Cr vacancy was a dominant defect at a high oxygen 

concentration [20‒23].  The semi-conductivity of the passive film formed on the metal or alloy 

depends on which point defect within the film is predominant among the cation interstitials, cation 

vacancies, and/or oxygen vacancies.  Nevertheless, the defect structure of the passive film forms 

on Alloy 600 has not been definitively established, but it may be represented as (Cr,Fe,Ni)2±xO3-y 

where x and y define the non-stoichiometry of the oxide.  The Fe and Ni content is considered to 

be due to interstitials moving through the barrier layer from the metal to the solution.  Thus, if the 

metal stoichiometry is 2+x, the barrier layer is invariably n-Type because both metal interstitials 

and oxygen vacancies are electron donors, but if it is 2-x, the barrier layer may be n-Type if 2-y > 

2-x or p-Type if 2-x > 2-y.  It is recommended that the ECP value of Alloy 600 in PWR should be 

maintained between -0.835 VSHE and -0.5 VSHE to prevent hydrogen-induced inter-granular 

cracking (IGSCC) [24] and SCC [25].  The protective character of the passive film that forms on 

Alloy 600 and the value of ECP can be adjusted directly by controlling the electrochemical 

corrosion environment [26,27].   

Many failures have occurred of steam generator (SG) tubes fabricated from Alloy 600 in 

PWRs because of SCC [3,28].  Comparatively, the higher chromium content of Alloy 690 

(𝑁𝑖‒ 30𝐶𝑟‒ 10𝐹𝑒) is now being frequently used as the SG tube material as an alternative to Alloy 

600, owing to the better SCC resistance [1,29].  No material failures of Alloy 690 in operating, 

commercial PWRs have been reported to date, although there are reports of Alloy 690 being 

vulnerable to SCC in laboratory studies [30,31].  The composition and structure of the passive film 

formed on Alloy 690 in the PWR primary environment have been systematically studied by many 

file:///C:/Users/mengchunyj/Desktop/UC%20Berkeley/Project%20reports/Final%20report/YJ190710-Final%20report%20of%20NEUP%20project.docx%23_ENREF_7
file:///C:/Users/mengchunyj/Desktop/UC%20Berkeley/Project%20reports/Final%20report/YJ190710-Final%20report%20of%20NEUP%20project.docx%23_ENREF_19
file:///C:/Users/mengchunyj/Desktop/UC%20Berkeley/Project%20reports/Final%20report/YJ190710-Final%20report%20of%20NEUP%20project.docx%23_ENREF_18
file:///C:/Users/mengchunyj/Desktop/UC%20Berkeley/Project%20reports/Final%20report/YJ190710-Final%20report%20of%20NEUP%20project.docx%23_ENREF_20
file:///C:/Users/mengchunyj/Desktop/UC%20Berkeley/Project%20reports/Final%20report/YJ190710-Final%20report%20of%20NEUP%20project.docx%23_ENREF_24
file:///C:/Users/mengchunyj/Desktop/UC%20Berkeley/Project%20reports/Final%20report/YJ190710-Final%20report%20of%20NEUP%20project.docx%23_ENREF_25
file:///C:/Users/mengchunyj/Desktop/UC%20Berkeley/Project%20reports/Final%20report/YJ190710-Final%20report%20of%20NEUP%20project.docx%23_ENREF_26
file:///C:/Users/mengchunyj/Desktop/UC%20Berkeley/Project%20reports/Final%20report/YJ190710-Final%20report%20of%20NEUP%20project.docx%23_ENREF_27


191 

 
 
 

researchers [13,19,32‒35].  This previous work generally reports that the film has a bilayer 

structure with a nickel-ferrite rich outer layer and a chromium-rich inner layer, which may be 

described as a highly point-defective but substituted chromic oxide, 𝐹𝑒𝑢𝑁𝑖𝑣𝐶𝑟2+𝑥𝑂3−𝑦 , 

containing significant amounts of 𝐹𝑒, Cr, and 𝑁𝑖, probably as interstitials with Cr also being the 

lattice cationic species.  These studies conclude that the chromium oxide barrier layer dominates 

the semi-conductivity of the passive film on Alloy 690, while the porous outer layer plays an 

insignificant role in determining the total film thickness.   

Austenitic stainless steels are widely applied as structural materials in PWR nuclear power 

plants owing to good mechanical and corrosion properties [36‒37].  However, localized corrosion 

including SCC is the problem for the application.  The nucleation and propagation of SCC are 

influenced by the properties of the passive film significantly.  Several researchers [38‒43] found 

that the passive films formed on stainless steels have a bi-layer structure with a Cr-rich inner layer 

and a Fe-rich outer layer.  Sun et al. [36] found the passive film formed on Type 304 SS shows 

different semiconductor behavior in different potential ranges.  They also suggested that the film 

formed on Type 304 SS at 25 °C is a single layer structure, while film formed between 100 °C and 

300 °C presents a bi-layer structure.  However, Nicic et al. [44] reported that the passive film 

formed on Type 316L SS in borate buffer solution is n-Type in electronic character and no p-Type 

semiconductor behavior was found.  

As an electrochemical process, SCC is always significantly affected by the properties of 

the passive film on the alloy, although only a few SCC mechanisms have been proposed that 

explicitly involve the passive film on surfaces external to the crack in the crack propagation 

process [2,8‒9,45‒46].  One model, the Coupled Environment Fracture Model (CEFM) [10‒11,47] 

that explicitly attributes the impedance of the external surface in controlling the coupling current 

that, in turn, determines the crack growth rate (CGR), such that a lower impedance results in a 

higher coupling current and hence in a higher CGR.  Therefore, it is important to fully characterize 

the properties of the passive film to understand and ultimately to prevent the evolution of SCC 

damage.  The Point Defect Model (PDM), which was developed by Macdonald and co-workers 

[17,48‒55] for describing the growth and breakdown of passive films at the atomic scale, has 

successfully accounted for the experimental data from studies on many metals and alloys.  In the 

present work, the Mixed Potential Model (MPM), including quantum mechanical tunneling of 
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charge carriers across the barrier layer to the oxygen reduction reaction center [10,56‒57], which 

incorporates the PDM, is used to interpret the experimental electrochemical data.  Thus, the MPM 

comprises the PDM to describe the partial anodic process of passive dissolution of Alloy 600, 

Alloy 690, Type 304L SS and Type 316L SS, and the Butler-Volmer equation is employed to 

account for the partial cathodic process of oxygen reduction, with the net current being given by 

the sum of the two partial currents.  As noted above, the passive film on each alloy has a bilayer 

structure, including the thin inner barrier and porous, thicker outer layer.  The inner layer contains 

high concentrations of point defects (cation and anion vacancies, and cation interstitials), which 

impart semiconductor properties to the barrier layer (bl).  The bl grows into metal substrate directly 

via the generation of oxygen vacancies at the metal/barrier layer (m/bl) interface while the outer 

layer (ol) grows outward from the barrier/outer layer (bl/ol) interface via the hydrolysis and 

precipitation of oxides, oxyhydroxides, and hydroxides of cations (principally 𝐹𝑒 and 𝑁𝑖) that are 

transmitted through the bl.  As shown elsewhere, the bl generally dominates the passivity of metals 

or alloys, except for the valve metals (e,g., 𝐴𝑙, 𝑇𝑖, 𝑇𝑎, 𝑍𝑟, 𝑁𝑏,𝑊) where a highly-resistive, outer 

layer dominates the impedance of the interface [48‒54].  The point defects are generated or 

annihilated at the boundaries of the barrier layer, that is, at the bl/ol interface or at the m/bl 

interface.  The outer layer, which is generally non-defective and hence of poor electronic and ionic 

conductivity, grows by the precipitation of cations that are transmitted through the barrier layer 

and react with anions or the solvent (𝐻2𝑂) in the solution.  Because the outer layer is generally 

porous, and hence is electrolytically-conductive, its contribution to the impedance of the passivity 

of the passive film is frequently ignored for alloys [35,48], but recent work [51,53,58‒59] shows 

that a significant potential drop may exist across the ol that can have a significant impact on the 

kinetics of the electrochemical reactions occurring at the bl interfaces, depending upon the 

substrate.  

Stress corrosion cracking in reactor materials has been demonstrated both theoretically and 

experimentally to be a sensitive function of the ECP [12].  Under open-circuit conditions, the open 

circuit potential (OCP) depends on the water chemistry parameters, such as the temperature, pH, 

and dissolved oxygen, hydrogen peroxide, hydrogen concentration [27,60‒62].  Since control of 

the mechanical stress is generally ineffective as a mitigation strategy, except in a few specific 

instances, such as the annealing of residual stress, it is critical to identify the optimal conditions of 

water chemistry to control the OCP and hence to minimize the SCC damage to Alloy 600, Alloy 
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690, Type 304L SS, Type 316L SS components during plant operation.  The OCP is the mixed 

potential arising from charge conservation of the combined partial cathodic (reduction of 𝐻2𝑂, 𝑂2, 

and 𝐻2𝑂2) and anodic (metal passive dissolution) reactions.  The OCP can be calculated using the 

MPM, which requires knowledge of the correlations of the anodic and cathodic current densities 

with temperature, reactant (𝐻2, 𝑂2, 𝐻2𝑂2) concentrations, mass-transfer rates, potential, and 𝑝𝐻 

[61,63].  At the present time, the electrochemical kinetic parameters for the derivation of these 

correlations can only be acquired experimentally.   

Kim et al. [35] reported anodic potentiostatic polarization and electrochemical impedance 

spectroscopy (EIS) measurements on Alloy 600 and Alloy 690 in simulated primary water at 

different temperatures.  Their experimental temperature was limited to 250 °C, because of the 

restriction of Teflon (PTFE) for sample sealing (exposing only one surface) and insulation.  Li et 

al. [64] recorded the OCP of Alloy 690 up to 300 ⁰C with the exposure of the whole surface to the 

solution.  They found that the OCP decreased continuously from 25 °C to 250 °C and then showed 

insignificant change to 300 °C.  Until now, the effects of temperature and pH on the 

electrochemical behavior of Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS have not 

been thoroughly explored, and no comprehensive EIS or polarization measurements have been 

carried out at temperatures exceeding 250 °C with successful sample sealing (one uniform surface 

of exposure).   

Although PWR primary circuits are pressurized with hydrogen, the present work on the 

investigation of the passive film was carried out in oxygenated environments as part of a campaign 

to explore the electrochemical and corrosion behaviors of reactor materials under wide ranges in 

the redox properties of the environment.  The cathodic hydrogen electrode reactions were studied 

in hydrogenated solutions. 

 

X.1.2. Objectives 

In this research, an apparatus was developed from a previous design [35,65‒67] with the 

PTFE washer for specimen sealing being replaced by PEEK (Drake Plastics Ltd) for performing 

experiments up to 300 °C.   

In order to investigate the effects of temperature and pH on the passive dissolution of Alloy 

600 (Deutsche Nickel America), Alloy 690 (American Special Metals Corporation), Type 304L 
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SS and Type 316L SS (TW Metals), the OCP, anodic potentiostatic polarization at selected anodic 

polarization potentials, Mott-Schottky Analysis (MSA), and EIS measurements at the OCP and 

+0.3 VOCP (OCP +0.3 V) were carried out in three different buffer solutions containing boric acid 

(𝐻3𝐵𝑂3, Alfa Aesar) and lithium hydroxide (𝐿𝑖𝑂𝐻, Alfa Aesar).  Solutions containing 2000 ppm 

𝐵 + 2 ppm 𝐿𝑖 and 200 ppm 𝐵 + 2 ppm 𝐿𝑖 were used to simulate the electrochemical corrosion 

environment in primary circuits of PWRs at the beginning and end of a fuel cycle, respectively 

[35].  A solution containing 0 ppm 𝐵 + 2 ppm 𝐿𝑖 was also used for investigating the effect of pH.  

All solutions were oxygenated by sparging with a mixture of nitrogen and oxygen (1.0 % 𝑂2), the 

concentration of dissolved oxygen was maintained at 400 ppb.  A computer code based on the 

MPM, combining both the PDM for anodic metal passive dissolution and the Butler-Volmer 

equation for the cathodic reaction, was developed to interpret the experimental EIS data.  The 

MPM was optimized on the measured EIS data and various kinetic parameters were derived to 

provide an electrochemical basis for understanding the effect(s) of temperature and pH on 

corrosion behavior of the alloy, and  derive the correlations of the anodic current density with the 

water chemistry parameters (temperature, pH, reactant concentration, potential), which will then 

be used to calculate the ECP using MPM [26,63]. 

In order to investigate the effects of hydrogen concentration, solution temperature and pH 

on the hydrogen electrode reaction (HER) and derive the correlations of the cathodic current 

density with the water chemistry parameters, the cathodic and anodic potentiostatic polarization 

measurements are being performed on alloys in hydrogenated solutions.  

 

X.2. Experimental procedures. 

X.2.1. Apparatus setup and materials preparation. 

Figures X.1 and X.2 show the schematic and real recirculating flow loop with 

hydrodynamic autoclave vessel (SS 316) for performing electrochemical measurements up to 300 

°C with a volume flow velocity of 15 ml/min through the recirculation loop, respectively.   
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The components of the flow loop have been described systematically in Figure VI.14.  The 

working, reference and counter electrodes were the specimen, a 𝑊/𝑊𝑂3 electrode (research on 

the anodic metal dissolution reaction) or a Pt electrode (research on the cathodic hydrogen 

electrode reaction), and the flow channel, respectively.  Figure X.2 shows the assembly of the 

working electrode.  PEEK washer was used for specimen sealing in order to perform experiments 

up to 300 °C.  The Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS specimens were 

machined into tubes (19.1 mm OD x 12.7 mm ID x 6.4 mm length).  The chemical compositions 

of alloys are given in Table X.1.  The specimens were ground using silicon carbide (𝑆𝑖𝐶) papers 

up to 2500 grit and installed into a holder with an exposed surface area of 3.8 cm2 (Figure X.2).  

Two specimens were electrically isolated from each other using PEEK washers and compressed 

axially by a CONAX metal ferrule, compression sealing assembly to seal all the interfaces tightly.  

The compressing force between the specimen and PEEK washer can be increased by tightening 

the 316 SS cone cap to obtain a good seal.  The conductive wires for specimens were insulated by 

shrinkable PTFE tubing, which, because the tubing is not under high mechanical loading, does not 

flow at even 300 oC but still provides effective insulation.  

Figure X.1. Schematic of the 

recirculating flow loop with 

autoclave cell for high 

temperature experimental 

studies. 
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Figure X.2. The assembly of the working electrode used for experimental measurements up to 

300 °C. 

 

Table X.1. Chemical compositions of Alloy 600, Alloy 690, Type 304L SS and Type 316L SS 

(wt.%). 

Alloy Ni Cr Fe Mn Si C Cu S 

600 Balance 16.04 9.02 0.20 0.31 0.071 0.045 0.001 

690 Balance 29.15 10.0 0.11 0.22 0.03 0.02 0.001 

TYPE 

304L SS 

8.13 18.67 Balance 0.67 0.34 0.02 - 0.002 

TYPE 

316L SS 

10.06 16.18 Balance 0.90 0.38 0.021 - 0.001 

 

Experimental measurements for the anodic metal dissolution investigation were carried out 

in oxygenated borate buffer solution containing 𝐻3𝐵𝑂3 (2000, 200, 0 ppm B) + 𝐿𝑖𝑂𝐻 (2 ppm 𝐿𝑖) 

at 150 °C 200 °C, 250 °C, and 300 °C.  The solution in the reservoir was initially purged by 

sparging with pure 𝑁2  gas (99.998%, Praxair) through the solution for over 24 h at room 

temperature and 1 atmosphere before the solution was continuously pumped into the autoclave.  

The dissolved 𝑂2 concentration (400 ppb) in the solution that was established by sparging with a 

𝑂2 + 𝑁2 mixture (1.0 % 𝑂2) and [𝑂2] was continuously measured in return to the reservoir using 

an AMTAST Portable Dissolved Oxygen and Temperature Meter.  The equilibrium potentials of 

𝑊/𝑊𝑂3  reference electrode half-cell reaction (𝑊𝑂3 + 6𝐻
+ + 6𝑒− = 𝑊 + 3𝐻2𝑂) at different 

temperatures were calculated according to the Nernst Equation:  
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𝐸𝑇
𝑒 = 𝐸𝑇

0  +  2.303 ·
𝑅𝑇

𝑛𝐹
· 𝑙𝑔

{𝐻+}6

{𝐻2𝑂}3
                                                                                         (X.1)  

where 𝐸𝑇
𝑒  is the equilibrium potential of the electrode at a temperature 𝑇  (Kelvin), 𝐸𝑇

0  is the 

standard potential at temperature 𝑇, 𝐸𝑇
0 = ‒𝛥𝐺0/6𝐹, 𝛥𝐺0 is the change of standard Gibbs energy 

of the full-cell reaction ( 𝑊𝑂3 + 3𝐻2 = 𝑊 + 3𝐻2𝑂 ), which was calculated using HSC-5 

Chemistry software, 𝐹 is Faraday's constant (the charge on a mole of electrons, 95484.56 C·mol-

1), 𝑅 is the ideal gas constant (8.314 J·mol-1·K-1), 𝑛 is the number of moles of electrons transferred 

in the half-cell reaction, {𝐻+} is the activity of concentration of hydrogen ions in solution.  {𝐻2𝑂} 

is the activity of water, which is defined as approximately as being 1.0 because the solution is 

dilute.   

Equation X.1 is simplified as: 

𝐸𝑇
𝑒 = 𝐸𝑇

0 ‒ 2 · 10−4 · 𝑇 · 𝑝𝐻                                                                                                  (X.2)                                               

where the 𝑝𝐻 values of the solutions at high temperatures were calculated using the 𝑝𝐻 code 

pH_Calc that was developed by Macdonald and co-workers.  Table X.2 summarizes the calculated 

𝑝𝐻 values and equilibrium potentials of the 𝑊/𝑊𝑂3 reference electrode at different temperatures. 

 

Table X.2. The calculated 𝑝𝐻 values of solution and the calculated standard (𝐸𝑇
0) and equilibrium 

(𝐸𝑇
𝑒) potentials of W/WO3 reference electrode as a function of temperature.  

𝑇 (⁰C) 𝑝𝐻 𝛥𝐺0 (J) 𝐸𝑇
0 (VSHE) 𝐸𝑇

𝑒 (VSHE) 

150 5.91 78801 ‒0.1361 ‒0.638 

200 

200 

5.98 88300 ‒0.1525 ‒0.720 

250 6.20 97292 ‒0.1681 ‒0.819 

300 6.71 105740 ‒0.1827 ‒0.954 

 

For the research on hydrogen electrode reactions, a platinum plate was used for the 

reference electrode.  The solution was deoxygenated by the mixed gas of 95% 𝐴𝑟 + 5% 𝐻2 for 

more than 12 h before the solution was continuously fed into the autoclave cell.  The mixed gas 

(95% 𝐴𝑟 + 5% 𝐻2) pressure was adjusted to 0.068 atm, 0.68 atm, and 6.8 atm, respectively, to 

investigate the effect of 𝐻2 concentration on the HER.  The dissolved hydrogen concentration 𝑚𝐻2
𝑇  

(Table X.3) was calculated according to Henry’s law:   
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𝑚𝐻2
𝑇 = 𝐾𝐻2

𝑇 · 𝑓𝐻2
𝑇 = 𝐾𝐻2

𝑇0 · 𝑓𝐻2
𝑇0                                                                                                 (X.3) 

where 𝑇 is temperature (K), 𝐾𝐻2
𝑇  is Henry’s law constant (𝑚𝑜𝑙/𝑘𝑔/𝑎𝑡𝑚), 𝑓𝐻2

𝑇 is fugacity of 𝐻2 at 

temperature 𝑇 (atm), 𝑇0 is 298.15 K, 𝐾𝐻2
𝑇0  is Henry’s law constant of 𝐻2 in the water at 298.15 K, 

which is 7.8 x 10-4 𝑚𝑜𝑙/𝑙/𝑎𝑡𝑚 [68], 𝑓𝐻2
𝑇0 is fugacity of 𝐻2 at 298.15 K (atm). 

 

Table X.3. Dissolved hydrogen concentration in a solution containing 0 𝑝𝑝𝑚 𝐵 +  2 𝑝𝑝𝑚 𝐿𝑖. 

Mixed gas (95% 𝐴𝑟 + 5% 𝐻2) (𝑎𝑡𝑚) 𝐻2 gas pressure (𝑎𝑡𝑚) Dissolved 𝐻2 (𝑚𝑜𝑙/𝑙) 
0.068 0.0034 2.65 x 10-6 

0.68 0.034 2.65 x 10-5 

6.8 0.34 2.65 x 10-4 

 

The equilibrium potential of the hydrogen electrode reaction (2𝐻+ + 2𝑒− ⇌ 𝐻2 ) was 

calculated based on the Nernst equation: 

𝐸𝑇
𝑒 = 𝐸𝑇

0  −
2.303𝑅𝑇

2𝐹
· 𝑙𝑔𝑓𝐻2

𝑇 −
2.303𝑅𝑇

𝐹
· 𝑝𝐻                                                                               (X.4) 

where 𝐸𝑇
𝑒 is the equilibrium potential of HER in the given environment (V), 𝐸𝑇

0 is the standard 

quilibrium potential of HER at temperature T (zero), 𝑅 is the ideal gas constant (8.314 J·mol-1K-

1), 𝐹 is Faraday’s constant (the charge on a mole of electrons, 96485 C/mol), 𝑝𝐻 is the solution 

𝑝𝐻. 

𝑓𝐻2
𝑇 =

𝑚𝐻2
𝑇

𝐾𝐻2
𝑇  

𝐾𝐻2
𝑇 = 𝐾𝐻2

𝑇0 · 𝑒𝑥𝑝[
−𝛥𝑠𝑜𝑙𝐻

𝑅
(
1

𝑇
−

1

𝑇0
)]                                                                                          (X.5) 

where the value of  
−𝛥𝑠𝑜𝑙𝐻

𝑅
 (in K) is 500 [68].  

Table X.4 shows the calculated equilibrium potentials of HER at different temperatures 

(150, 200, 250 and 300 °C) in solutions of 2000 𝑝𝑝𝑚 𝐵 +  2 𝑝𝑝𝑚 𝐿𝑖, 200 𝑝𝑝𝑚 𝐵 +  2 𝑝𝑝𝑚 𝐿𝑖, 

0 𝑝𝑝𝑚 𝐵 +  2 𝑝𝑝𝑚 𝐿𝑖 with different hydrogen concentrations of 2.65 x 10-6, 2.65 x 10-5, 2.65 x 

10-4, 2.65 x 10-3 mol/l. 
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X.2.2. Electrochemical measurements. 

The electrochemical measurements of the OCP, anodic potentiostatic polarization, MSA, 

and EIS were performed in oxygenated solutions containing 2000 ppm 𝐵 + 2 ppm 𝐿𝑖, 200 ppm 𝐵 

+ 2 ppm 𝐿𝑖, and 0 ppm 𝐵 + 2 ppm 𝐿𝑖 at 150 °C, 200 °C, 250 °C, and 300 °C using a Gamry 

instrument (PCI4), to study the influence of temperature and pH on the passivity of Alloy 600, 

Alloy 690, Type 304L SS and Type 316L SS.  The logarithm of the steady-state passive current 

density was recorded as a function of the anodic polarization potentials (+0.1, +0.2, +0.3 vs. OCP).  

Each potential was held for 20 to 60 min for steady-state to as indicated by a constant current.   

MSA was performed to study the electronic characteristics of the passive films formed on 

alloys at +0.3 VOCP (+0.3 vs. OCP) since the capacitance behavior of a passive film/solution 

interface is similar to that of a semiconductor/solution interface.  It is assumed that the capacitance 

of Helmholtz double layer (Cdl) is much larger than the capacitance of the “space-charge region” 

of the film (Csc), hence the measured capacitance (C) of film/solution interface layer is equal to 

Csc.  A sinusoidal excitation (amplitude of 10 𝑚𝑉) at a constant frequency of 0.5 𝑘𝐻𝑧 and a 

potential step rate of 3.6 𝑚𝑉/s in the cathodic direction from the film formation potential (+0.3 

VOCP) was applied.  This procedure is adopted to render the MSA into better compliance with the 

Mott-Schottky theory (MST).   

Thus, by making capacitance measurements “on-the-fly” as the potential is stepped in the 

negative direction the thickness of the barrier layer can be held constant and the crystallographic 

defect structure can be “frozen-in”, so that the change in capacitance with voltage is due only to 

the electronic defect structure, in compliance with MST that assumes that the dopant level is fixed 

and is not a function of voltage.  According to MST, the effect of the applied potential on the 

measured capacitance (𝐶) can be expressed as [69‒71]: 

𝐶−2 =
2

𝑞𝑒𝑒0𝑁
(𝑉 − 𝑉𝑓𝑏 −

𝐾𝑇

𝑞
)                                                                                                  (X.6) 

where 𝑞 is the elementary charge (1.6 × 10-19 𝐶), 𝑒 is the permittivity of the passive film (30), 𝑒0 

is the permittivity of vacuum (8.85 × 10-14 𝐹/𝑐𝑚), 𝑁 is the charge carrier density, 𝑉 is the applied 

voltage, 𝑉𝑓𝑏 is the flat-band potential, 𝐾 is the Boltzmann constant (1.38 x1023 𝐽/𝐾), and 𝑇 is the 

Kelvin temperature.  EIS plots in the Bode and Nyquist planes were recorded at the OCP and +0.3 

VOCP with an excitation voltage of 10 𝑚𝑉.  The stability of the measured EIS data was confirmed 
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experimentally by recording data from a high frequency of 10 𝐾𝐻𝑧 to a low frequency of 0.02 𝐻𝑧 

and then immediately recording the impedance in the reverse direction.  The validity of the 

impedance data and their conformity with the stability, causality, and linearity constraints were 

also evaluated using the Kramers-Kronig transforms.  The successful transformations demonstrate 

that the system conforms with these constraints of Linear Systems Theory.    

 

Table X.4. Calculated equilibrium potentials of hydrogen electrode reaction based-on Nernst 

equation.  

Temp (°C) 150 200 250 300 

104𝐾𝐻2
𝑇  4.7528 4.1949 3.7919 3.4886 

𝑓𝐻2
𝑇  0.0034 atm  0.0056 0.0063 0.0070 0.0076 

0.034 atm  0.056 0.063 0.070 0.076 

0.34 atm  0.56 0.63 0.70 0.76 

3.4 atm  5.6 6.3 7.0 7.6 

pH 

 

Pure H2O 5.82 5.62 5.58 5.73 

0 ppm B + 2 ppm Li 8.09 7.69 7.60 7.91 

  
200 ppm B + 2 ppm Li 7.07 7.04 7.15  7.57 

2000 ppm B + 2 ppm Li 5.91 5.98 6.20 6.71  

  

 

Ee 

(VSHE
) 

0 ppm B +  

2 ppm Li 

0.0034 atm -0.5847 -0.6188 -0.6771 -0.7792 

0.034 atm -0.6267 -0.6657 -0.7290 -0.8360 

0.34 atm  -0.6687 -0.7127 -0.7809 -0.8929 

3.4 atm -0.7107 -0.7596 -0.8328 -0.9498 

200 ppm B +  

2 ppm Li 

0.0034 atm -0.4991 -0.5578 -0.6304 -0.7405 

0.034 atm -0.5411 -0.6047 -0.6823 -0.7974 

0.34 atm  -0.5830 -0.6517 -0.7342 -0.8542 

3.4 atm -0.6250 -0.6986 -0.7861 -0.9111 

2000 ppm B +  

2 ppm Li 

0.0034 atm -0.4017 -0.4582 -0.5318 -0.6427 

0.034 atm -0.4436 -0.5052 -0.5837 -0.6995 

0.34 atm  -0.4856 -0.5521 -0.6356 -0.7564 

3.4 atm -0.5276 -0.5991 -0.6875 -0.8133 

 

Cathodic and anodic potentiostatic polarization measurements are being performed on 

Alloys 600 and 690 simultaneously using two Gamry instruments (PCI4) in solutions containing 

0 ppm 𝐵  + 2 ppm 𝐿𝑖 , 200 ppm 𝐵  + 2 ppm 𝐿𝑖 , 2000 ppm 𝐵  + 2 ppm 𝐿𝑖  with hydrogen 

concentrations of 2.65 x 10-6 M, 2.65 x 10-5 M, 2.65 x 10-4 M, and 2.65 x 10-3 M at 150 °C, 200 °C, 
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250 °C and 300 °C to investigate the kinetic parameters of HER.  Each polarization was held for 

5‒120 min to reach a steady-state.   

 

X.3. Results and discussion 

X.3.1. Effects of temperature and pH on the electrochemical properties of Alloys 600 and 690 

in simulated pressurized water reactor primary water  

As shown in Figure X.3, the open circuit potential of Alloys 600 and 690 decreases 

significantly with increasing temperature in each solution (Figure X.3a) while it only slightly 

decreases with increasing pH at the same temperature (Figure X.3b).   

        

 

(a) 

 

         (b) 

Figure X.3. Change of open circuit potential as a function of (a) temperature and (b) pH for Alloys 

600 and 690 in borate buffer solutions containing 400 ppb dissolved oxygen.  
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At the same temperature, within experimental uncertainty, the current density is 

independent of the passive film formation potential for Alloy 600 and Alloy 690, indicated in 

Figure X.4a and X.4b, respectively.   

(a)  

(b)  

Figure X.4. Change of passive current density as a function of film formation potential 

(potentiostatic test) with temperature for (a) Alloy 600 and (b) Alloy 690 in borate buffer solutions 

with 400 ppb dissolved oxygen. 

 

This indicates that the dominant point defect within the barrier layer is the cation interstitial 

or oxygen vacancy, either of which yields a passive current density that is independent of the 

applied voltage, provided that no change occurs in the oxidation state of the cation upon ejection 

from the barrier layer.  This corresponds to the barrier layer being of n-Type electronic character, 

as predicted by the PDM, and which agrees with other reports that the passive films formed on 

Alloy 600 and Alloy 690 are n-Type semiconductors, due to the chromium oxide rich barrier layer 

[19,35,48‒50] containing a high concentration of cation interstitials.  At the same polarization 

potential, the passive current density of each alloy increases obviously with increasing temperature 

(Figure X.4) while decreases slightly with increasing pH (Figure X.5).  This indicates that the 
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general corrosion resistance decreases significantly as the temperature is elevated while increasing 

with increasing slightly solution pH.  These are the expected trends.  

                          

(a)   

     

(b)  

Figure X.5. Change of passive current density as a function of film formation potential 

(potentiostatic test) with pH for (a) Alloy 600 and (b) Alloy 690 in borate buffer solutions with 

400 ppb dissolved oxygen. 
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As shown in Figure X.6, the positive slope indicates the n-Type electronic characteristics 

of the barrier layers of the passive films formed on Alloy 600 (Figure X.6a) and Alloy 690 (Figure 

X.6b) in oxygenated borate buffer solutions, corresponding to the findings in Figures X.4 and X.5.   

(a)  

(b)  

Figure X.6. Mott-Schottky (M-S) plots for the passive film formed on (a) Alloy 600 and (b) Alloy 

690 at +0.3 VOCP as a function of temperature in borate buffer solutions containing 400 ppb 

dissolved oxygen.  

 

The charge carrier density (defect density) was calculated based on the slopes of the M-S 

plots, as shown in Table X.5.  

 

Table X.5. Calculated defect density of passive films formed on Alloys 600 and 690 at +0.3 VOCP 

in borate buffer solutions containing 400 ppb dissolved oxygen at different temperatures based on 

the slopes of Mott-Schottky plots.  

Defect density (mol·cm-3) 

𝑇 (°C) 2000 ppm B+2 ppm Li 200 ppm B + 2 ppm Li 0 ppm B + 2 ppm Li 

 
Alloy 600 Alloy 690 Alloy 600 Alloy 690 Alloy 600 Alloy 690 

150 5.4 x 10-4 5.3 x 10-4 4.5 x 10-4 8.4 x 10-4 6.2 x 10-4 9.0 x 10-4 

 200 

200 

7.7 x 10-4 9.7 x 10-4 1.2 x 10-3 9.9 x 10-4 7.2 x 10-3 1.0 x 10-3 

250 7.2 x 10-4 9.7 x 10-4 4.6 x 10-4 1.1 x 10-3 6.5 x 10-4 7.5 x 10-4 

300 1.9 x 10-3 6.4 x 10-3 1.9 x 10-3 2.0 x 10-3 1.6 x 10-3 1.6 x 10-3 

 



205 

 
 
 

In the same solution, the defect density increases significantly with the increase in 

temperature under the experimental uncertainty, indicating a decreased corrosion resistance.  

While, at the same temperature, its change with pH is not that significant.  This agrees with the 

results in Figures X.4 and X.5.  Figures X.7 to X.10 present the measured EIS plots for the passive 

films that formed on Alloy 600 and Alloy 690 in the borate buffer solutions at the OCP.   

 

 

 

Figure X.7. Impedance plots of the measured EIS data in the Bode plane for two frequency step 

directions for passive films formed on Alloy 600 at the OCP in borate buffer solutions containing 

400 ppb dissolved oxygen at different temperatures. 
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The measured impedance data in the two frequency stepping directions (high-to-low and 

low-to-high) coincide at the same frequency in both the Bode (Figures X.7 and X.9) and Nyquist 

(Figures X.8 and X.10) planes.   

 

 

 

 

Figure X.8. Impedance plots of the measured EIS data in the Nyquist plane for two frequency step 

directions for passive films formed on Alloy 600 at OCP in borate buffer solutions containing 400 

ppb dissolved oxygen at different temperatures.  

 

This confirms the stability of the system during the measurement.  As shown in Figure 

X.11, the real and imaginary components of the impedance as calculated by Kramers-Kronig 

transformation from the real to the imaginary axes completely match with the experimental data 
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for Alloy 690.  This demonstrates that the system satisfies the linearity, stability, and causality 

constraints of Linear Systems Theory, and hence that the electrochemical response of the system 

to a small-amplitude potential perturbation can be described by linear response theory including 

linearized electrochemical models [72‒74].  Thus, the quality of the measured EIS data is assured.   

 

 

 

 

Figure X.9. Impedance plots of the measured EIS data in the Bode plane for two frequency step 

directions for passive films formed on Alloy 690 at the OCP in borate buffer solutions containing 

400 ppb dissolved oxygen at different temperatures. 
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Figure X.10. Impedance plots of the measured EIS data in the Nyquist plane for two frequency 

step directions for passive films formed on Alloy 690 at OCP in borate buffer solutions containing 

400 ppb dissolved oxygen at different temperatures.  
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Figure X.11. Impedance plots of the experimental data with the calculated values by Kramers-

Kronig transforms for Alloy 690 at OCP in a borate buffer solution containing 2000 ppm B + 2 

ppm Li with 400 ppb dissolved oxygen at different temperatures. 

 

The effects of temperature and pH on the absolute value of impedance for passive films 

that formed on Alloys 600 and 690 under OCP were investigated, as presented in Figures X.12 

and X.13, respectively.   

 

 (a) 

 

(b) 

Figure X.12. Change of the absolute value of impedance with temperature for passive films 

formed on (a) Alloy 600 and (b) Alloy 690 at the OCP in borate buffer solutions containing 400 

ppb dissolved oxygen. 

 

The impedance decreases sharply with the increase in temperature for each alloy (Figure 

X.12), while it increases mildly with the increasing pH (Figure X.13).  This indicates a greatly 
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decreased general corrosion resistance with  the elevated temperature and the slight improved 

corrosion resistance with the increased pH of the solution,  which agree with the findings of passive 

current (Figures X.4 and X.5) and defect density (Table X.5).   

 

 

      (a) 

 

 

(b) 

Figure X.13. Change of the absolute value of impedance with pH for passive films formed on (a) 

Alloy 600 and (b) Alloy 690 at the OCP in borate buffer solutions containing 400 ppb dissolved 

oxygen. 

 

Figure X.14 presents the experimental EIS results for the passive films formed on Alloy 

600 at +0.3 VOCP (-0.124 VSHE at 150 °C, -0.169 VSHE at 200 °C, -0.426 VSHE at 250 °C, -0.585 
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VSHE at 300 °C).  The film stability was confirmed by the consistency of the plots obtained by the 

two frequency stepping directions in both the Bode (Figure X.14a) and Nyquist planes (Figure 

X.14b).  At each temperature, the passive film formed at +0.3 VOCP has a higher impedance 

modulus than that formed at the OCP, indicating an improved corrosion resistance (Figure X.14c).  

 

(a) 

 

(b) 

 

(c) 

Figure X.14. Impedance plots of the measured EIS data (a) at +0.3 VOCP in the Bode plane and (b) 

at +0.3 VOCP in the Nyquist plane for two frequency step directions and (c) at the OCP and +0.3 

VOCP in the Bode plane for passive films formed on Alloy 600 in borate buffer solutions containing 

400 ppb dissolved oxygen at different temperatures.  
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X.3.2. Effects of temperature and pH on the electrochemical properties of Type 304L SS and 

Type 316L SS in simulated pressurized water reactor primary water   

As shown in Figure X.15, the OCP of Type 304L SS and Type 316L SS in the same solution 

decreases significantly with increasing temperature (Figure X.15a) while it only slightly decreases 

with increasing pH at the same temperature (Figure X.15b). 

 

(a) 

 

(b) 

Figure X.15. Changes of  the open circuit potential as a function of (a) temperature and (b) pH for 

Type 304L SS and Type 316L SS immersed in borate buffer solutions containing 400 ppb 

dissolved oxygen.  

 

The anodic potentiostatic polarization plots for Type 304L SS and Type 316L SS are 

presented in Figures X.16 and X.17.  The passive current density is generally independent of the 

applied potential, indicating the dominant point defect in the barrier layer of the passive film is the 

 



213 

 
 
 

cation interstitial or oxygen vacancy.  This consistent with the n-type electronic properties of the 

barrier layer according to the PDM.  The high interstitial and oxygen vacancy concentrations 

render the barrier layer n-Type in electronic character because both defects are electron donors.  

The passive current density of each alloy significantly increases with the elevated temperature 

(Figure X.16), while it decreases slightly with the increased pH (Figure X.17).  This result agrees 

with the above findings in Figures X.4 and X.5.   

 

(a) 

 

(b) 

Figure X.16. Change of passive current density as a function of film formation potential 

(potentiostatic test) with temperature for (a) Type 304L SS and (b) Type 316L SS in borate buffer 

solutions with 400 ppb dissolved oxygen. 
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(a) 

 

(b) 

Figure X.17. Change of passive current density as a function of film formation potential 

(potentiostatic test) with pH for (a) Type 304L SS and (b) Type 316L SS in borate buffer solutions 

with 400 ppb dissolved oxygen. 

 

As shown in Figure X.18, the positive slope of M-S plots indicates the n-Type electronic 

characteristics of the barrier layers of the passive films formed on Type 304L SS and Type 316L 

SS in oxygenated borate buffer solutions, corresponding to the findings in Figures X.16 and X.17.  

The charge carrier density (defect density) was calculated based on the slopes of the M-S plots 

(Table X.6).  The defect density increases obviously with increasing temperature, while it changes 

insignificantly with pH.   
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(a) 

 

(b) 

Figure X.18. Mott-Schottky (M-S) plots for the passive film formed on (a) Type 304L SS and (b) 

Type 316L SS at +0.3 VOCP as a function of temperature in borate buffer solutions containing 400 

ppb dissolved oxygen.  

 

Table X.6. Calculated defect density of passive films formed on Type 304L SS and Type 316L 

SS at +0.3 VOCP in borate buffer solutions containing 400 ppb dissolved oxygen at different 

temperatures based on the slopes of Mott-Schottky plots.  

Defect density (mol·cm-3) 

𝑇 (⁰C) 

2000 ppm B+2 ppm Li 200 ppm B + 2 ppm 

Li 

0 ppm B + 2 ppm Li 

 
Type 

304L SS 

Type 

316L SS 

Type 

304L SS 

Type 

316L SS 

Type 

304L SS 

Type 

316L SS 

  150 4.5 x 10-4 4.7 x 10-4 1.6 x 10-3 2.0 x 10-3 2.0 x 10-3 2.5 x 10-3 

200 

200 

1.2 x 10-3 1.4 x 10-3 3.4 x 10-3 7.5 x 10-3 1.5 x 10-2 2.7 x 10-2 

  250 8.6 x 10-3 5.5 x 10-3 1.3 x 10-2 2.1 x 10-2 1.5 x 10-2 3.2 x 10-2 

 

Figures X.19 and X.20 show the measured EIS plots in the high-to-low and low-to-high 

frequency stepping directions for Type 304L SS and Type 316L SS at the OCP in the Bode plane 

and the Nyquist plane, respectively.   
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Figure X.19. Measured impedance plots in (a) Bode and (b) Nyquist planes at two frequency step 

directions for passive films formed on Type 304L SS at OCP in borate buffer solutions containing 

400 ppb dissolved oxygen at different temperatures.  

 

The recorded impedance data in the two different frequency stepping directions are 

coincident, indicating the high stability of the passive film. 

(a) 

(b) 
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Figure X.20. Measured impedance plots in (a) Bode and (b) Nyquist planes at two frequency step 

directions for passive films formed on Type 316L SS at OCP in borate buffer solutions containing 

400 ppb dissolved oxygen at different temperatures.  

 

(a) 

(b) 
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The effects of temperature and pH on the absolute value of impedance for passive films 

that formed on Type 304L SS and Type 316L SS at OCP are indicated in Figures X.21 and X.22.  

The impedance decreases strongly with increasing temperature (Figure X.21), while it increases 

mildly with increasing pH.  This indicates a greatly decreased corrosion resistance by elevating 

the temperature and the slight improvement of corrosion resistance by increasing the solution pH, 

corresponding with the passive current (Figures X.16 and X.17) and defect density (Table X.6) 

findings.   

 

      (a) 

 

      (b) 

Figure X.21. Change of the absolute value of impedance with temperature for passive films 

formed on (a) Type 304L SS and (b) Type 316L SS at the OCP in borate buffer solutions containing 

400 ppb dissolved oxygen. 
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(a) 

 

(b) 

Figure X.22. Change of the absolute value of the impedance with pH for passive films formed on 

(a) Type 304L SS and (b) Type 316L SS at the OCP in borate buffer solutions containing 400 ppb 

dissolved oxygen. 

 

X.3.3. Effects of temperature and hydrogen concentration on the hydrogen electrode 

reactions for Alloy 600 and Alloy 690 

For the above experimental measurements (investigation of the effects of temperature and 

pH on the anodic passive dissolution of each alloy), the 𝑊/𝑊𝑂3 electrode was used as reference 

electrode.  Here the equilibrium potentials of the 𝑊/𝑊𝑂3 electrode half-cell reaction at different 

temperatures were measured against the hydrogen electrode in borate buffer solution with different 

hydrogen concentrations.  The measured equilibrium potential of the 𝑊/𝑊𝑂3 electrode is plotted 

versus the standard hydrogen electrode, indicated in Figure X.23.   
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(a) 

 

   (b) 

Figure X.23. Measured equilibrium potentials of 𝑊/𝑊𝑂3 electrode half-cell reaction (a) versus 

standard hydrogen electrode and (b) compares with the calculated value based on Nernst Equation. 

 

At each condition, the measured potential difference between two identical 𝑊/𝑊𝑂3 

electrodes in the autoclave cell is insignificant, indicating the repeatability.  At the same 
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temperature, the potential does not change obviously with the change of hydrogen concentration, 

indicating that the equilibrium potential of the W/WO3 electrode is independent of the redox 

condition.  The measured and calculated equilibrium potentials of 𝑊/𝑊𝑂3 half-cell reaction is 

compared in Figure X.23b. 

The logarithm of the steady-state current density was recorded as a function of the 

polarization potentials, as shown in Figures X.24 and X.25.  The effects of hydrogen concentration 

(Figure X.24) and temperature (Figure X.25) on the HER were investigated.  It seems the effect of 

temperature is more significant than the hydrogen concentration on the HER.  With increasing 

temperature, the cathodic current density at the same polarization potential and the anodic limiting 

current density increased. 

 

Figure X.24. Effect of hydrogen concentration on the HER for Alloys 690 and 600.  
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Figure X.25. Effect of temperature on the HER for Alloys 690 and 600.  

 

X.4. Optimization of MPM on EIS data. 

The MPM was optimized on the above experimental EIS data to extract values for the 

kinetic and other parameters in the model and to understand the effects of temperature and pH on 

the passive films formed on Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS.  As noted 

above, the MPM contains the PDM for the anodic passive metal dissolution and the generalized 

Butler-Volmer equation for the cathodic reaction (oxygen reduction).  

 

X.4.1. Point defect model (PDM) for Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS. 

For the passive films formed on Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS, 

the barrier layer comprises defective iron- and nickel-containing chromic oxide 

(𝐹𝑒, 𝑁𝑖, 𝐶𝑟)2+𝑥𝑂3−𝑦, which primarily controls the corrosion resistance.  Figure X.26 shows the 

electrochemical reactions that are envisioned in the PDM to occur at the m/bl (𝑥 = 𝐿) and bl/ol 

(𝑥 = 0) interfaces and give rise to the generation, annihilation, and the final concentrations of the 

point defects in the barrier layer of each alloy [19,35,48‒50].  For simplicity, only the related-Cr 

reactions are shown in the model.   
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Figure X.26. Schematic diagram of the interfacial reactions for defects generation and annihilation 

in the barrier layer of passive film formed on Alloy 600, Alloy 690, Type 304L SS, and Type 316L 

SS based on the Point Defect Model.  𝐶𝑟 is chromium atom in metal,  𝑉𝐶𝑟
𝜒′

 is chromium vacancy 

in the barrier layer, 𝐶𝑟𝐶𝑟 is chromium cation in normal cation sublattice in the barrier layer, 𝑉𝐶𝑟  is 

chromium atom vacancy in metal, 𝐶𝑟𝑖
𝜒+

 is chromium cation interstitial in the barrier layer, 𝑉ӧ is an 

oxygen vacancy in the barrier layer, 𝐶𝑟𝛿
+
(aq) is chromium cation in solution, 𝑂𝑜 is oxide ion in 

anion sublattice in the barrier layer, 𝐶𝑟𝑂𝜒

2
 is stoichiometric barrier layer oxide, 𝜒 and 𝛿  are 

oxidation states of chromium in barrier layer and in solution, respectively, and all assumed to be 

3, 𝑘𝑖 is rate constant for reaction 𝑖 (𝑖 = 1, 2…7) [48,50]. 

 

Reactions (1) and (4) indicate the annihilation and generation, respectively, of chromium 

cation vacancies 𝑉𝐶𝑟
𝜒′

 (electron acceptor) in the barrier layer, which dominates the semiconductor 

properties of a p-Type film.  Reactions (2) and (5) show the formation of 𝐶𝑟𝑖
𝜒+

, 𝐹𝑒𝑖
𝜒+

, or 𝑁𝑖𝑖
𝜒+

 

interstitials, which act as electron donors in the barrier layer, and the ejection of the same species 

at the outer layer/solution, respectively.  Reaction (3) is responsible for the growth of the defective 

chromic oxide barrier layer through the generation of oxygen vacancies (electron donors) at the 

m/bl interface.  Reaction (6) indicates the annihilation of oxygen vacancies at the bl/ol interface.  

Reactions (2), (3), (5), (6) determine the electronic character for an n-Type film.  Reaction (7) 

leads to the dissolution of the barrier layer.  Reactions (1), (2), (4), (5), and (6) are lattice 

conservative, in that their occurrence does not result in the movement of the corresponding 



224 

 
 
 

interface with respect to the laboratory frame of reference, while the Reactions (3) and (7) are 

lattice non-conservative and these two reactions determine the thickness of the barrier layer. 

The rates of the above Reactions (1)‒(7) depend on the rate constants, 𝑘𝑖 , which are 

functions of the applied external potential (𝑉), the potential drop across the outer layer (𝐼𝑡𝑜𝑡𝑎𝑙 ·

𝑅𝑜𝑙), which determines the potential at the bl/ol interface, the barrier layer thickness (𝐿), and the 

solution 𝑝𝐻, are expressed as [17,48‒54,7‒76]: 

𝑘𝑖 = 𝑘𝑖
0 · 𝑒

𝑎𝑖.(𝑉−𝐼𝑡𝑜𝑡𝑎𝑙·𝑅𝑜𝑙) · 𝑒𝑏𝑖·𝐿 · 𝑒𝑐𝑖 .𝑝𝐻                                                                                  (X.7) 

where 𝑘𝑖
0 is the standard rate constant for Reaction 𝑖, 𝐼𝑡𝑜𝑡𝑎𝑙 is the total current density (measured 

by potentiostatic polarization) for the system at steady state, which is the sum of the anodic (𝐼𝑎) 

and cathodic (𝐼𝑐) partial current densities assuming that neutral-charged 𝑂2 is transported through 

the ol to the bl/ol interface where charge transfer (oxygen reduction) occurs, 𝑅𝑜𝑙  (Ω.cm2) is the 

specific resistance of the outer layer of the passive film. 𝑎𝑖 , 𝑏𝑖 , and 𝑐𝑖  are the exponential 

coefficients of the rate constants and are shown in Table X.7 as defined in terms of fundamental 

quantities.  The change of film thickness with time due to the Reactions (3) and (7) is expressed 

as [17,48‒54,75‒76]:  

𝑑𝐿/𝑑𝑡 = 𝛺𝑘3–  𝛺𝑘7(𝐶𝐻+/𝐶𝐻+
0 )

𝑛
                                                                                          (X.8) 

where 𝛺 is the mole volume of the bl per cation (𝐶𝑟3+) in the barrier layer and is calculated to be 

14.59 cm3/mol, 𝐶𝐻+ is the concentration of hydrogen ion at bl/ol interface, 𝐶𝐻+
0  is the standard 

state concentration of hydronium and defined as 1 mol/cm3 to ensure the units of 𝑘7  are 

independent of the kinetic order 𝑛 of the dissolution reaction with respect to 𝐶𝐻+ (0 <  𝑛 <  1).  

The rate constants of 𝑘3 and 𝑘7 as defined by Equation X.7 are substituted into Equation X.8 noting 

that 𝑏7 = 0.  The thickness of the barrier layer in the steady-state is given by 𝑑𝐿/𝑑𝑡 = 0.  The 

simplified form for barrier layer thickness for no change in the metal ion oxidation state upon 

ejection from the bl/ol interface into the solution in the steady-state is expressed as [17,48‒54,75‒

76]:  

𝐿𝑠𝑠 = (
1−𝛼

𝜀
)(𝑉 − 𝐼𝑡𝑜𝑡𝑎𝑙𝑅𝑜𝑙) + 

1

𝜀
(
2.303𝑛

𝛼3𝜒𝛾
− 𝛽)𝑝𝐻 +

1

𝛼3𝜀𝜒𝛾
 𝑙𝑛 [

𝑘3
0

𝑘7
0]                                        (X.9) 

Of course, at the OCP, 𝐼𝑡𝑜𝑡𝑎𝑙 = 0, so that 𝐼𝑡𝑜𝑡𝑎𝑙𝑅𝑜𝑙 is also zero, regardless of the specific 

resistance of the outer layer.  However, at any other potential, 𝐼𝑡𝑜𝑡𝑎𝑙 ≠ 0, and hence, the potential 
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drop across the ol must be included in the analysis.  The anodic passive current density 𝐼𝑎 arising 

from Reactions (1) ‒ (7) is expressed as [17,48‒54,75‒76]:   

𝐼𝑎 = 𝐹 · [𝜒𝑘1𝐶𝑉
𝐿 + 𝜒𝑘2 + 𝜒𝑘3 + (𝛿 − 𝜒)𝑘4 + (𝛿 − 𝜒)𝑘5𝐶𝑖

0 + (𝛿 − 𝜒)𝑘7 (
𝐶
𝐻+

𝐶
𝐻+
0 )

𝑛

]          (X.10)                           

where 𝐶𝑉
𝐿 and 𝐶𝑖

0 are the concentrations of chromium cation vacancies at the m/bl interface and 

metal (𝐶𝑟,𝑁𝑖, 𝐹𝑒) interstitials at the bl/ol interface, respectively.  Since the passive films formed 

on Alloy 600, Alloy 690, Type 304L SS and Type 316L SS show n-Type semiconductivity and 

assuming that the oxidation state of the chromium ions is same in film and solution (𝛿 = 𝜒), 

Equation X.10 is simplified to:  

𝐼𝑎 = 𝐹 · (𝜒𝑘2 + 𝜒𝑘3)                                                                                                           (X.11) 

 

Table X.7. Functional forms of the rate constants with applied potential for Reactions (1) ˗ (7) and 

the exponential coefficients for these rate constants [17,63].  

 

X.4.2. Generalized Butler-Volmer equation for the cathodic reaction 

The dominant cathodic reaction for all alloys in this study is oxygen reduction which is 

expressed as the following Reaction (8): 
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𝑂2 + 2𝐻2𝑂 + 4𝑒
−
 4𝑂𝐻−                                                                                                            (8) 

Based on the generalized Butler-Volmer equation, the cathodic current density 𝐼𝑐  is 

expressed [61] as:  

𝐼𝑐 =  
−𝑒

−𝛼𝑐·
𝐹
𝑅𝑇

·(𝑉 − 𝑉𝑒𝑞)

1

𝑖0
 − 

𝑒
−𝛼𝑐·

𝐹
𝑅𝑇

·(𝑉 − 𝑉𝑒𝑞)

𝑖𝑙,𝑐

                                                                                                        (X.12)                                                                                 

in which we assume that because of the large overpotential (𝑂𝐶𝑃 – 𝑉𝑒𝑞) the reaction is irreversible 

in the forward (reduction) direction to give the cathodic partial reaction current density as 

represented by Equation X.12.  In this expression, 𝛼𝑐  is the transfer coefficient of the oxygen 

reduction, 𝑉𝑒𝑞  is the equilibrium potential of the oxygen electrode reaction under the specific 

conditions, 𝑖0 is the exchange current density, and 𝑖𝑙,𝑐 is the mass-transfer limited current density.  

Because Equation X.12 applies strictly to charge transfer at a bare (oxide-free) surface for which 

𝑖0 is a potential-independent constant, it is necessary to include a correction for the presence of the 

passive film.  Thus, in the case of a passive surface, such as that which exists on Alloy 600, Alloy 

690, Type 304L SS and Type 316L SS, the thickness of the bl increases linearly with potential 

[Equation (X.9)] and because charge carriers (electrons and electron holes) must quantum-

mechanically tunnel across the barrier layer and the exchange current density is potential-

dependent.  It is important to recognize that the exchange current density corresponds to the redox 

current for the reaction; in this case, the oxygen electrode reaction (OER), at its equilibrium 

potential, which itself is a function of [𝑂2], pH, and temperature that also control the thickness of 

the barrier layer.  Following our previous work [56‒57,77‒79], we write the exchange current 

density as: 

𝑖0 = 𝑖0̂𝑒𝑥𝑝(−𝛽̂𝐿𝑠𝑠)                                                                                                (X.13) 

where 𝑖0̂ is the hypothetical exchange current density on a bare (oxide-free) metal surface and 𝛽̂ 

is the tunneling constant [10,77,80].  Simplifying Equation (X.9), we write 

𝐿𝑠𝑠 =
1−𝛼

𝜀
𝑉 + 𝑔                                                                                    (X.14) 

and substitution into Equation (X.13) yields: 

𝑖0 = 𝑖0̂𝑒𝑥𝑝 [−𝛽̂(
1−𝛼

𝜀
)𝑉]𝑒𝑥𝑝 (−𝛽̂𝑔)                               (X.15) 
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Equation (X.15) is then combined with Equation (X.12) to describe the kinetics of the OER on the 

passive alloy surface.  

 

X.4.3. The impedance of the system. 

The above Reactions (1)–(7) (Figure X.26) and Reaction (8) contribute to the impedance 

of the entire system, which is indicated by the electrical equivalent circuit in Figure X.27 and 

which is measured by EIS.   

 

Figure X.27. Schematic of the electrical equivalent circuit for the entire electrochemical reaction 

system of Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS. 

 

The total impedance 𝑍𝑡𝑜𝑡𝑎𝑙 includes the impedance of the barrier layer (𝑍𝑏𝑙, containing the 

m/bl and bl/ol interfaces and barrier layer itself), the impedance of the outer layer (𝑍𝑜𝑙), a Warburg 

impedance (𝑍𝑤) for the transport of the dominant point defect within the bl, capacitances for the 

bl (𝐶𝑔) and ol (𝐶𝑜𝑙), and the resistance of the solution (𝑅𝑠) between the outer layer and the tip of 

the reference electrode is expressed as [48‒54]: 

𝑍𝑡𝑜𝑡𝑎𝑙 = 𝑍𝑏𝑙 +  𝑍𝑍𝑟𝑎𝑛𝑑𝑙𝑒𝑠 + 𝑍𝑜𝑙 + 𝑅𝑠 =
1

(𝑍𝑓+𝑍𝑤)
−1
+ 𝑍−1𝑐𝑔+ 𝑍𝑒,ℎ

−1
+ 𝑍𝑍𝑟𝑎𝑛𝑑𝑙𝑒𝑠 + 𝑍𝑜𝑙 + 𝑅𝑠     (X.16)                                     

where 𝑍𝑓  is the Faradaic impedance due to the electrochemical reactions occurring at the m/bl and 

bl/ol interfaces, which is given by:  

𝑍𝑓 = 𝑌𝑓
−1                                                                                                                            (X.17) 

𝑌𝑓 =  𝐹 · (𝜒𝑘2𝑎2 + 𝜒𝑘3𝑎3) + 𝐹𝛺(𝜒𝑘2𝑏2 + 𝜒𝑘3𝑏3)[𝑘3𝑎3 − 𝑘7𝑎7 · (𝐶𝐻+/𝐶𝐻+
0 )

𝑛
](𝑗𝜔 − 𝛺𝑘3𝑏3)

−1            (X.18)  
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𝑍𝑤 is the Warburg impedance arising from the migration of dominant point defect in the barrier 

layer [75] and is expressed as:  

𝑍𝑤 = 
𝜎

√𝜔
− 𝑗

𝜎

√𝜔
                            (X.19)                                                                                                                             

where 𝜔 is the angular frequency, and 𝜎 is the Warburg coefficient.  𝑍𝑐𝑔 is the impedance of the 

geometric capacitance of the dielectric barrier layer, 𝑍𝑒,ℎ is the electronic impedance due to the 

movement of the electrons and/or electron holes.  The Warburg impedance is added because of the 

assumption that the interfacial reactions are irreversible, as indicated in Figure X.27, resulting in 

the concentrations of neither the metal interstitial nor the oxygen vacancy appearing in the right 

sides of the expressions for the rates of the reactions.  Accordingly, the transport of these defects 

across the barrier layer is decoupled from the interfacial kinetics.  The impedance, 𝑍𝑟𝑎𝑛𝑑𝑙𝑒𝑠, is the 

impedance attributed to the redox reaction (OER) at bl/ol interface (oxygen reduction coupled with 

𝐶𝑑𝑙), which is indicated by:  

𝑍𝑟𝑎𝑛𝑑𝑙𝑒𝑠 = 
1

𝑍𝐶𝑑𝑙
−1 +𝑍𝑅𝑐

−1 
                                                                                                              (X.20)                                                                                                                              

𝑍𝐶𝑑𝑙  is the impedance of the double layer at the bl/ol interface, 𝑍𝑅𝐶  is the charge transfer 

impedance due to the cathodic oxygen reduction reaction, which is derived from Equation (X.21) 

as:  

𝑍𝑅𝐶 = (
𝑑𝐼𝑐

𝑑𝑉
)
−1

                                                                                                                        (X.21) 

𝑑𝐼𝑐

𝑑𝑉
=

−𝛼𝑐𝐹

𝑅𝑇
· 𝐼𝑐 + {

𝛼𝑐𝐹

𝑅𝑇𝑖𝑙,𝑐
+

𝛽̂(1−𝛼)

  𝜀𝑖0·exp[−
𝛼𝑐𝐹

𝑅𝑇
(𝑉−𝑉𝑒𝑞)]

} · 𝐼𝑐
2                                                                (X.22) 

The impedance of the outer layer 𝑍𝑜𝑙 is expressed as: 

𝑍𝑜𝑙 = [
1

𝑅𝑜𝑙
+ 𝑍𝐶𝑜𝑙

−1]
−1

                                                                                                            (X.23)                                                                                                                             

where 𝑍𝐶𝑜𝑙 is the impedance arising from the geometric capacitance of the outer layer and 𝑅𝑜𝑙 is 

due to the resistance of the solution in the pores of the outer layer. 
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X.4.4. Optimize the MPM on the measured EIS data to extract model parameters. 

The anodic and cathodic electrochemical Reactions (1)‒(8) contribute to the total 

impedance of the system, which is measured by EIS and calculated by the MPM from the 

optimized parameter values.  In performing the following analysis, the real and imaginary parts of 

the impedance are plotted in the Nyquist plane for specific frequencies and the absolute value of 

impedance and the phase angle [𝑡𝑎𝑛−1(−𝑍′′/𝑍′)] are plotted as a function of 𝑙𝑜𝑔(𝑓) in the Bode 

plane with a comparison being made between the measured EIS data and that calculated from the 

MPM using the optimized parameter values.  Optimization of the MPM on the experimental EIS 

data was performed using the Igor Pro, genetically-inspired (version 6.37, WaveMetrics Inc.) 

algorithm.  The optimization was performed on all the impedance data sets collected periodically 

according to the following procedures: Firstly, the values of 𝛽 (influence of 𝑝𝐻 on the potential 

drop across the bl/ol interface), 𝛽̂  (cm-1), 𝛿  (oxidation state of the cation in solution), and 𝜒 

(oxidation state of the cation in barrier layer) are assumed to be -0.01, 0.21 x 108 , 3, and 3, 

respectively [55,79]; secondly, optimize and lock the parameters like 𝛼 (polarizability of the bl/ol 

interface), 𝛼𝑖  (transfer coefficient for Reaction 𝑖), and 𝑛 (kinetic order of film dissolution with 

respect to the concentration of hydrogen ions); thirdly, optimize and lock the parameters of 𝑘𝑖
00 

(base rate constant for Reaction 𝑖)and 𝜀 (electrical field strength); finally, optimize and obtain the 

equivalent circuit parameters,such as 𝜎  (Warburg coefficient, determining the Warburg 

impedance, 𝑍𝑤), 𝑅𝑠 (solution resistance), 𝑅𝑒,ℎ (electronic resistance), 𝐶𝑔 (geometric capacitance), 

𝐶𝑑𝑙  (capacitance of double layer), 𝑅𝑜𝑙  (resistance of the outer layer of the passive film), 𝐶𝑜𝑙 

(capacitance of the outer layer of the passive film), 𝛼𝑐 (transfer coefficient of cathodic oxygen 

electrode reaction), 𝑖0̂  (hypothetical exchange current density of oxygen reaction), and 𝑖𝑙,𝑐 

(limiting current density of oxygen reduction).  

Figures X.28 to X.36 show a comparison of the impedance calculated from the optimized 

parameters and the measured EIS data for Alloy 600, Alloy 690, Type 304L SS, and Type 316L 

SS in borate buffer solution under open circuit and +0.3 VOCP conditions as a function of 

temperature.  For each alloy, the impedance data calculated from the MPM equations correlate 

very well with the experimental data in both the Nyquist and Bode planes.  Thus, the impedance 

of each alloy is accurately represented by the MPM, and the impedance model can be used with 

confidence to interpret the experimental data.   
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Figure X.28. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the Bode plane for passive 

films formed on Alloy 600 at OCP in borate buffer solutions containing 400 ppb dissolved oxygen 

at different temperatures.  
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Figure X.29. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the Nyquist plane for 

passive films formed on Alloy 600 at OCP in borate buffer solutions containing 400 ppb dissolved 

oxygen at different temperatures. 
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(a) 

 

(b) 

Figure X.30. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the (a) Bode and (b) 

Nyquist planes for passive films formed on Alloy 600 at +0.3 VOCP in borate buffer solutions 

containing 400 ppb dissolved oxygen at different temperatures. 
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Figure X.31. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the Bode plane for passive 

films formed on Alloy 690 at OCP in borate buffer solutions containing 400 ppb dissolved oxygen 

at different temperatures.  
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Figure X.32. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the Nyquist plane for 

passive films formed on Alloy 690 at OCP in borate buffer solutions containing 400 ppb dissolved 

oxygen at different temperatures. 
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Figure X.33. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the Bode plane for passive 

films formed on Type 304L SS at OCP in borate buffer solutions containing 400 ppb dissolved 

oxygen at different temperatures.  
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Figure X.34. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the Nyquist plane for 

passive films formed on Type 304L SS at OCP in borate buffer solutions containing 400 ppb 

dissolved oxygen at different temperatures. 
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Figure X.35. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the Bode plane for passive 

films formed on Type 316L SS at OCP in borate buffer solutions containing 400 ppb dissolved 

oxygen at different temperatures.  
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Figure X.36. Comparison of the impedance plots between the experimental measured EIS data 

and the calculated EIS data from the Mixed Potential Model (MPM) in the Nyquist plane for 

passive films formed on Type 316L SS at OCP in borate buffer solutions containing 400 ppb 

dissolved oxygen at different temperatures. 

 

As noted above, values for the various model parameters in the MPM were extracted with 

minimized error (optimization) between the experimental EIS data and simulated values for 

passive films formed on Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS in solutions with 

400 ppb dissolved oxygen containing 2000 ppm 𝐵 + 2 ppm 𝐿𝑖, 200 ppm 𝐵 + 2 ppm 𝐿𝑖, and 0 ppm 

𝐵 + 2 ppm 𝐿𝑖 at different temperatures.  The extracted and calculated model parameters for Alloy 

600 are show from Table X.8 to X.16.  All these parameters for Alloy 690, Type 304L SS, and 

Type 316L SS are included in the appendix (Tables A.1 to A.18).  The effect of pH (at the same 

temperature) on each parameter is not as significant as the effect of temperature (at the same pH).  
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With increasing temperature (in each solution): the electrical field strength (𝜀), solution resistance 

(𝑅𝑠), the resistance of the passive film outer layer (𝑅𝑜𝑙) and electronic resistance (𝑅𝑒,ℎ) decreased; 

the Warburg coefficient (𝜎), geometric capacitance (𝐶𝑔 ), cathodic oxygen reduction transfer 

coefficient (𝛼𝑐 ), hypothetical exchange current density (𝑖0̂) and limiting current density (𝑖𝑙,𝑐 ) 

increased; and the capacitance of double layer (𝐶𝑑𝑙) and the outer layer (𝐶𝑜𝑙) show no systematic 

change.  The reduction of 𝜀 with increasing temperature is induced by thermal diode effect [81] in 

which electrons are thermally excited into the conduction band and move to quench the electric 

field.  The resistance of the solution (𝑅𝑠) decreased with increasing temperature because of the 

increased conductivity of the borate buffer solution.  The electronic resistance 𝑅𝑒,ℎ is always in 

orders of magnitude higher than that the total impedance at the lowest frequency at each 

temperature; such that it has little influence on the total impedance of the passive film because 

𝑅𝑒,ℎ is in parallel with 𝑍𝑐𝑔 and the sum of 𝑍𝑓 and 𝑍𝑤, and hence the total impedance of the barrier 

layer is determined by the lowest value among them.  As expected, the hypothetical exchange 

current density (𝑖0̂) increased with increasing temperature.  However, there is no obvious change 

in the mass-transfer limited current density (𝑖𝑙,𝑐) for oxygen reduction which is mainly controlled 

by the oxygen concentration rather than by the temperature.  As shown in Tables X.9 and X.10, 

for the passive films formed on Alloy 600 at the same temperature but different potentials (OCP 

and +0.3 VOCP) in a solution containing 200 ppm 𝐵  + 2 ppm 𝐿𝑖 , the parameters such as the 

polarizability 𝛼, electric field strength across barrier layer 𝜀, the transfer coefficients 𝛼𝑖, the base 

rate constants 𝑘2
00, which are independent of the applied potential; this satisfies the criteria for 

acceptable impedance analysis via MPM optimization [17].   
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Table X.8. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Alloy 600 at OCP in a solution containing 

2000 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table X.9. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Alloy 600 at OCP in a solution containing 

200 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table X.10. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Alloy 600 at +0.3 VOCP in a solution 

containing 200 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table X.11. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Alloy 600 in a solution containing 0 ppm 

B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 

 

 

The activation energy 𝐸𝑎𝑖 for Reactions (2), (3), (5), (6), and (7) were calculated using the 

Arrhenius equation in linear plot form: 

𝑙𝑛 (𝑘𝑖
00) =

−𝐸𝑎

𝑅
·
1

𝑇
+ 𝑙𝑛 (𝐴′)                                                                                                 (X.24) 

where 𝑘𝑖
00 is the base rate constant for metal dissolution reaction, and 𝐴′ is the pre-exponential 

factor (constant).   
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The activation energy for the reaction of oxygen reduction (𝐸𝑐) was calculated using the 

Arrhenius equation: 

𝑖0̂ = 𝐴𝑒
−𝐸𝑐
𝑅𝑇                                                                                                                             (X.25) 

where A is the pre-exponential factor (constant).  The linear relation between 𝑙𝑛(𝑖0̂) and 
1

𝑇
 was 

acquired by taking the natural logarithm of Equation (X.25): 

𝑙𝑛(𝑖0̂) =
−𝐸𝑐

𝑅
·
1

𝑇
+ 𝑙𝑛 (𝐴)                                                                                                      (X.26) 

Figures X.37 to X.40 present the Arrhenius linear plots of the base rate constant (𝑘𝑖
00) of 

passive anodic dissolution versus the reciprocal of temperature 1/𝑇 and the calculated activation 

energies of the anodic metal dissolution reactions for Alloy 600, Alloy 690, Type 304L SS, and 

Type 316L SS in three borate buffer solutions containing 400 ppb dissolved oxygen.  Table X.12 

indicates the calculated values of activation energies for anodic reactions of Alloy 600, Alloy 690, 

Type 304L SS and Type 316L SS.  For each alloy, the activation energy for Reaction (2) is the 

highest, the changes in the base rate constant (𝑘𝑖
00) and hypothetical exchange current density (𝑖0̂) 

are insignificant with the change of solution pH (Figures X.37 to X.40).  With increasing solution 

pH, the activation energy 𝐸𝑎𝑖  (𝑖 = 2, 3, 5, 7) increases and 𝐸𝑎6  decreases for the anodic metal 

dissolution reactions, whereas the activation energy for cathodic oxygen reduction 𝐸𝑐  did not 

change significantly (Figure X.37b).   
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 (a) 

   

(b) 

Figure X.37. Arrhenius linear plots of (a) the base rate constant (𝑘𝑖
00) of anodic metal passive 

dissolution and the hypothetical exchange current density (𝑖0̂)  of cathodic oxygen electrode 

reaction versus the reciprocal of temperature 1/𝑇 and (b) the calculated activation energies of the 

anodic metal dissolution and the cathodic oxygen reduction reactions for Alloy 600 in borate buffer 

solutions containing 400 ppb dissolved oxygen.  
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Figure X.38. Arrhenius linear plots of the base rate constant (𝑘𝑖
00)  of anodic metal passive 

dissolution versus the reciprocal of temperature 1/𝑇 and the calculated activation energies of the 

anodic metal dissolution reactions for Alloy 690 in borate buffer solutions containing 400 ppb 

dissolved oxygen.  

  

   

Figure X.39. Arrhenius linear plots of the base rate constant (𝑘𝑖
00)  of anodic metal passive 

dissolution versus the reciprocal of temperature 1/𝑇 and the calculated activation energies of the 

anodic metal dissolution reactions for Type 304L SS in borate buffer solutions containing 400 ppb 

dissolved oxygen.  
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Figure X.40. Arrhenius linear plots of the base rate constant (𝑘𝑖
00)  of anodic metal passive 

dissolution versus the reciprocal of temperature 1/𝑇 and the calculated activation energies of the 

anodic metal dissolution reactions for Type 316L SS in borate buffer solutions containing 400 ppb 

dissolved oxygen.  

 

Figure X.41 presents the changes in transfer coefficients for anodic metal dissolution 

reactions of Alloy 600 in borate buffer solutions at different temperatures.  The transfer coefficient 

𝛼2 for Reaction (2) shows a rising trend while all the other transfer coefficients 𝛼𝑖 (𝑖 = 3, 5, 6, 7) 

decrease with increasing temperature.  At the same temperature, the transfer coefficients 𝛼𝑖 varies 

insignificantly with the change of solution pH.    
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Table X.12. Calculated values of activation energies for anodic metal dissolution of Alloy 600, 

Alloy 690, Type 304L SS, and Type 316L SS in oxygenated borate buffer solution.  

Activation Energy 

(KJ/mol) 

 

 2000 ppm B 

+ 2 ppm Li 

200 ppm B 

+ 2 ppm Li 

0 ppm B 

+ 2 ppm Li 

 

𝐸𝑎2 

Alloy 600 146.1 167.4 182.2 

Alloy 690 167.3 153.6 186.7 

Type 304L 

SS 

103.6 118.5 115.6 

Type 316L 

SS 

109.6 127.3 130.7 

 

𝐸𝑎3 

Alloy 600 54.2 60.0 64.3 

Alloy 690 66.3 56.8 71.2 

Type 304L 

SS 

62.1 67.0 106.3 

Type 316L 

SS 

62.9 64.9 95.6 

 

𝐸𝑎5 

Alloy 600 19.3 38.1 38.2 

Alloy 690 25.3 27.7 56.7 

Type 304L 

SS 

39.8 70.2 46.8 

Type 316L 

SS 

73.3 50.0 49.0 

 

𝐸𝑎6 

Alloy 600 39.6 30.0 23.3 

Alloy 690 17.4 36.2 16.7 

Type 304L 

SS 

48.0 68.9 25.8 

Type 316L 

SS 

59.5 51.9 58.2 

 

𝐸𝑎7 

Alloy 600 22.3 24.0 26.2 

Alloy 690 36.6 52.8 55.1 

Type 304L 

SS 

7.9 53.7 13.0 

Type 316L 

SS 

18.1 47.9 9.2 
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Figure X.41. Changes of transfer coefficient 𝛼𝑖  ( 𝑖 = 2, 3, 5, 6, 7 ) for anodic metal passive 

dissolution of Alloy 600 with increasing temperature in borate buffer solutions containing 400 ppb 

dissolved oxygen.   

 

The anodic (𝐼𝑎) and cathodic (𝐼𝑐) steady-state current density, the cathodic charge transfer 

impedance 𝑍𝑅𝐶 , the steady-state film thickness 𝐿𝑠𝑠 , the standard rate constants 𝑘𝑖
0  and rate 

constants 𝑘𝑖 (𝑖 = 2, 3, 5, 6, 7) for anodic metal dissolution, the concentrations of cation interstitial 

𝐶𝑖
0 (𝑘2/𝑘5) and oxygen vacancy 𝐶𝑉ӧ

0  (𝜒𝑘3/2𝑘6) at the bl/ol interface, the ratio between 𝐶𝑖
0 and 

chromium sublattice concentration in stoichiometric 𝐶𝑟2𝑂3 lattice (
2

𝛺
), the ratio between 𝐶𝑉ӧ

0  and 

anion sublattice concentration in normal 𝐶𝑟2𝑂3 (
3

𝛺
), the ratio of the growth rate (𝑅𝑔, cm/s) of the 

barrier layer to the dissolution rate (𝑅𝑑, cm/s) of the metal substrate, noted as 𝑅𝑔/𝑅𝑑, and the 

diffusivity of cation interstitial 𝐷𝑖 were calculated based on the above-optimized coefficients for 

Alloy 600 (Tables X.9 to X.12), as indicated in Tables X.13 to X.16.  At each temperature, the 

concentration ratio between metal interstitial and chromium atom in stoichiometric 𝐶𝑟2𝑂3 is less 

than 4.00 %, and the concentration ratio between the oxygen vacancy and the oxygen atom in 

normal 𝐶𝑟2𝑂3 lattice is less than 0.05 %.  The barrier layer film grows into the metal substrate; the 

growth rate 𝑅𝑔 is calculated by:  

𝑅𝑔 = 𝑘3 · 𝛺                                                                                                                          (X.27) 

and the dissolution rate of the metal substrate 𝑅𝑑 is expressed as 
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𝑅𝑑 = (𝑘2 + 𝑘3) · 𝛺
′                                                                                                           (X.28) 

where 𝛺′ is the mole volume of the chromium metal (7.23 cm3/mol).  The value of 𝑅𝑔/𝑅𝑑 varies 

from 1.0 to 0.7 as the temperature increases from 150 oC to 300 oC, indicating that if the dissolution 

of the bl occurring at the bl/ol interface is negligible, the bl/ol interface will generally remain at 

the original metal surface as the bl grows into the metal, which is a common observation from 

marker experiments.  The diffusivity of the dominant point defect metal interstitial (𝐷𝑖 ) was 

calculated according to Equation X.29 [75] as a function of temperature:  

𝐷𝑖 = 2𝜎
2(1 − 𝛼)2𝐼𝑎

2/𝜀2                                                                                                       (X.29) 

The calculated diffusivity of metal interstitial increased with increasing temperature.   

For passive films formed under OCP conditions, the net current density (𝐼𝑎+ 𝐼𝑐) is nearby 

zero, which agrees with the charge conservation and Wagner-Traud theory.  With increasing 

temperature, the anodic steady-state current density, film thickness, standard reaction rate 

constants and rate constants, total defect density (𝐶𝑖
0 + 𝐶𝑉ӧ

0 ) increased, and the charge transfer 

resistance of cathodic oxygen reduction decreased.  At the same temperature, the magnitude of the 

interstitial metal concentration is much higher than the corresponding value for the oxygen 

vacancy, indicating the dominant point defect in the barrier layer formed on Alloy 600 under OCP 

in borate buffer solutions is the cation interstitial, which is also evident from k2/k3 > 1.  The 

diffusivity of cation interstitials increased significantly with increasing temperature.  

Figures X.42 to X.44 show the effects of temperature and pH on the anodic current density, 

steady-state thickness of the barrier layer, and defect density of barrier layer formed on Alloy 600 

under OCP in oxygenated borate buffer solution more clearly.  With increasing temperature, the 

logarithmic anodic current density (Figure X.42a) and barrier layer thickness increased linearly 

(Figure X.43a), while the defect density increased exponentially (Figure X.44a).  The 

exponentially increasing defect density may dominant the corrosion resistance more than the 

linearly increasing barrier layer thickness, resulting in a significant increase in the anodic current 

density and in a decrease in the corrosion resistance at the elevated temperatures.  With increasing 

pH, the defect density decreased (Figure X.44b), and barrier layer thickness increased (Figure 

X.43b) slightly, leading to a slight linear increase of anodic current density (Figure X.42b) and 

impedance.   
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Table X.13. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Alloy 600 under OCP in a solution containing 2000 ppm B + 2 ppm Li, and 400 

ppb dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 300 ⁰C 

𝐼𝑎 (A·cm-2) 5.46 x 10-7 6.37 x 10-7 1.82 x 10-6 2.42 x 10-6 

𝐼𝑐 (A·cm-2) ‒5.42 x 10-7 ‒6.29 x 10-7 ‒1.84 x 10-6 ‒2.40 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 1.1 x 105 7.2 x 104 2.4 x 104 1.9 x 104 

𝐿𝑠𝑠 (nm) 1.5 2.7 3.3 5.4 

𝑘2
0 (mol·cm-2·s-1) 1.7 x 10-8 9.2 x 10-7 1.7 x 10-5 1.2 x 10-3 

𝑘3
0 (mol·cm-2·s-1) 1.9 x 10-7 8.2 x 10-7 5.7 x 10-7 4.5 x 10-6 

𝑘5
0 (cm·s-1) 5.9 x 10-7 6.8 x 10-7 2.1 x 10-6 4.7 x 10-6 

𝑘6
0 (cm·s-1) 1.2 x 10-6 1.6 x 10-6 1.8 x 10-5 3.9 x 10-5 

𝑘7
0 (mol·cm-2·s-1) 4.5 x 10-9 5.7 x 10-9 6.5 x 10-9 3.0 x 10-8 

𝑘2 (mol·cm-2·s-1) 1.2 x 10-12 1.5 x 10-12 4.2 x 10-12 4.2 x 10-12 

𝑘3 (mol·cm-2·s-1) 6.5 x 10-13 7.3 x 10-13 2.1 x 10-12 4.2 x 10-12 

𝑘5 (cm·s-1) 2.5 x 10-9 2.0 x 10-9 3.2 x 10-9 8.3 x 10-10 

𝑘6 (cm·s-1) 8.7 x 10-9 1.1 x 10-8 8.1 x 10-8 1.2 x 10-7 

𝑘7 (mol·cm-2·s-1) 4.5 x 10-9 5.7 x 10-9 6.5 x 10-9 3.0 x 10-8 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 5.0 x 10-4 7.2 x 10-4 1.3 x 10-3 5.0 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 1.1 x 10-4 

 

1.0 x 10-4 

 

3.9 x 10-5 

 

5.3 x 10-5 

 𝐶𝑖
0/(

2

𝛺
) 

0.4 % 0.5 % 0.9 % 3.7 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.06 % 0.05 % 0.02 % 0.03 % 

𝐷𝑖 (cm2·s-1) 7.6 x 10-18 2.0 x 10-15 1.3 x 10-13 2.9 x 10-13 

𝑅𝑔/𝑅𝑑 0.7 0.7 0.7 1.0 
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Table X.14. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Alloy 600 under OCP in a solution containing 200 ppm B + 2 ppm Li, and 400 

ppb dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 300 ⁰C 

𝐼𝑎 (A·cm-2) 3.39 x 10-7  6.29 x 10-7 9.37 x 10-7 2.00 x 10-6 

𝐼𝑐 (A·cm-2) ‒3.22 x 10-7 ‒6.03 x 10-7 ‒9.31 x 10-7 ‒2.05 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 2.1 x 105 7.9 x 104 5.1 x 104 2.2 x 104 

𝐿𝑠𝑠 (nm) 1.4 2.5 3.6 5.6 

𝑘2
0 (mol·cm-2·s-1) 1.4 x 10-8 1.3 x 10-6 1.7 x 10-4 2.2 x 10-3 

𝑘3
0 (mol·cm-2·s-1) 3.7 x 10-7 1.2 x 10-6 3.7 x 10-6 5.5 x 10-6 

𝑘5
0 (cm·s-1) 4.7 x 10-7 6.3 x 10-7 8.1 x 10-6 1.5 x 10-5 

𝑘6
0 (cm·s-1) 3.1 x 10-6 5.2 x 10-6 3.6 x 10-5 7.0 x 10-5 

𝑘7
0 (mol·cm-2·s-1) 4.0 x 10-9 5.4 x 10-9 1.3 x 10-8 2.2 x 10-8 

𝑘2 (mol·cm-2·s-1) 5.7 x 10-13 1.5 x 10-12 2.1 x 10-12 3.8 x 10-12 

𝑘3 (mol·cm-2·s-1) 6.0 x 10-13 7.3 x 10-13 1.1 x 10-12 3.1 x 10-12 

𝑘5 (cm·s-1) 1.2 x 10-9 2.4 x 10-9 1.7 x 10-9 1.0 x 10-9 

𝑘6 (cm·s-1) 1.5 x 10-8 4.4 x 10-8 3.1 x 10-8 9.4 x 10-8 

𝑘7 (mol·cm-2·s-1) 4.0 x 10-9 5.4 x 10-9 1.3 x 10-8 2.2 x 10-8 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 4.8 x 10-4 6.2 x 10-4 1.3 x 10-3 3.7 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 6.0 x 10-5 

 

2.5 x 10-5 

 

5.3 x 10-5 

 

4.9 x 10-5 

 𝐶𝑖
0/(

2

𝛺
) 

0.4 % 0.4 % 0.9 % 2.7 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.03 % 0.02 % 0.03 % 0.03 % 

𝑅𝑔/𝑅𝑑 1.0 0.7 0.7 0.9 

𝐷𝑖 (cm2·s-1) 4.9 x 10-17 8.7 x 10-16 2.5 x 10-15 9.7 x 10-14 
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Table X.15. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Alloy 600 at +0.3 VOCP in a solution containing 200 ppm B + 2 ppm Li, and 400 

ppb dissolved oxygen at different temperatures. 

 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 300 ⁰C 

𝐼𝑎 (A·cm-2) 2.49 x 10-7  6.30 x 10-7 9.35 x 10-7 2.17 x 10-6 

𝐼𝑐 (A·cm-2) ‒4.08 x 10-9 ‒1.28 x 10-9 ‒1.83 x 10-9 ‒3.70 x 10-9 

𝑍𝑅𝐶  (Ω·cm2) 1.7 x 107 3.8 x 107 2.7 x 107 1.3 x 107 

𝐿𝑠𝑠 (nm) 2.3 3.8 5.1 6.6 

𝑘2
0 (mol·cm-2·s-1) 1.4 x 10-8 1.3 x 10-6 1.7 x 10-4 2.2 x 10-3 

𝑘3
0 (mol·cm-2·s-1) 3.7 x 10-7 1.2 x 10-6 3.7 x 10-6 5.5 x 10-6 

𝑘5
0 (cm·s-1) 4.7 x 10-7 6.3 x 10-7 8.1 x 10-6 1.5 x 10-5 

𝑘6
0 (cm·s-1) 3.1 x 10-6 5.2 x 10-6 3.6 x 10-5 7.0 x 10-5 

𝑘7
0 (mol·cm-2·s-1) 4.0 x 10-9 5.4 x 10-9 1.3 x 10-8 2.2 x 10-8 

𝑘2 (mol·cm-2·s-1) 4.4 x 10-13 1.5 x 10-12 2.1 x 10-12 4.2 x 10-12 

𝑘3 (mol·cm-2·s-1) 4.2 x 10-13 7.3 x 10-13 1.1 x 10-12 3.4 x 10-12 

𝑘5 (cm·s-1) 3.7 x 10-9 4.8 x 10-9 3.7 x 10-9 2.7 x 10-9 

𝑘6 (cm·s-1) 4.0 x 10-8 8.1 x 10-8 5.9 x 10-8 1.9 x 10-7 

𝑘7 (mol·cm-2·s-1) 4.0 x 10-9 5.4 x 10-9 1.3 x 10-8 2.2 x 10-8 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 3.1 x 10-4 3.8 x 10-4 1.0 x 10-3 3.7 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 1.6 x 10-5 

 

1.4 x 10-5 

 

2.8 x 10-5 

 

2.7 x 10-5 

 𝐶𝑖
0/(

2

𝛺
) 

0.2 % 0.2 % 0.7 % 2.7 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.02 % 0.02 % 0.02 % 0.03 % 

𝑅𝑔/𝑅𝑑 0.8 0.7 0.7 0.9 

𝐷𝑖 (cm2·s-1) 5.2 x 10-18 8.1 x 10-16 1.3 x 10-15 4.2 x 10-14 
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Table X.16. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Alloy 600 under OCP in a solution containing 0 ppm B + 2 ppm Li, and 400 ppb 

dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 300 ⁰C 

𝐼𝑎 (A·cm-2) 2.28 x 10-7 4.95 x 10-7 6.00 x 10-7 1.92 x 10-6 

𝐼𝑐 (A·cm-2) ‒2.37 x 10-7 ‒4.85 x 10-7 ‒6.07 x 10-7 ‒1.87 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 2.8 x 105 9.7 x 104 7.5 x 104 2.3 x 104 

𝐿𝑠𝑠 (nm) 1.6 2.6 3.6 6.4 

𝑘2
0 (mol·cm-2·s-1) 3.7 x 10-8 1.8 x 10-6 1.5 x 10-5 6.1 x 10-2 

𝑘3
0 (mol·cm-2·s-1) 9.4 x 10-7 1.6 x 10-6 5.6 x 10-6 1.3 x 10-5 

𝑘5
0 (cm·s-1) 2.3 x 10-6 3.0 x 10-6 7.8 x 10-6 1.7 x 10-4 

𝑘6
0 (cm·s-1) 1.6 x 10-6 2.8 x 10-6 1.5 x 10-5 4.0 x 10-5 

𝑘7
0 (mol·cm-2·s-1) 3.5 x 10-9 4.6 x 10-9 1.2 x 10-8 2.3 x 10-8 

𝑘2 (mol·cm-2·s-1) 4.6 x 10-13 1.1 x 10-12 1.2 x 10-12 4.1 x 10-12 

𝑘3 (mol·cm-2·s-1) 3.1 x 10-13 5.7 x 10-13 8.6 x 10-13 2.6 x 10-12 

𝑘5 (cm·s-1) 2.4 x 10-9 3.5 x 10-9 1.4 x 10-9 1.1 x 10-9 

𝑘6 (cm·s-1) 3.7 x 10-9 8.2 x 10-9 2.8 x 10-8 1.1 x 10-7 

𝑘7 (mol·cm-2·s-1) 3.5 x 10-9 4.6 x 10-9 1.2 x 10-8 2.3 x 10-8 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 2.0 x 10-4 3.3 x 10-4 8.6 x 10-4 3.7 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 1.3 x 10-4 

 

1.0 x 10-4 

 

4.6 x 10-5 

 

3.5 x 10-5 

 𝐶𝑖
0/(

2

𝛺
) 

0.1 % 0.2 % 0.6 % 2.7 % 

𝐶𝑉ӧ
0 /(

3

𝛺
) 

0.06 % 0.05 % 0.02 % 0.02 % 

𝑅𝑔/𝑅𝑑 0.8 0.7 0.8 0.8 

𝐷𝑖 (cm2·s-1) 1.0 x 10-18 3.9 x 10-16 1.4 x 10-14 9.3 x 10-14 

 

 

 

 

 

 



255 

 
 
 

          

Figure X.42. Effects of (a) temperature and (b) pH on the anodic passive current density for 

passive films formed on Alloy 600 under OCP in borate buffer solutions with 400 ppb dissolved 

oxygen.  

 

           

Figure X.43. Effects of (a) temperature and (b) pH on the thickness of passive films formed on 

Alloy 600 under OCP in borate buffer solutions with 400 ppb dissolved oxygen.  

 

The properties of passive films formed on Alloy 600 at OCP and +0.3 VOCP in an 

oxygenated solution containing 200 ppm B +2 ppm Li are compared, as shown in Tables X.14 and 

X.15.  At the same temperature, the anodic current density is independent of the film formation 

potential, corresponding to the n-Type film character and the above anodic potentiostatic 

polarization measurement results.  The barrier layer of passive film formed at +0.3 VOCP is much 

thicker than that formed at OCP, in concert with the prediction of the MPM.  The increased barrier 

layer thickness and slightly decreased defect density of passive film formed at more positive 

potential contribute to the increased impedance and improved corrosion resistance.   

(a) (b) 

(a) (b) 
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Figure X.44. Effects of (a) temperature and (b) pH on the defect density of passive films formed 

on Alloy 600 under OCP in borate buffer solutions with 400 ppb dissolved oxygen. 

 

X.5. Discussion 

The measured OCP values for Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS at 

different solution environments are compared in Figure X.45 and indicated in Table X.17.  At the 

same temperature (in each solution), the OCP difference between these four alloys is insignificant.  

This may occur due to the similar composition of the barrier layer for each alloy, which comprises 

defective iron- and nickel-containing chromic oxide (𝐹𝑒, 𝑁𝑖, 𝐶𝑟)2+𝑥𝑂3−𝑦.   

 

Figure X.45. Change of open circuit potential with temperature for Alloy 690, Alloy 600, Type 

316L SS and Type 304L SS in a solution containing H3BO3 (2000 ppm B, 200 ppm B, 0 ppm B) 

+ LiOH (2 ppm Li) with 400 ppb dissolved oxygen. 

 

Figure X.46 presents the EIS plots recorded in the Bode plane for Alloy 690, Alloy 600, 

Type 316L SS, and Type 304L SS.   

(a) (b) 
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Table X.17. OCP values for all alloys in borate buffer solutions with 400 ppb dissolved oxygen.  

 

 

(a) 

 

(b) 

 

        (c) 

Figure X.46. Comparison of the absolute value of impedance for passive films formed on different 

alloys at OCP in borate buffer solutions containing 400 ppb dissolved oxygen-containing (a) 2000 

ppm B + 2 ppm Li, (b) 200 ppm B + 2 ppm Li, and (c) 0 ppm B + 2 ppm Li. 
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At each electrochemical environment, obviously, the impedance value of nickel alloy is 

much higher than that of stainless-steel alloy at the same temperature, indicating the higher 

corrosion resistance.  The corrosion resistance of Alloy 690 is slightly higher than that of Alloy 

600, while the Type 304L SS and Type 316L SS show very similar resistance.  In this research, 

the passive films formed on all alloys (Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS) 

show n-Type semiconductor properties.  For each alloy, the concentration of oxygen vacancy in 

the barrier layer of passive film is much less than that of metal interstitial in each solution (at the 

same temperature), as shown in Figure X.47.   

(a)      

(b)      

(c)      

Figure X.47. Compare concentrations of (a) oxygen vacancy, (b) metal interstitial, and (c) total 

defect density in the barrier layers of passive films formed on Alloy 690, Alloy 600, Type 316L 

SS, and Type 304L SS. 
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The concentration of metal interstitial is much higher in the passive films of stainless steel 

than nickel alloy, resulting in higher total defect density and lower corrosion resistance. 

Figure X.48 indicates that the activation energy for the formation of metal interstitials 

(Reaction 2) is much higher for nickel alloy than stainless steel.  Iron interstitials (as in SS) 

generates and move through the 𝐶𝑟2𝑂3 lattice much more readily than do 𝑁𝑖 interstitials, and since 

99.9+% of the passive current is carried by the interstitials, the passive current density is highest 

(and the corrosion resistance is lowest) in the case of the stainless steels than for Alloy 600 and 

Alloy 690.  The concentration of Fe interstitials may much higher than Ni in the barrier layer; 

therefore, the passive film on stainless steel with much higher defect densities of Fe interstitials 

showed much lower corrosion resistance than nickel alloys (Figure X.47).  

 

Figure X.48. Calculated values of activation energy for the formation of metal interstitials for 

Alloy 690, Alloy 600, Type 316L SS, and Type 304L SS in three borate buffer solutions with 400 

ppb dissolved oxygen. 

 

At the same temperature (in each solution), the thickness of the barrier layer for the passive 

film formed on each alloy is similar, as presented in Figure X.49.  This confirmed that the effect 

of defect density on the corrosion properties of the alloy is much more significant than that of film 

thickness.  The sharply decreased impedance value of stainless steel compared with nickel alloy 

(at the same temperature in the same solution) indicate rapidly increased defect density. 
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Figure X.49. Calculated thickness of barrier layers for passive films formed on Alloy 690, Alloy 

600, Type 316L SS, and Type 304L SS in borate buffer solutions with 400 ppb dissolved oxygen 

at different temperatures. 

  

X.6. Conclusions  

The effects of temperature (150 °C, 200 °C, 250 °C, 300 °C) and pH on the corrosion 

behavior of Alloy 600, Alloy 690, Type 304L SS, and Type 316L SS in oxygenated borate buffer 

solutions (2000 ppm B + 2 ppm Li, 200 ppm B + 2 Li, 0 ppm B +2 ppm Li ) were studied at the 

open circuit potential (OCP) and under anodic potentiostatic polarization using anodic 

potentiostatic polarization, Mott-Schottky analysis (MSA) and electrochemical impedance 

spectroscopy (EIS).  The mixed potential model (MPM) was optimized on the experimental EIS 

data, and several parameters were extracted and calculated.     

For each alloy:  

1- The passive current density is independent of the formation potentials for passive films formed 

at the same temperature but at different anodic polarisation potential, which is consistent with 

the n-Type character of the barrier layer of the passive film as predicted by the Point Defect 

Model (PDM) provided that the oxidation state of the cation does not change upon ejection at 

the bl/ol interface.  The n-Type characteristic was confirmed by the positive slopes of the Mott-

Schottky (M-S) plots.  

2- With increasing temperature (in the same solution), the anodic current density increases, the 

defect density calculated from the slope of M-S plots increases, and the impedance of the 

passive film decrease, resulting in a significant decrease in corrosion resistance.  
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3- With increasing pH (at the same temperature), the anodic current density decreases, the defect 

density calculated from the slope of M-S plots shows no systematic change, and the impedance 

of the interface increases, leading to a slight increase in corrosion resistance.  The deteriorative 

effect of the elevated temperature on the corrosion resistance of passive films is much more 

significant than the improvement indicated by the increased pH. 

4- The MPM, comprising the PDM for the anodic passive metal dissolution and the generalized 

Bulter-Volmer equation for cathodic oxygen reduction, along with a quantum-mechanical 

correction for the tunneling of charge carriers through the barrier oxide layer, was optimized on 

the experimental EIS data to acquire values for the kinetic and other parameters in the model.  

The thickness of the barrier layer and the defect densities increase with increasing temperature, 

resulting in a decrease in the corrosion resistance.  The defect density of the barrier layer has a 

greater influence on the corrosion behavior of each alloy than does the film thickness.  At each 

temperature, the concentration of metal interstitials is much higher than that of the anion 

vacancy, from which we conclude the metal interstitial is the dominant point defect in the barrier 

layer.  With increasing pH, the film defect density decreases, and the thickness of the passive 

film increases linearly, leading to a linear decrease in anodic current density and slightly 

improved corrosion resistance.  

5- The activation energy for Reaction (2) is the highest. 

For the four alloys in the same electrochemical corrosion environment: 

1- The open-circuit potential is similar because of the similar composition of the barrier layer. 

2- The thickness of the barrier layer is similar. 

3- The concentration of metal interstitials in the barrier layer of Nickel alloy is much lower than 

that of stainless steel, leading to higher corrosion resistance.  

4- The activation energy for the formation of metal interstitials (Reaction 2) is higher for Nickel 

alloy than stainless steel. 

5- Generation and diffusion of iron interstitials are much easier that of nickel interstitials.   
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XI. Lifetime estimation of a BWR core shroud in terms of IGSCC 

XI.1. Background  

Continued operation of the aging fleet of BWRs worldwide requires gradually increasing 

expenditures for inspection, maintenance, and repair.  An initiative to proactively address material 

aging issues in BWR reactor vessels and internals was initiated in the USA in 1994 to lead the 

industry toward a proactive, generic resolution of vessel and internals material condition issues 

and the development of cost-effective, remedial strategies [2].  Among the most critical reactor 

aging mechanisms, corrosion damage in the coolant circuits is known to be a reason for an 

estimated 80% of unscheduled shutdowns of commercial Light Water Reactors (LWRs) and 

results in significant financial losses to the plant owners [1].  IGSCC in austenitic stainless steel 
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piping was accepted as a major issue for BWRs in the 1980s, at which time susceptibility of reactor 

internals to IGSCC was also recognized [2,3].  Shroud cracking, which was identified in 1993-

1994, confirmed that IGSCC of internals is a significant issue for BWRs.       

IGSCC is a time-dependent material degradation process that is known to be caused and 

accelerated by the presence of residual and operating stresses, material sensitization, irradiation, 

cold work, elevated temperature, and corrosive environments (Figure XI.1).  Many internal 

components inside BWR vessels are made of materials that are susceptible to IGSCC, including 

austenitic stainless steels, Alloy 600, Alloy X750, and Alloy 182 weld metal. 

 

Figure XI.1. Synergy of driving forces for the stress corrosion cracking phenomenon. 

 

IGSCC is a commonly observed phenomenon in BWR core shrouds [4].  It was first 

observed in 1990 at the Mtihleberg site in Switzerland [5].  As of 2013, the surface cracks being 

monitored in the core shroud of Mtihleberg ranged from few centimeters to over half a meter in 

length and had depths exceeding two centimeters.  In response to this finding, the original 

equipment manufacturer (OEM) issued an information letter to all owners of BWRs designed by 

the OEM, recommending a visual examination of the shroud circumferential welds [6].  The NRC 

responded to the early observations of cracking at several plants by issuing Generic Letter 94-03 

to request that all licensees inspect their BWR core shrouds no later than the next scheduled 

refueling outage [7].  By the mid-1990s, the cracking had progressed to the point that several plants 

had installed tie rods to bolster the integrity of the core shroud, in the presence of circumferential 

cracks [5,6].  By the late 1990s, a significant percentage of operating BWRs had installed tie rods 

[8,9]. 
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The tie rods rely on the integrity of the vertical welds of the shroud to perform their key 

function, but by 1993, cracking had been observed in the vertical welds, as well [9].  Multiple 

visual and ultrasonic examinations were conducted after this observation, and these cracks have 

been observed to progress slowly.  Inspection and evaluation guidelines for the BWR core shroud 

were developed and documented in BWRVIP-76-A [10], which was submitted to the NRC for 

review, and Revision 1 received a safety evaluation in 2014 [11].  This supported the establishment 

of a re-inspection interval that can be up to ten years for these welds.  To date, plants have been 

able to continue operation with the observed flaws, despite increases in the number and size of the 

flaws. 

As these inspections progressed, the number of flaws observed has increased, and flaw 

dimensions have changed.  Figure XI. illustrates the various types of cracking that have been 

observed [8].  Cracks oriented in the heat-affected zones along the welds have been commonly 

observed and were the primary concern related to core shroud integrity when SCC was first 

identified in the early 1990s.  More recently, "off-axis" cracking (i.e., cracks that propagate 

approximately perpendicular to the associated weld, see Figure XI.) has become more of a concern 

as inspections have revealed changes over time to the off-axis cracks along with new or deeper 

than expected cracks.  These changes observed during inspections could be due to improvements 

in inspection techniques and equipment, rather than additional crack growth or initiation [8].  

Analyses of BWR core shrouds indicate that the off-axis flaws are likely to grow through-wall, 

but are not likely to grow into long cracks due to the stress distribution predicted around the weld 

[12].  These analytical results are consistent with the majority of the reported off-axis flaws. 



269 

 
 
 

 

Figure XI.2. Locations and orientations of BWR shroud cracking [8]. 

 

Correlation studies have shown that off-axis cracking is most strongly related to plant 

design, neutron fluence, and shroud fabrication [8].  The location of most of the reported off-axis 

cracks has been the core shroud beltline region spanning beltline welds H3 and H6a (Figure XI.).  

Factors introduced during construction, such as cold work due to manipulation of the shroud during 

fit-up or local material changes due to the welding and subsequent removal of construction support 

and alignment lugs on the core shroud could have contributed to the cracking.  The correlation 

with neutron fluence is driven by the location of the cracking in the beltline region welds (Figure 

XI.).  Some of these correlated factors could be confounded with fabricator or design differences.  

The cause of this off-axis cracking remains under active investigation, but analytical results 

indicate that off-axis cracks are expected to remain short and do not have a significant impact on 

core shroud structural integrity [12].  To date, this has been confirmed by the results of field 

inspections. 
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Many other BWR internal components have also shown evidence of environmental 

cracking; though the cracking in core shrouds is one of the most widespread [5].  The experience 

summarized above shows that stainless steel welds operating in BWR environments are highly 

susceptible to stress corrosion cracking.  Neutron irradiation appears to increase this susceptibility, 

and this phenomenon has become known as “Irradiation Assisted Stress Corrosion Cracking 

(IASCC)”.  The experience of the BWR core shrouds provides evidence that much of the cracking 

initiated early in BWR plant life due to fabrication factors and the initial exposure to the oxidizing, 

Normal Water Chemistry (NWC) environment is important.  

A reliable, predictive model is required for proactively resolving vessel and core internal 

material condition issues with generic, cost-effective strategies.  A completely successful model 

must account for all of the phenomenological correlations that exist between IGSCC susceptibility 

and crack velocity and various environmental, electrochemical, and mechanical independent 

variables, as summarized above.  To date, models have been developed that appear to account for 

the effects of electrochemical potential, loading waveform, and stress intensity on crack velocity, 

at least qualitatively, but only one, the Coupled Environment Fracture Model (described below), 

has succeeded in providing a comprehensive theoretical account of IGSCC in sensitized Type 304 

SS.  The empirical model developed by Ford and coworkers [13-18] perhaps came closest to this 

goal before the development of deterministic models.  The Ford, et.al. model [13-18] does not 

account for the influence of the external environment on crack growth in an analytical (as opposed 

to empirical) manner.  This latter aspect is particularly important, because the conductivity of the 

recirculating fluid in an operating BWR may vary significantly if upset chemistry conditions are 

experienced, resulting in enhanced crack growth rate.  Extensive laboratory and in-plant studies 

indicate that impurity concentration (and hence conductivity) is one of the most important 

parameters in determining the rate of propagation of intergranular cracks [19-27].  In short, 

contemporary models for IGSCC, except the Coupled Environment Fracture Model (CEFM) [28-

35], fail to invoke charge conservation explicitly and hence fail to account for processes that occur 

in the environment external to the crack in an analytical manner.    



271 

 
 
 

 

Figure XI.3. Location of BWR Shroud Welds and Off-axis Cracking.  Nearly all off-axis cracking 

is between weld numbers H3 and H6a, as shown by the arrow [8]. 

 

The principal shortcoming in this regard is the failure to describe the cathodic reactions 

that must occur on the external surfaces to consume the current leaving the crack.  Indeed, simple 

charge conservation considerations show that the internal and external environments must be 

strongly coupled, and this coupling is most likely responsible for the influence of solution 

conductivity, corrosion potential (ECP), and flow velocity on crack velocity.  The CEFM was 

developed by Macdonald and co-workers to couple the internal and external environments in an 

analytical manner and to invoke charge conservation as a necessary condition for any deterministic 
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treatment of crack growth [28-35].  Importantly, invocation of charge conservation leads to 

specification of the electrostatic potential in the solution at the crack mouth, which in turn allows 

calculation of the coupling current and hence the crack growth rate via Faraday’s law.  The main 

advantage of deterministic models for predicting corrosion damage in the coolant circuits of water-

cooled nuclear power reactors is that their output is constrained to physical reality by the natural 

laws and the impact of all independent variables can be captured if correctly identified and 

included in the model.  

 

XI.2. Deterministic modeling of environment, crack propagation, and component’s lifetime. 

The typical deterministic modeling process for the evolution of SCC damage in the primary 

coolant circuit of a water-cooled nuclear power reactor involves three steps (Figure XI.):  

1. Calculation of concentrations of reducing and oxidizing species in the reactor coolant based 

on known reactor operating parameters and the principles of water radiolysis and chemical 

kinetics; 

2. Estimation of Electrochemical Corrosion Potential (ECP) from interfacial charge conservation 

based on calculated species concentrations, hydrodynamic conditions, and electrochemical 

parameters of the structural materials in reactor Heat Transport Circuit (HTC); 

3. Estimation of Crack Growth Rates (CGR) and crack depth in HTC components based on 

known species concentrations, ECP, material degradation parameters, mechanical stress (stress 

intensity factor), and reactor operating history. 

 

Figure XI.4. Modeling of IGSCC in BWRs. 
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As may be seen from Figure XI., such modeling requires the following five types of input 

data: 

1. Reactor operating data that include neutron and gamma dose profiles, coolant temperatures 

and flow velocities, certain geometrical dimensions of the HTC “flow channels” and data on 

impurities and additions of chemicals, such as hydrogen over the reactor operating history.  All 

these data usually are available from plant engineering personnel. 

2. Radiolytic yields (or G-values) of species generated via neutron and gamma radiation of water 

at high temperatures.  For gamma radiolysis, the G-values are well known at ambient 

temperature.  Even for radiolysis with fast neutrons, the G-values at ambient temperature are 

known.  The G-values for both gamma radiation and fast neutrons have been determined in 

recent years in experiments as a function of temperature by several groups, so that a moderately 

comprehensive database for these parameters is now available.   

3. Reaction rate constants for water radiolysis reactions at reactor operating temperatures.  Rate 

constants at ambient temperature are generally well known.  In normal cases, rate constants at 

high temperature have been calculated from the rate constants at ambient temperature and the 

(often-assumed) activation energies.  Exceptions to this rule are required for certain reactions.  

For diffusion-controlled reactions, activation energy of 12 kJ/mole is assumed.  For slower 

reactions, higher activation energies are commonly assumed, but are not always verified 

experimentally.   

4. Electrochemical parameters of structural materials and major reducing and oxidizing species.  

Over the past thirty years, researchers and power plant operators alike have come to realize 

that corrosion damage in coolant circuits, including most, if not all, forms of general corrosion 

and localized corrosion, including pitting, stress corrosion cracking, corrosion fatigue, erosion-

corrosion, hydrogen-induced cracking, and crevice corrosion, are primarily electrochemical 

phenomena that involve charge transfer at metal/coolant interfaces.  As with any 

electrochemical charge transfer process, the rate at which charge transfer occurs (the current 

and hence the rate of accumulation of damage) depends upon the voltage that exists across the 

metal/environment interface.  This potential difference, when measured under free corrosion 

conditions with respect to a suitable reference electrode, is referred to as the ECP.  The 

corrosion potential, or the "ECP," as it is commonly known in the nuclear power technology 

arena, is accounted for by mixed potential theory and can be calculated using mixed potential 
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models (MPM) [29,34], provided that the required thermodynamic, kinetic, and mass transport 

parameters are known. 

5. Materials degradation modeling parameters, including mechanical, chemical, and 

electrochemical parameters required for the estimation of initiation and propagation of 

localized damage (cracks) in LWR components [35], including stress intensity factor (KI). 

This paper compares deterministic and empirical predictions of IGSCC rates in sensitized 

austenitic stainless steel, in order to calculate the accumulated damage (crack depth versus time) 

in BWR in-vessel components and estimate component lifetimes for given operating conditions.  

Our extensive crack growth rate modeling work predicts that the crack growth rate should decrease 

with increasing crack depth; a relationship that is generally not gleaned from experimental data 

obtained from fracture mechanics specimens of fixed design.  In this case, the electrochemical 

crack depth (shortest distance from the crack front to the external surface) is constant and 

independent of the mechanical crack depth.  The impact that increasing electrochemical crack 

depth has on the CGR is a sensitive function of water conductivity, ECP, flow rate (especially for 

a high aspect ratio crack), and stress intensity factor.  Accordingly, the predicted accumulated 

damage becomes a non-linear function of time and hence the operating history of the plant, which 

can be captured accurately only by deterministic models. 

The accumulated damage is the expected crack depth, L, which is calculated on a 

component-by-component basis as a function of time, T, for an envisioned future operating 

protocol: 

L =
¶L

¶t0

T

ò dt                                                                                                                 (XI.1) 

Crack growth rates at each state point t of reactor operation, 
¶L

¶t
,
 
are calculated by the Coupled 

Environment Fracture Model [28‒35] as: 

¶L

¶t
= f [power(t),chemistry(t),L(t)]                                                                        (XI.2) 

The evolution of crack depth, L, over the anticipated service time of a component, T, is 

obtained by an accumulation of crack advances over N periods of time (state point duration) 

Δt1,...,Δti ,...ΔtN . 
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Dti                                                                                                    (XI.3) 

T = Dti
i=1

N

å                                                                                                                  (XI.4) 

The crack growth rate is assumed to be time-independent for each interval, Δti, in that it 

depends on the crack depth (due to dependence of KI on crack depth and because of changes in the 

current and potential distributions in the crack internal and external environments).  The initial 

crack depth, L0, corresponds to the depth of a pre-existing crack (as may have been detected during 

an inspection or assumed for a safety analysis scenario) or the length of the crevice at an initiation 

site. 

A computer code REMAIN [36] has been developed for performing calculations for each 

step shown in Figure XI..  This code performs the calculations for each state point during BWR 

operation history of 40 – 60 or more years within an hour on a desktop PC.  Recently updated 

codes (PWR_MASTER and BWR_MASTER) with generic kinetics algorithm and advanced 

MPM and CEFM models for macOS and PC are described elsewhere [37‒39].  The remaining 

service life of the core shroud was estimated using the BWR_MASTER code based on safety 

criteria (which require crack depth to be less than half the wall thickness) for the H6a weld. 

 

XI.3. Modeling of stress 

The BWR_MASTER code has no Finite Element Modeling (FEM) module for calculating 

stresses in in-vessel components.  The code only calculates the stress intensity factor (KI in 

MPa m ) of a pre-existing crack based on KI at the previous state point and an empirical 

correction factor for CT specimens assuming constant stress but correcting for increased crack 

length: 

fCT =
(2 + L)(0.886 + 4.64L-13.32L2 +14.72L3 - 5.6L4

(1- L)3/2
                                                        (XI.5) 

The values of KI at the beginning of the operating period are obtained from plant engineers.  

There are codes, such as ABAQUS [40], Grizzly [41,42], and several others capable of finite 

element method (FEM) analysis to obtain stresses and fracture mechanics parameters, such as KI 
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in 3-D structures like the components of nuclear reactors.  FEM is direct modeling based on first 

principles and no empirical correlations, such as in Eq. (XI.5), are required.  The downside of the 

FEM modeling is the long input preparation and computation time that is frequently required in 

localized modeling of a component.   

FEM modeling of the relationship between KI and L for propagating crack in the H6a weld 

of a BWR core shroud (Figure XI.) was reported [43] as an attempt to estimate the remaining life 

of shroud.  First, a 2-D model of the H6a weld (Figure XI.) for the weld’s residual stresses was 

created.   

 

Figure XI.5. A Localized Model of the H6a Weld [43]. 

 

The redistribution of the stress field in the vicinity of the weld, which initially consists of 

welding residual stresses but is later affected by SCC propagation was simulated and, in 

combination with the J-integral method, the evolution of the stress intensity factor KI at the 

cracking tip was calculated. 

 

XI.4. Empirical modeling of crack propagation and component’s lifetime 

The estimated SCC growth rate was calculated in [43] using empirical relations between 

KI and the SCC propagation rate 
dL

dt
 that can be summarized as follows [44]: 
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dL

dt
= 2 ×10-9mm / s,KI £ 6.7MPa m                                                                                       (XI.6) 

dL

dt
= 3.33×10-11KI

2.161mm / s, 6.7MPa m £ KI £ 59MPa m                                                  (XI.7) 

dL

dt
= 2 ×01-7mm / s,KI ³ 59MPa m                                                                                       (XI.8) 

The relations between the KI and SCC crack growth rate are obtained under normal water 

conditions at 288 °C for 316L stainless steel and are given by the Nuclear and Industrial Safety 

Agency in [44].  As suggested in [44], the SCC crack growth rate, while referring to “normal 

water” conditions, does not include the effect of various oxidizing conditions in the HTC regions 

under normal water chemistry on SCC and ignores SCC crack growth rate variations during 

temperature transients.  There are several radiolytically produced reducing and oxidizing species, 

such as H2, O2, and H2O2, with concentrations varying significantly in the HTC regions and 

establishing various level of ECP and SCC crack growth rate.  For example, concentrations of H2, 

O2, and H2O2, and resulting ECP and crack growth rate in core bypass and recirculation line vary 

significantly under normal water chemistry conditions.  As a result, using the type correlations 

specified in [44] leads to large negative and positive biases, depending on the HTC region.  The 

remaining service life of the core shroud was estimated based on safety criteria (requiring the crack 

depth to be less than half the wall thickness) for the H6a weld [43].  Of perhaps greater concern is 

that Equations (XI.6) to (XI.8) appear to have been established using crack growth rate data that 

are not purely “mechanical” in nature, but contain significant contributions from environmental 

effects.  If so, the CGR data employed in [43,44] inadvertently contain environmental effects. 

 

XI.5. Comparison of stress intensity factors 

According to the model for KI at the crack tip given in Equation (XI.5) and used by the 

BWR_MASTER code (Figure XI., solid bold line), there is a linear increase of KI from 28 

MPa m  to 62 MPa m  as the crack depth increases from 1 mm (assumed depth of a pre-existing 

crack) to 25 mm.  The variation of KI is within the allowed range for the CEFM, which is from 10

MPa m  to 80 MPa m . 
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In [43], an average J-integral from a FEM analysis was used to calculate KI.  The solid 

symbols in Figure XI. show the results of that analysis, which are fit to a polynomial shown by the 

black thin curve in that Figure.  The KI increases with the cracking depth at the beginning stage 

and reaches a maximum value (54.98 MPa m ) at a cracking depth of 12.0 mm.  As the SCC 

continues to propagate through the wall, KI eventually decreases with crack depth, because of the 

stress relief that occurs due to the loss of constraint caused by the crack and the movement of the 

crack tip away from the region of maximum residual stress.  When KI reaches zero, the SCC stops 

propagating, as KI halls below KISCC [43]. 

 

Figure XI.6. Stress intensity factor at the crack tip during crack propagation. 

 

While the results of the KI calculations using the two approaches are drastically different, 

both of them are within the 10 – 60 MPa m  range.  The effect of using the FEM based KI instead 

of the CT based KI on SCC crack growth rate and component lifetime in deterministic modeling 

using the BWR_MASTER code is explored in the next sections. 

 

XI.6. Comparison of crack growth rates 

Simulation of SCC crack propagation rate using the BWR MASTER code has been 

performed for two cases: (1) using the original relationship between KI and crack depth based on 

Equation (XI.5); and (2) using the FEM based relationship between KI and crack depth represented 

by a polynomial approximation of results from [43] shown as a solid line and a small dotted line 

respectively in Figure XI..   
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Figure XI.7. Crack growth rate during crack propagation through the H6a weld. 

 

In both cases, a 1 mm deep preexisting crack was an input parameter, corresponding to 

field observed situation when multiple cracks from fabrication have been missed with existing 

detection techniques.  While a crack initiation model has been developed, field data indicate that 

the majority of the observed cracks have been grown from pre-existing cracks created during 

components fabrication and installation process.  The crack growth rate decreases from 8x10-8 

mm/s to 1x10-8 mm/s with crack propagation, as predicted by CEFM.  Substitution of the 

“simplified” relationship between KI and crack depth based on Equation (XI.5) (solid line in Figure 

XI.) with the “more accurate” FEM based relationship (small dots line in Figure XI.) did not result 

in significant changes in CEFM-predicted crack growth rates.  This fact demonstrates the low 

sensitivity of crack growth rates to variations in KI in deterministic modeling based on the CEFM, 

because over the KI range of interest the crack growth rate is dominated by electrochemical factors 

(i.e., it is in the Stage II region of CGR vs KI).  These results agree well with the Artificial Neural 

Network based sensitivity analysis result for Type 304 SS [45], in which the KI comes out as the 

fourth most important parameter in determining the CGR after temperature, conductivity, and 

ECP, suggesting that the SCC in sensitized Type 304 SS in high temperature aqueous 

environments is primarily electrochemical in character.  Such low sensitivity of crack growth rate 

to KI opens an opportunity to avoid the use of time-consuming FEM calculations and to use 

simplified approaches such as Equation (XI.5) instead. 
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In the FEM analysis in [43], the crack was permitted to propagate by releasing nodes until 

the crack tip was no longer in tension, which occurred at a crack depth of 29.6 mm (indicated by 

the point where the crack growth rate shown by the bold dotted line in Figure XI. goes to zero).  

However, the SCC propagation rates are obtained using the relation between KI and the SCC 

propagation rate calculated using the empirically-derived Equations (XI.6)–(XI.8), which are 

continuously calculated during the simulation and the effect of environment (water chemistry) is 

ignored.   

In BWR_MASTER, modeling crack propagation is driven, according to CEFM [36], by 

electrochemical dissolution of bare metal after rupture of surface oxide film caused by stress and 

by the injection of hydrogen into the matrix ahead of the crack tip.  In order for such dissolution 

to occur, the internal environment of the crack and external (surface) environment must be 

coupled: i. e. an IR drop between the internal and external environments has to be low enough for 

current to flow from the crack tip to the external surface where it is annihilated by cathodic 

reactions, such as oxygen reduction and hydrogen evolution.  In other words, crack growth rate 

should slow down as crack grows, because crack tip becomes more electrochemically isolated (IR 

drop increases) from the external surface, resulting in a lower voltage being available across the 

external interface to drive the cathodic reactions.  Theory shows that the crack can grow no faster 

than the coupling current can be consumed on the external surfaces; that is, the crack is driven by 

a large cathode, which is an outcome of differential aeration hypothesis that is the basis of all 

localized corrosion processes, including SCC.  The resulting dependence of SCC rate on crack 

depth predicted by BWR_MASTER is shown in Figure XI. as solid and small dots lines.  

Parenthetically, it may be noticed that, when both BWR_MASTER and FM modeling are 

used to predict crack advance into the base alloy, BWR_MASTER predicts a higher CGR than 

does FEM initially (up to 5 years), because of the additional positive impact of oxidizing chemistry 

conditions in the former.  Thus, such a comparison for higher crack depth is not appropriate: 

BWR_MASTER takes into account the decrease of the electrochemical activity at the crack tip 

(decrease of the CGR) as the crack grows in-depth, while the FEM model recognizes no 

dependence of CGR on crack depth and postulates a much stronger dependence on KI  within the 

range 10 – 60 MPa m  [i.e., Equation (XI.7)].  The practical implication of this difference is 

discussed below in the next section. 
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The SCC propagation rate increase to a maximum value of 1.84x10−7 mm/s at a cracking 

depth of 9.0 mm and decreases to 2 x10−9 mm/s at 26.5 mm and remains relatively constant to a 

depth of 27.4 mm.  The behavior of the FEM-based KI contradicts the CEFM-prediction that the 

CGR decreases as the crack depth increases, because the former is a purely mechanical model that 

does not consider electrochemistry, whereas the decrease of the crack growth rate with increasing 

crack length (for constant KI) is an electrochemical phenomenon related to the IR potential drop 

down the crack brought on by the coupling current. 

While the predictions of crack growth rate from these two methods are drastically different, 

the effect of using a FEM based KI instead of a CT based KI on a component’s lifetime in 

deterministic modeling using the BWR_MASTER code and a comparison of these results with the 

results of empirical modeling [43] are explored in the next section. 

 

XI.7. Comparison of predicted component lifetime 

A component’s lifetime is defined by a safety criterion, which limits crack penetration to 

half of the wall thickness.  This criterion corresponds to a crack depth of 25 mm in the H6a BWR 

core shroud weld.  There are two major differences between empirical approaches of estimating 

component’s lifetime, as described in [43], and the deterministic approach implemented in the 

BWR_MASTER code: 

1. Deterministic modeling using the BWR_MASTER code includes all three components that 

drive the SCC process, as shown in Figure XI.1: (1) environment (i.e., BWR heat transport 

coolant chemistry and electrochemistry), (2) stress (in a simplified way) and (3) material 

microstructure.  Empirical modeling, as presented in [43], ignores the effect of the 

environment.  This is problematic, as there are extensive plant, laboratory, and modeling 

evidence on the importance of water chemistry in SCC. 

2. BWR_MASTER calculates an accumulated crack depth [i.e., the crack advancement process 

is modeled according to Equation (XI.1)] and BWR operating protocol, which includes periods 

of operating at full power and transients, such as startups and shutdowns.  Operating protocol 

represents a stepwise function of time with reactor thermal power and the temperature is 

constant over time (a state point).  Duration of a state point may be one hour or less during 

startup and shutdown to over a month-long during full-power operation.  Simulating 60 years 
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of operating history comprises 1,200 state points, in this case.  The modeling presented in [43] 

assumes that the reactor operates at full power 100% of the time.  This is another significant 

simplification as there are extensive plant and modeling evidence of the importance of 

operating transients on the progression of SCC. 

A comparison of the component’s lifetime predicted by [43] and by BWR_MASTER for a 

simplified case of operation at full power for 100% of the time is presented in Figure XI..  By 

ignoring the water chemistry (environmental) effect on SCC in [43] results in an estimated lifetime 

of about 9 years (bold dotted line in Figure XI.).  BWR_MASTER predicts about 40 years of 

lifetime regardless of the type of model used for estimating KI used: a “simplified” one based on 

Equation (XI.5), which is shown as a solid line in Figure XI. or an “accurate” one based on FEM 

modeling and Equations (XI.6) – (XI.8), which is shown as a small dotted line in Figure XI..  Thus, 

in the case of the H6a weld, ignoring the effects of the chemistry of the BWR coolant and the 

electrochemistry at the metal/coolant interface on the SCC propagation rate leads to 

underestimating component’s lifetime by a factor of four.  The apparent paradox that a model that 

incorporates environmental effects (i.e., BWR_MASTER) should predict a longer life that one that 

explicitly does not (i.e., that described in [43]) needs to be resolved, but probably arises from the 

fact that the empirical model proposed in [43] may contain environmental effects inadvertently by 

being calibrated on SCC data rather than on data for purely mechanical cracking (creep) and 

because the model does not recognize a dependence of the CGR on crack length for constant KI. 

An assumption of full-power operation during 100% of the time is also unrealistic, and 

leads to significant underestimation of a component lifetime, thereby rendering the value of such 

predictions marginal for safety analysis.  Modeling of SCC crack propagation, with power 

transients taken into account, indicates that a significant fraction of the SCC damage is 

accumulated during short transients.  Additional modeling has been performed using 

BWR_MASTER to illustrate this claim.  Reactor operation was modeled over 60+ years with 12 

months of fuel cycles with refueling outages.  Each outage includes 50 hours long shutdown, one 

month of standby at zero thermal power, and 50 hours long startup.  Results of the accumulated 

crack depth are shown in Figure XI. as a solid gray line.  The lifetime of the BWR core shroud 

under these conditions (i.e., time to produce a 25 mm crack) was estimated as 28 years.  At the 

same time, ignoring transients in BWR_MASTER modeling results in ten years longer lifetime of 

about 40 years.  These results indicate that including transients into [43] modeling would reduce 
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the estimated component’s lifetime also by a factor of 28/40 = 0.7, i. e. from 9 years to 6.3 years.  

This estimation is four times lower than deterministic one of 28 years obtained from 

BWR_MASTER.  Based on this analysis, it was concluded that typical SCC modeling, which 

ignores water chemistry and electrochemistry and does not take into account the actual operating 

history, would underestimate the component’s lifetime by a factor of four.  Again, this difference 

can be attributed to the much higher dependence of CGR on KI and the lack of dependence on 

crack length.  Finally, modeling like that in Ref. [43] is controversial because, on the one hand, it 

overestimates SCC damage, even though it ignores water chemistry and electrochemistry, and on 

the other hand, it underestimates SCC damage by ignoring reactor operating transients during 

refueling outages. 

 

Figure XI.8. Predicted core shroud remaining lifetime based on crack propagation in H6a weld in 

the core shroud for BWR operating at full power throughout the calculation. 

 

XI.8. Summary and conclusions 

A comparison of deterministic and empirical predictions of IGSCC in sensitized austenitic 

stainless steel, in order to calculate the accumulated damage (crack depth versus time) in a BWR 

in-vessel component and estimate component’s lifetime for given operating conditions is 

described.  Counterintuitively, it was found that substitution of a “simplified” relationship between 
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KI and crack depth based on Equation (XI.5) with a “more accurate” FEM based relationship, 

which gives significantly lower values of KI for higher crack depths, did not result in significant 

changes in the CEFM-predicted crack growth rates.  This is due to the fact that the crack growth 

rate in the CEFM has a relatively low sensitivity to KI.  This low sensitivity of crack growth rate 

to KI opens an opportunity of avoiding the use of time-consuming FEM calculations and to use 

simplified models such as Equation (XI.5) instead.  Based on the performed modeling, it was 

concluded that typical SCC modeling, which ignores water chemistry and electrochemistry and 

does not take into account the actual operating history, would underestimate the component’s 

lifetime by a factor of 4.  Finally, modeling like that in Ref. [43] is controversial because it 

overestimates SCC damage by using empirical fracture mechanical models that do not correspond 

to the actual mechanical condition of the core shroud.  On the other hand, it underestimates SCC 

damage by ignoring water chemistry and reactor operating transients during refueling outages.  

Involving operating transients is particularly important, as, during start-up and shut-down, the 

change in the stress field around the crack increases the crack tip strain rate, which, as a 

consequence, increases the fracture frequency and the exposure of the bare metal to the 

environment, which results in a higher CGR. 
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XII. Predicting transients in chemistry and crack growth rate in BWR start-

ups. 

XII.1. Introduction  

It has long been suspected that the accumulation of IGSCC in weld-sensitized, Type 304 

SS in BWR primary coolant circuits is enhanced during reactor transients, such as shut-downs and 

start-ups and during other power excursions.  For example, it has been known for several decades 

that the IGSCC crack growth rate for a constant stress intensity factor (KI) and invariant coolant 

chemistry (pure water), passes through a maximum as a function of temperature at about 150 oC 

[1].  This maximum arises because of the competing effects of increasing temperature in enhancing 

activation of the crack tip strain rate, and hence in enhancing the frequency of microfracture events 

at the crack tip, and in inducing a decrease of the electrochemical corrosion potential (ECP), noting 

that the CGR is exponentially-dependent on the ECP [2].  However, experiment and theory [3,4] 

demonstrate that IGSCC in sensitized Type 304 SS is primarily an electrochemical phenomenon, 

with the CGR being a function of the ECP, temperature (T), KI, high-temperature conductivity 

(κT), and degree of sensitization (DoS) of the steel.  Artificial Neural Network (ANN) analysis [3] 

of a large body of laboratory and field data reveal that the dependencies lie in the order ECP >> T 

> κT ≈ DoS > KI, demonstrating that IGSCC is primarily an electrochemical phenomenon, as noted 

above.  Thus, in actual reactors, transients, other than that in temperature, can significantly 

contribute to the accumulation of IGSCC damage (crack length), including transients in coolant 

conductivity (κT), due to “hide-out” and “hide-out return” of electrolytes, such as NaCl, Na2SO4, 

etc, and in the ECP.   

In this Research Brief, we illustrate the ability of BWR_Master to predict transients in 

IGSCC upon start-up of a BWR in response to transients in temperature, ECP, and chloride (NaCl) 

concentration, and hence in conductivity.  BWR_Master is the latest code developed by the authors 
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for modeling stress corrosion cracking in BWRs under any set of operating and coolant conditions.  

The code, which was developed with funding from DOE-NEUP over the past three years [5], is 

the latest in a series of codes beginning with DAMAGE PREDICTOR [6‒8] in the 1990s and 

transitioning through ALERT [9] (2000s) and FOCUS [10] (2010s).  Each generation contained 

improved modules for describing the radiolysis of water and for calculating the ECP, crack growth 

rate, and accumulated damage (crack length vs. operating time).  Major advances were made in 

reducing the execution time in each successive code. 

 

XII.2. Coolant chemistry and IGSCC damage transients during BWR start-up 

Typical transients in chloride concentration and conductivity measured in a BWR during 

start-up are shown in Figure XII.1 [11].  The close correspondence between the transients in these 

two parameters argues that the conductivity is dominated by Cl- and the assumed counter ion (Na+), 

a conclusion that is largely accepted in the industry.   

 

Figure XII.1. Typical transients in chloride concentration and conductivity in the start-up of a 

BWR [11]. 
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However, transients in other ionic species also occur, as illustrated in Figure XII.2, which 

shows a transient in sulfate concentration.  The reader will note that there is a large difference 

between [Cl-] and [SO4
2-] in Figures XII.1 and 2, with this difference accounting for the relatively 

higher importance of chloride transients over sulfate transients.  In a private communication, Dr. 

Samson Hettiarachchi [11] states that he has seen sulfate transients as high as 60 ppb and 

occasional transients in Mg2+ and Ca2+.  It is also evident that the release of ionic species also 

depends on the Type of clean-up systems the plants employ.  Accordingly, there is no one set of 

numbers for all plants, but plants that have better clean-up systems and higher clean-up capacity 

appear to have less chlorides and sulfates.  Because each plant in the fleet is more-or-less unique, 

it is difficult to predict ab initio the transients in the concentrations of various ionic species and 

hence predict the transient in conductivity.  At present, it is recommended that these transients be 

constructed from plant conductivity vs. temperature data, if available.  Although conductivity is 

an important water chemistry parameter, it is worth noting that it ranks third behind ECP and 

temperature in terms of impact on CGR in sensitized Type 304 SS in BWRs. 

 

Figure XII.2. Comparison of transients in coolant sulfate concentration and reactor power for the 

start-up of a BWR [11]. 
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The example given in Figure XII.2 indicates that the maximum in the chloride 

concentration due to “hide-out return” occurs at a power level of about 50 %.  The cause of this 

phenomenon is often attributed to the segregation of ionic species into crevices during cool-down, 

with the species subsequently being released upon heat-up during the start-up of the reactor.  

Segregation of anionic species into active crevices is predicted and explained by the Differential 

Aeration Hypothesis (DAH) and is driven by the positive coupling current that exits the mouth of 

an active crevice and that is annihilated by redox reactions [e.g., the hydrogen electrode reaction 

(HER) and the oxygen electrode reaction (OER)] occurring on the surface external to the crack.  

However, the same theory predicts that cations (e.g., Mg2+, Ca2+) are inhibited from segregating 

into the crevices upon shutdown so that there are no cations to be released upon start-up in 

contradiction to the observed transients in Mg2+ and Ca2+ noted above.  As an alternative 

explanation, it is sometimes assumed that hide-out occurs within crevices that are experiencing 

heat transfer.  This issue has been examined at great length by Abela, et al. [12,13], with respect 

to crevices between Alloy 600 steam generator tubes and carbon steel tube sheets in PWRs.  In 

that case, if heat transfer is from the tube toward the solution, the crevice exhibits polarity reversal, 

so that the cathode exists within the crevice and the anode exists on the external surfaces, with a 

positive coupling current flowing from the latter to the former.  In this case, positive ions (e.g., 

Cu+) are transported into the magnetite-filled crevice leading to the accelerated corrosion of the 

carbon steel and, ultimately, to denting corrosion.  It is not obvious how these phenomena lead to 

reversible hide-out/hide-out return in BWRs so that the fundamental mechanisms hide-out/hide-

out return remain controversial. 

Under hydrogen water chemistry (HWC) operating conditions, several scenarios exist for 

adding hydrogen to the reactor feedwater, which can have a significant impact on ECP.  Thus, the 

design, full-power, operating hydrogen concentration can be established soon after the initiation 

of start-up, when the steam jet air ejectors come into operation, or hydrogen may be added in stages 

at specified power levels (see Figure XII.3 below).   
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Figure XII.3. Transients in ECP, temperature, and [H2] upon the start-up of a BWR on HWC.  

Also shown are ECP data for start-up under normal water chemistry (NWC).  The ECP data were 

measured at the R/V bottom drain line [11]. 

 

Thus, Dr. Samson Hettiarachchi [11], who directed the application of HWC in the field for 

GE Nuclear, states: “Different plants add H2 at different levels of power.  We have advised the 

plants to bring H2 on ASAP, but for a variety of reasons that are not always clear, some plants add 

H2 at < 10% power some add H2 at 25-50% power.  This is their prerogative.  In any event, plants 

cannot add H2 until the steam jet air ejectors come into operation to remove non-condensable 

gases, which occurs at a power level of > 5%, typically.  Plants have performed better in 2013 

compared to 2010 because of injecting H2 at lower power”.  An example of the transient in ECP 

is shown in Figure XII.3.   

Both Figures XII.2 and XII.3 contain data from Japanese plants.  As noted by Dr. 

Hettiarachchi [11], there are two issues and challenges in measuring ECP during start-up.  Firstly, 

as the temperature changes during start-up, the reference potential also changes, and it is not known 

how well any temperature corrections have been made.  Secondly, it is not clear how quickly the 

reference potential stabilizes when the temperature changes from one value to another.  He is aware 

of only one US plant that tried measuring ECP during power ascension.  Apparently, that did not 

work well, so there are no data available on this issue, to the best of his knowledge. 
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In illustrating the capabilities of the BWR_Master code, we have chosen to model cracking 

in the HAZ of the H6a weld in the core shroud of a GE Model 6 BWR.  In this case, transients in 

several variables are envisioned to occur simultaneously, as is known to occur in operating 

reactors. 

 

XII.3. Simulation of BWR transients  

In the simulation described below, we combine simultaneous transients in T, [H2], [NaOH], 

[HCl] (i.e., [NaCl]), and flow velocity (Vf) to predict transients in the high temperature 

conductivity (κT), ECP, CGR, and crack length (L), in order to describe the evolution of damage 

due to IGSCC in the HAZ of the H6a weld in the core shroud.  The assumed transients in T, [H2], 

[NaOH], HCl], and Vf is presented in Figure XII.4.  While these transients were not taken from an 

actual reactor during start-up, we consider them to be reasonably realistic, if somewhat idealized.  

The flow velocity and [H2] added to the feedwater are assumed to scale linearly with reactor power, 

which in turn was assumed to scale linearly with time (note that a log scale is employed on the 

vertical axis to accommodate the different scales).  Also note that at full power, the temperature 

and flow velocity at the H6a weld location is 288 oC and 28.2 cm/s, respectively. 

From Figure XII.5, it is evident that the high-temperature conductivity (κT) passes through 

a maximum at 230 oC, corresponding to 80 % power or at about 14 hours into the start-up.  This 

may be compared with the transients [HCl] and [NaOH] plotted in Figure XII.4, where the maxima 

occur at 50% power or 10 hours into the start-up.  This shift in the maximum results from the 

positive effect of temperature on the ionic conductivities, which are superimposed upon the change 

in κT due to the changes in concentrations alone.  Note that the NaOH and HCl concentrations were 

chosen so that their molalities are equal, and hence, the pH is that of neutral water.  This was done, 

so that the only electrolyte present is NaCl and that no transient in pH existed.  However, 

BWR_MASTER is perfectly capable of handling transients in pH, as the need arises.  A transient 

in pH would affect not only the transient in κT but also the transients in the ECP and CGR, because 

both the ECP and CGR depend upon the activity of hydrogen ion (i.e., pH).  These dependencies 

are contained in the rate expressions for the various reactions that determine the partial anodic and 

cathodic reactions on the steel surface [1,6‒8]. 
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(a) 

      

    (b)       (c) 

Figure XII.4. Transients in power and flow velocity (a), concentration of Hydrogen and Oxygen 

in Feedwater (b), and [NaOH], [HCl] (c) during an idealized start of a BWR operating on HWC. 

 

 

Figure XII.5. Time dependence of water temperature and water conductivity at H6a Core Shroud 

weld location during reactor startup under combined transient conditions. 
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The predicted transients in ECP and CGR are plotted in Figure XII.6.  Thus, the ECP is 

predicted to decrease monotonically with increasing temperature, which is the result of the 

dominating influence of temperature, as is well-known from fundamental studies.  On the other 

hand, the CGR is predicted to pass through a clearly-defined maximum at about 150 oC, as found 

experimentally [1], or at about 50 % through the start-up.  This primarily reflects the competing 

effects of increasing temperature in enhancing activation of the crack tip strain rate, and hence in 

enhancing the frequency of microfracture events at the crack tip, and in inducing a decrease of the 

electrochemical corrosion potential (ECP), noting that the CGR is exponentially-dependent on the 

ECP [2], as noted previously.   

Note that the ECP calculated for the H6a weld location (0.07 Vshe) is considerably more 

positive than that reported in Figure XII.3 at the R/V bottom drain line location (-0.4 to -0.5 Vshe).  

This demonstrates that for the measured ECP to be a useful parameter, it must be measured at the 

specific location of the crack, again noting that the CGR is a very strong (exponential) function of 

the ECP.  Thus, if the measured ECP at the R/V bottom drain line was taken as being representative 

of that at the H6a weld location, no IGSCC could occur, because the ECP is more negative than 

the critical potential of -0.23 Vshe [1,6‒8,15].  Importantly, the ECP can only be measured at a few 

locations within the reactor vessel, e.g., at the bottom drain line or within instrumentation tubes, 

specifically in a local power range monitor (LPRM) housing, which is a stainless-steel tube that 

normally contains neutron detectors and is in the fuel channel bypass region in the BWR core [15].  

Most of these locations are not particularly relevant to ascertaining the accumulation of IGSCC 

damage in critical components.  Accordingly, an alternative to direct measurement must be 

employed to analyze the problem of cracking in BWR internals fully.  We posit that 

BWR_MASTER provides that capability. 



296 

 
 
 

 

Figure XII.6. Time dependence of ECP and CGR at H6a Core Shroud weld location during reactor 

startup under combined transient conditions.  While ECP monotonically diminished during the 

transient, CGR exhibits a maximum at about 10 hours and a temperature of about 160 °C. 

 

Finally, the accumulated damage (crack length) due to IGSCC at the H6a weld is plotted 

in Figure XII.7 as a function of time through start-up.  The crack length is predicted to increase 

sigmoidally with time and is calculated to increase by about 38 µm over the 20-hour start-up time, 

corresponding to an average crack growth rate of about 0.5x10-7 cm/s.  Also plotted in Figure XII.7 

is the contribution to “crack advance,” which is defined as crack advance during any given hour 

of exposure divided by a crack advance over the entire 20-hr start-up period (x 100).  The hourly 

contribution to crack advance exhibits a maximum at about 10 hours, corresponding to a 

temperature of about 150°C.  The advance within that hour is about 12 % of the total. 

1.E-10	

1.E-09	

1.E-08	

1.E-07	

1.E-06	

0	

100	

200	

300	

400	

500	

600	

0	 2	 4	 6	 8	 10	 12	 14	 16	 18	 20	

C
G
R
,	c
m
/s
	

EC
P
,	m

V
SH

E	

Time,	hours	

ECP	

CGR	



297 

 
 
 

 

Figure XII.7. Time dependence of the crack length of a pre-existing, 0.1-cm deep crack at the H6a 

Core Shroud weld location and the incremental contribution of the crack advance at each time 

interval to the total crack advance over the 20-hr during reactor startup under combined transient 

conditions.   

 

XII.4. Advantages of deterministic modeling of IGSCC damage in BWRs. 

Several advantages accrue in using deterministic physico-electrochemical models for 

assessing and controlling corrosion phenomena in reactor primary coolant circuits.  These 

advantages include: 

• The transients presented in Figures XII.4 to XII.7 were derived for cracking on the outside of 

the core shroud at the location of the H6a weld.  However, these calculations could have been 

made for any location in the primary (water phase) circuit of the BWR with a 1-cm resolution 

(distance between neighboring locations) for all components except for the recirculation 

piping system where the resolution is 100 cm.  There is no theoretical limit to the distance 

between neighboring locations that can be modeled, but of course, increasing the resolution 

(decreasing the distance between neighboring locations) increases the sizes of various 

matrices, correspondingly, in the algorithm resulting in increased execution time. 
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• Despite almost heroic efforts by Indig and Nelson at GE in the US [15], Molander and co-

workers at Studsvik in Sweden [16‒18] and Abe, et al. [19] in Japan, in-reactor ECP 

measurements are few and far between and often are not made at locations of significant 

interest.  Thus, Indig and Nelson [15] measured the ECP in an instrumentation tube that is not 

representative of the thermal-hydraulic environment that exists at, for example, the surface of 

the core shroud, noting that the ECP is a sensitive function of the coolant flow velocity as 

well as the local concentrations of the various redox species (H2, O2, H2O2) [4].   

• Because the ECP can only be measured at a few locations with the reactor vessel (e.g., at the 

bottom drain line or within instrumentation tubes [15]), most of which are not particularly 

relevant to ascertaining the accumulation of IGSCC damage in critical components, it is 

evident that an alternative to measurement must be employed to explore the problem of 

cracking in BWR internals fully.  We posit that BWR_MASTER provides that capability. 

• Although the MPM has been very successful in accounting for in-reactor ECP measurements 

[20], it is important to recognize that the measured ECP are, themselves, of limited accuracy.  

The principal problem lies with the viability of the reference electrode operating in a high 

temperature, high neutron/gamma flux environment in a reactor core.  Over the past decade, 

there has been a move toward using platinum as a reference electrode, but this electrode is a 

classical redox sensor that responds to changes in [H2], [O2], and [H2O2] in much the same 

way as does the ECP of stainless steel.  Accordingly, the measured potential difference 

between steel and Pt does not reflect the changes in the ECP of the steel alone.  A viable 

reference electrode must yield a potential that is invariant to changes in the properties of the 

environment, and its potential must be determined by a single charge transfer reaction (i.e., 

the potential should not be a “mixed potential”) [21].  In the case of platinum, this requirement 

is only satisfied if the concentration of H2 >> O2, H2O2, such that the potential is determined 

solely by the HER (H+ + e- =1/2H2).  However, in BWR in-core environments, where intense 

radiolysis continually produces O2 and H2O2 and recognizing that H2 is preferentially stripped 

from the coolant by boiling, it is difficult to see how this condition holds.  Indeed, 

measurements by Arioka et al. [22] demonstrate the high sensitivity of the measured platinum 

potential to minor contamination of hydrogenated solutions by oxygen.  In our opinion, after 

having compared calculated and measured ECP and CGR in laboratory and in-reactor 
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environments for almost forty years, these important properties can be calculated at least as 

accurately as can be measured with no restriction on location in the reactor primary coolant 

circuit. 
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XIII. Modeling the electrochemistry and SCC damage accumulation in BWRs. 

XIII.1. The BWR_MASTER code 

The BWR_MASTER code [1] was designed for modeling water chemistry, 

electrochemistry CGR and crack length in the heat transport circuit (HTC) of Boiling Water 

Reactors (BWRs).  Code development history is shown in Figure XIII.1. 

The first version, called DAMAGE PREDICTOR [2], has been developed in the early 

1990s at PennState University.  DAMAGE PREDICTOR was capable of estimating the 
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concentrations of electrochemically active species, Electrochemical Corrosion Potential (ECP), 

and CGR for several commercial BWRs.  Models were developed for calculating ECP (Mixed 

Potential Model or MPM) [1] and CGR (Coupled Environment Fracture Model or CEFM) [3-5].  

Water chemistry, ECP and CGR modeling were possible only for a single point in time of the 

reactor operating history.  DAMAGE PREDICTOR had been programmed in FORTRAN, and a 

algorithm of low efficiency was devised for solving a system of stiff differential equations was 

used, resulting in more than 3 hours of calculation time for a single state point on a PC computer.  

 

Figure XIII.1. Code development history. 

 

A later version of DAMAGE PREDICTOR, called ALERT, was completed in the mid-

1990s at PennState University.  The code was programmed in C, and a more efficient algorithm 

for solving system of stiff differential equations was implemented, resulting in less than one minute 

computational time for a single state point on a Windows PC computer.  Several commercial 

BWRs in the US and Europe were modeled with considerable success.  Predictions of water 

chemistry, ECP, and CGR agree well with in-plant measurements.   

High speed of calculations allowed designing a time-dependent version in the late 1990s, 

which allows modeling of 60 and more years of reactor operation, including shutdowns and restarts 

on a Windows PC during 1-2 hours.  Both the MPM and CEFM models had not been updated at 

that time, and are the same as the ones programmed in DAMAGE PREDICTOR.  Meanwhile, 

significant progress was made in MPM and CEFM model development.  The effects of catalysis 
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and surface coatings were included in the last version of ALERT and are retained in the upgraded 

code, BWR_MASTER. 

 

 Upgrading of ALERT into BWR_MASTER and embedding into Grizzly code 

The ultimate goal of this work is to augment the fracture mechanics capabilities in INL’s 

Grizzly code [6], with models that account for environmental effects in the fracture of components 

in LWRs.  Grizzly, which is a fracture-mechanics based code, will be used to compute the stress 

intensity factor as the crack propagates through a component of any geometry, particularly as the 

stresses (loading and residual) change (e.g., relax during shutdown) as the reactor progresses along 

with the corrosion evolutionary paths (CEPs).  

 

Workflow on embedding BWR_MASTER into the Grizzly code includes:  

1. Insertion of an advanced Mixed Potential Model (MPM) for calculating the corrosion 

potential (ECP); inclusion of advanced crack growth rate (ACGR) models; and insertion of models 

for crack initiation, in both the BWR and PWR codes (BWR_MASTER and PWR_MASTER, 

respectively), and inclusion of an algorithm for integrating the CGR in a PWR over the operating 

history of the reactor (such an algorithm already exists in the BWR codes).  These upgrades will 

allow prediction of the accumulation of damage in stainless steels and nickel-based alloys, such as 

Type 304 SS and Alloy 600, respectively, in both types of reactors.   

2. Incorporation of BWR_MATER into Grizzly, as appropriate, to yield a tool that will be 

capable of calculating the accumulated damage (crack length) in any component in the primary 

coolant circuit along any preconceived CEP or operating history of the reactor.  

As the first step of this work, BWR_MASTER was upgraded into BWR_MASTER and 

was configured to supply time-dependent data on the concentrations of hydrogen, hydrogen 

peroxide and oxygen, ECP, CGR, crack length, and stress intensity factor to an external program, 

such as Grizzly as described. 

 

HTC representation in BWR_MASTER. 
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The regions of a BWR heat transport circuit that are modeled are illustrated schematically 

in Figure XIII.2a.  A total of ten regions in the circuit are considered.  The concentration of each 

species is calculated, assuming transport in one dimension along the coolant path (Figure XIII.2. 

and Figure XIII.3. ). 

In order to calculate the species concentrations, the combined effects of the radiolytic yield 

of each species due to radiation, and the changes in concentration due to chemical reactions and 

fluid convection have been taken into account.  After the concentration of each radical species is 

calculated, the corrosion potential of the component can be calculated using the Mixed Potential 

Model.  Once again, after the concentration of each electroactive species and the corrosion 

potential are calculated, the crack growth rate of any existing crack can then be calculated using 

the coupled environment fracture model (CEFM). 

 

(a)                                                              (b) 

Figure XIII.2. BWR recirculating coolant model: simplified reactor geometry (a) and HTC 

components line-up in BWR_MASTER (b). 
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Figure XIII.3. A one-dimensional representation of BWR HTC in BWR_MASTER. 

 

BWR_MASTER input files 

The BWR_MASTER is a console application for MAC and Windows operating systems.  

Required files (Figure XIII.4. and Table XIII.1) include reactor geometry, reactor operating 

history, two BWR library data files, which are not to be changed by a user (reaction rates and 

radiolytic yields) and the BWR_MASTER executable file. 

 

Figure XIII.4. The BWR_MASTER input files. 
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Table XIII.1. Input files. 

File name Description 

Bwr Reactor geometry (a descriptive file name recommended) 

Nwc_10_years Reactor operating history (a descriptive file name recommended) 

alert.exe ALERT executable file for Windows operating system 

CHEMRATE.DAT Reaction rates for species in reactor HTC (file name can not be changed) 

YIELD.DAT Radiolytic yields of species (file name can not be changed) 

 

All input files are in ASCII format.  Information contained in each file is included in the 

“printout” output file. 

 

Migrating the BWR_MASTER code to macOS operating system 

The Grizzly code [6,7] has been designed for macOS or Linux operating systems, and the 

Windows system is not supported.  BWR_MASTER code [1] has been created under the Windows 

operating system, and the migration of BWR_MASTER to the macOS system is required in order 

to run a BWR_MASTER + Grizzly combined package.  The BWR_MASTER source code was 

modified to be compatible with the GCC compiler [9] under macOS.  The installation of the XCode 

development tool [10] is required in order to run the GCC compiler.  Compiling of 

BWR_MASTER source files (Figure XIII.) requires execution of the following command to create 

executable file alert_G:  

gcc cvdense.c cvode.c dense.c llnlmath.c vector.c cefm.c main_g.c -o alert_G 
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Figure XIII.5. The BWR_MASTER source files. 

 

BWR_MASTER is a console application.  The execution of simulations with 

BWR_MASTER code requires the creation of a folder with BWR_MASTER executable and input 

files (Figure XIII.1).  The required files include reactor geometry, reactor operating history, two 

BWR library data files, which are not to be changed by a user (reaction rates and radiolytic yields), 

and the BWR_MASTER executable file alert_G. 

 

 

Figure XIII.6. The BWR_MASTER folder with input files in macOS Finder. 
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Execution of BWR_MASTER must be done only from macOS Terminal Window (Figure 

XIII.) or XQuartz [11] window (Figure XIII.) with command ./alert_G 

 

Figure XIII.7. BWR_MASTER folder with input files in Terminal Window. 

 

 

Figure XIII.8. BWR_MASTER folder with input files in the XQuarts window. 

 

An attempt to execute BWR_MASTER from macOS Finder by double-clicking on 

BWR_MASTER executable will set a default directory to /Users/YourUserName, which does not 

have required input files.  

User should Type the name (and extension, if any) of reactor geometry file and press 

“Enter” and then Type the name (and extension, if any) of reactor operating history file and press 

“Enter” (Figure XIII.9).  All input files should be accessible from alert_G location. 

Progress will be displayed for each operating time interval, as shown in Figure XIII.3.  

Upon completion, the console window will be closed automatically.  Files with output results will 

be stored in the same folder as alert_G.   
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Figure XIII.9. BWR_MASTER execution. 

 

 

Figure XIII.3. The BWR_MASTER progress output. 

 

Executing ALERT under XQuartz requires identical steps ( 

(b) 

Figure XIII.4). 
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(a) 

 

(b) 

Figure XIII.4. The BWR_MASTER progress output in a XQuartz window: beginning (a) and end 

(b). 
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BWR_MASTER generates two groups of output files (Figure XIII.5).  Output file names 

are concatenated from {Reactor geometry} file name, {Reactor operating history} file name and 

{File contents}.  First group includes one file, an analog to “printout” file with all results printed 

for each component and state point.  {File contents} is set to {WC_ECP_CGR_vs_time} for this 

file.  The second group of files includes 7 files with {File contents} set to {Crack_Depth_vs_time}, 

{Crack_Growth_Rates_vs_time}, {ECP_vs_time}, {H2_vs_time}, {H2O2_vs_time}, 

{O2_vs_time} and {Stress_Intencity_vs_time}, accordingly.  Files in the second group are 

“interface” files for post-processing and for visualization and analysis. 

Computations have been performed on macOS to confirm identity with results of the 

ALERT and BWR_MASTER computations performed under the Windows operating system.  

Calculation time for 60 years of BWR operation is under 5 minutes on a iMac 2.7 GHz Intel Core 

i5 processor, 8 GB 1333 MHz DDR3 memory, 2 TB hard drive, and a macOS Sierra operating 

system version 10.12.3. 

 

 

Figure XIII.5 BWR_MASTER output files. 

 

Running BWR_MASTER simulation under windows 

Once all input files are prepared, the user selects the executable file and presses “Enter” or 

double left-clicks on it.  A Windows OS console window appears (Figure XIII.6) with prompts the 

user to enter the names of two input files: reactor geometry file and reactor operating history file.  

The user should type the name (and extension, if any) of the reactor geometry file and press “Enter” 
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and then type the name (and extension, if any) of the reactor operating history file and press 

“Enter.”  All input files should be accessible from the alert.exe location. 

 

Figure XIII.6. BWR_MASTER input window. 

 

Progress will be displayed for each operating time interval, as shown in Figure XIII.7: 

 

Figure XIII.7. BWR_MASTER progress window. 
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Upon completion, the console window will be closed automatically.  Files with output 

results will be stored in the same folder as alert.exe  

 

 BWR_MASTER output files 

BWR_MASTER generates two groups of output files (Figure XIII.).  The output file names 

are concatenated from the {Reactor geometry} file name, {Reactor operating history} file name, 

and the {File contents} as described in Table XIII..  The first group includes one file, an analog to 

a “printout” file with all results printed for each component and state point.  {File contents} is set 

to {WC_ECP_CGR_vs_time} for this file.  The second group of files includes 7 files with {File 

contents} set to {Crack_Depth_vs_time}, {Crack_Growth_Rates_vs_time}, {ECP_vs_time}, 

{H2_vs_time}, {H2O2_vs_time}, {O2_vs_time}, and {Stress_Intencity_vs_time}, accordingly.  

Files in the second group are “interface” files for interfacing with Grizzly or other codes and post-

processing and for visualization and analysis. 

   

 

Figure XIII.15. BWR_MASTER output files. 

 

BWR_MASTER “Printout” file 

BWR_MASTER completes the output file in ASCII format with the concentrations of 

species, ECP, and CGR along the reactor HTC for each time interval for visual analysis.  The file 

also includes a printout of all input files with comprehensive labeling.  Up to the year 2016, this 

was a single output file for data analysis and visualization. 
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Table XIII.2. Output file names and contents. 

File name Description 

Bwr_nwc_10_years_WC_E

CP_CGR_vs_time.prn 

BWR_MASTER output file in ASCII format with 

concentrations of species, ECP and CGR along the reactor 

HTC for each time interval for visual analysis 

Bwr_nwc_10_years_Crack_

Depth_vs_time.prn 

A new file with crack depth along the reactor HTC for each 

time interval for post-processing or (and) interfacing 

Bwr_nwc_10_years_Crack_

Growth_Rates_vs_time.prn 

A new file with CGR along the reactor HTC for each time 

interval for post-processing or (and) interfacing 

Bwr_nwc_10_years_ECP_

vs_time.prn 

A new file with ECP along the reactor HTC for each time 

interval for post-processing or (and) interfacing 

Bwr_nwc_10_years_H2_vs

_time.prn 

A new file with H2 concentration along the reactor HTC for 

each time interval for post-processing or (and) interfacing 

Bwr_nwc_10_years_H2O2

_vs_time.prn 

A new file with H2O2 concentration along the reactor HTC for 

each time interval for post-processing or (and) interfacing 

Bwr_nwc_10_years_O2_vs

_time.prn 

A new file with O2 concentration along the reactor HTC for 

each time interval for post-processing or (and) interfacing 

Bwr_nwc_10_years_Stress

_Intensity_vs_time.prn 

A new file with stress intensity factor along the reactor HTC 

for each time interval for post-processing or (and) interfacing 

 

 BWR_MASTER interface files 

The output of BWR_MASTER interface files was programmed in 2016 under Subaward 

00009412 with the University of California Berkeley.  Presently there are 7 interface files (Table 

XIII.), which may be used for data analysis and visualization and (or) interfacing with other 

computer codes, such as Grizzly.  Each file is a two-dimensional array of {File contents}(x,time) 

with space and time meshes and comments.  Upper left corner of the space-separated ASCII 

interface file for {File contents} = {Crack_Depth_vs_time} is shown in Figure XIII.16 as an 

example.   
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Figure XIII.16. BWR_MASTER interface file example:  crack depth along HTC for each time 

point. 

 

Examples of BWR_MASTER post-processing data visualization 

Interface files may be imported into Excel for data visualization.  Excel templates are 

available from 4D Power, LLC.  An example of an importing interface file with {File contents} = 

{ECP_vs_time} for plotting the ECP along with the HTC coordinates for a selected period of time 

in a reactor operating history is shown in Figure XIII.18.   

Visualization of particular {File contents} in (HTC coordinate, the period of time) is also 

available.  For example, the visualization of {Crack_Depth_vs_time} using gnuplot [8] is 

illustrated in Figure XIII.18. 

Interfacing with Grizzly using interface files is possible if BWR_MASTER and Grizzly 

calculations have been made sequentially or simultaneously by running BWR_MASTER on a 

Windows OS PC and running Grizzly on any suitable computer.  The direct interfacing would 

require running both codes under the Windows operating system. 

. 
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Figure XIII.17. Post-processing in Excel. 

 

XIII.2. Sensitivity analysis 

The goal of sensitivity analysis is to define a contribution of the input data variations to 

variation of the calculated species concentrations, ECP, and crack growth rate.  Theoretical or 

(and) experimental update of the most sensitive input parameters is required to achieve a better 

agreement with plant measured data, such as the concentrations of H2 and O2, and the ECP. 

The list of 79 input parameters in the sensitivity analysis (Table XIII.) includes radiolytic 

yields, reaction rate constants, parameters of the Mixed Potential Model, and reactor modeling 

parameters, such as dose rates, flow velocity, and the hydrodynamic diameters of the flow 

channels. 
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Figure XIII.18. Post-processing with Gnuplot. 

 

The following list of integral parameters has been selected for sensitivity analysis: 

concentrations of H2, O2 and H2O2, ECP, and crack growth rate.  Sensitivities of integral 

parameters to variations in input parameters have been calculated using the “Direct Substitution 

Method” under 1% variations in the input parameter.  Absolute sensitivities of hydrogen and 

oxygen concentrations (change in ppb resulting from 1% change in input parameter) and ECP 

(change in mV resulting from 1% change in input parameter) and relative sensitivity of crack 

growth rate (change in % resulting from 1% change in input parameter) have been calculated for 

each coordinate point in the reactor heat transport circuit.  All calculations have been performed 

for normal and hydrogen (0.5 ppm of H2 in feedwater) water chemistry conditions. 
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Table XIII.3. List of input parameters for sensitivity analysis. 

Parameter’s group Parameter Description 

Radiolytic yields Yield of species Under gamma radiation (Gi) and neutron radiation (Ni) (Error! 

Reference source not found. 

Reaction rates Rate constants According to Error! Reference source not found. 

MPM parameters  

bf H2 

br O2 

br H2O2 

bf SS 

E0 O2 

E0 H2O2 

E0 SS 

Ee H2 

Ee O2 

Ee H2O2 

D H2 

D O2 

I0 H2 

I0 O2 

I0 H2O2 

I0 SS 

I lim f H2 

I lim r O2 

I lim r H2O2 

According to the section “Error! Reference source not found.”: 

Tafel constants 

 

 

 

Standard potentials 

 

 

Equilibrium potentials 

 

 

Diffusivity of species 

 

Exchange current densities 

 

 

 

Limiting currents 

Reactor modeling 

parameters 

D n 

D g 

Flow vel 

Hydr diam 

Neutron dose rates 

Gamma dose rates 

Flow velocity 

Hydrodynamic diameters 
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Highest sensitivity to input parameters 

The results of the sensitivity analyses demonstrate that the integral parameters are much 

more sensitive to radiolytic yields of species in comparison to other input parameters (Table XIII.4 

to Table XIII.8.).  An update of the presently used yields with more recent data is required in an 

attempt to improve agreement with measured plant data. 

 

Table XIII.4. The highest sensitivity of H2 concentration to input parameters under normal and 

hydrogen water chemistry conditions. 

ID Parameter ΔCH2, ppb, NWC ID Parameter ΔCH2, ppb, HWC 0.5 ppm H2 

G 03 H+ 18.5 G 04 OH 27.1 

G 01 e 12.23 G 01 e 25.1 

N 03 H+ 10.84 G 03 H+ 19.3 

N 01 e 5.05 G 06 H2O2 17.2 

G 04 OH 4.07 N 03 H+ 14.2 

 

ECP and crack growth rates are also very sensitive to the standard potential of the hydrogen 

peroxide reaction.  Estimation of actual variations on integral parameters to input data sets will 

require replacement of the radiolytic data set and the reaction rate (and list) set with updated sets 

and the MPM parameters with re-evaluated ones. 

 

Sensitivity to radiolytic yields 

The sensitivity of the integral parameters to the radiolytic yields reveals (Table XIII.9 and 

Figure XIII.19 to Figure XIII.11) that the yields of electrons and protons are of primary 

importance, followed by the yields of OH, H2O2, and H2.  The sensitivity seems to be slightly 

higher under hydrogen water chemistry conditions. 
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Table XIII.5. The highest sensitivity of O2 concentration to input parameters under normal and 

hydrogen water chemistry conditions. 

ID Parameter ΔCO2, ppb 

NWC 

ID Parameter ΔCO2, ppb 

HWC 0.5 ppm 

H2 

G 03 H+ 209 G 03 H+ 191 

G 04 OH 180 N 03 H+ 142 

N 03 H+ 151 G 01 e 48 

G 01 e 150 N 01 e 43 

G 06 H2O2 114 G 04 OH 8.5 

 

Table XIII.6. The highest sensitivity of H2O2 concentration to input parameters under normal and 

hydrogen water chemistry conditions 

ID Parameter ΔCH2O2, ppb 

NWC 

ID Parameter ΔCH2O2, ppb 

HWC 0.5 ppm 

H2 

G 03 H+ 656 G 03 H+ 560 

N 03 H+ 451 N 03 H+ 412 

G 01 e 283 G 01 e 240 

G 04 OH 134 G 04 OH 18.5 

G 06 H2O2 91.4 N 06 H2O2 16.3 

 

The sensitivity of hydrogen concentration to a 1 % increase in the radiolytic yield of 

electrons is low, with the highest values of about 20 ppb in the Core Bypass region (Figure 

XIII.12).  The sensitivity of the oxygen concentration to a 1 % increase in the radiolytic yield of 

electrons is considerable (Figure XIII.13), especially at the exit from the Upper Plenum (+200 ppb) 

and in the Recirculation system (+170 ppb under normal and +120 ppb under hydrogen water 
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chemistry conditions).  The sensitivity of hydrogen peroxide concentration to %1 increase in 

radiolytic yield of electrons is high (+500-600 ppb) only in the Core Channel and Core Bypass 

regions under normal water chemistry conditions and in the lower part of the Upper Plenum 

(>+100 ppb) under normal and hydrogen water chemistry conditions (Figure XIII.26). 

 

Table XIII.7. The highest sensitivity of ECPSHE to input parameters under normal and hydrogen 

water chemistry conditions. 

ID Parameter ΔECPSHE, mV 

NWC 

ID Parameter ΔECPSHE, mV 

HWC 0.5 ppm H2 

G 01 e 510 G 03 H+ 943 

G 03 H+ 224 N 03 H+ 908 

N 01 e 178 G 01 e 807 

N 03 H+ 154 N 01 e 650 

MPM E0 H2O2 13 G 04 OH 590 

 

Table XIII.8. The highest sensitivity of CGR to input parameters under normal and hydrogen 

water chemistry conditions. 

ID Parameter ΔCGR/CGR, % 

NWC 

ID Parameter ΔCGR/CGR, % 

HWC 0.5 ppm H2 

G 03 H+ 1380.% G 03 H+ 1500% 

N 03 H+ 490.% N 03 H+ 590% 

G 01 e 99.6% G 01 e 99% 

N 01 e 87.0% N 01 e 99% 

MPM E0 H2O2 18.0% G 04 OH 50% 

 

There is also a considerable sensitivity of the ECP (from +100 mV to above +300 mV) in 

all reactor regions under both normal and hydrogen water chemistry conditions (Figure XIII.27).  
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The sensitivity of crack growth rate to a +1% variation in the radiolytic yield of the electron is 

extremely high (Figure XIII.28) and may reach a two or more times increase in the Recirculation 

region and even more in the Core Channel and Core Bypass under both normal and hydrogen water 

chemistry conditions.  The sensitivity of the crack growth rate is higher under hydrogen water 

chemistry conditions.  At reactor temperatures, the G-values become more uncertain. The variation 

between different results is quite large, but when the highest and lowest values are disregarded, 

the variation is acceptable, with the exception of the values of G (H2O2).  The G-values for fast 

neutrons at reactor temperatures are author estimates as redox-balanced mean values, which have 

been calculated by neglecting the highest and lowest values.  These values are probably correct 

within about 25 %. 

There is a general agreement that the radical yields and the yield of H2 increase with 

increasing temperature.  Most results show that the yield of H2O2 decreases with increasing 

temperature.  Generally, the yields of radicals decrease with increasing LET of the radiation, 

whereas the opposite is the case for molecular yields. 

 

Table XIII.9. Sensitivity to radiolytic yields. 
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Figure XIII.19. The sensitivity of H2 concentration to radiolytic yields. 

 

 

Figure XIII.8. The sensitivity of O2 concentration to radiolytic yields. 
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Figure XIII.9. The sensitivity of H2O2 concentration to radiolytic yields. 

 

 

Figure XIII.10. The sensitivity of ECPSHE to radiolytic yields. 
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Figure XIII.11. The sensitivity of crack growth rate to radiolytic yields. 

 

 

Figure XIII.12. The sensitivity of H2 concentration to the radiolytic yield of e- under gamma 

radiation. 
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water chemistry mini test at the Leibstadt BWR reactor.  The impact of using the updated data set 

is described in the the section “Comparison With Plant Measured Data.” 

 

 

Figure XIII.13. The sensitivity of O2 concentration to the radiolytic yield of e- under gamma 

radiation. 

 

 

Figure XIII.26. The sensitivity of H2O2 concentration to the radiolytic yield of e- under gamma 

radiation. 
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Figure XIII.27. The sensitivity of ECPSHE to the radiolytic yield of e- under gamma radiation. 

 

 

Figure XIII.28. The sensitivity of the crack growth rate to the radiolytic yield of e- under gamma 

radiation. 
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Table XIII.10. Sensitivity to reaction rates.  

 

 

Rate constants at ambient temperature are generally well-known and were given together 

with assumed activation energies.  For diffusion-controlled reactions, an activation energy of 3 

kcal/mole (12.6 kJ/mole) was assumed.  For slower reactions, higher activation energies were 

assumed.  However, in order to be able to make more reliable calculations of radiolysis in the 

coolant, it is necessary to determine rate constants experimentally at reactor temperature. 

It is preferable to use experimentally determined rate constants in radiolysis calculations at 

high temperatures only in the temperature range in which the experiments were carried out. 

However, in some cases, it is necessary to use the experimental activation energy in order to 
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extrapolate rate constants outside this range.  This is the case for experiments with added H2O2, 

because of the low thermal stability of H2O2 in the small experimental cell. 

There are considerable differences in the rate constants used at reactor temperatures.  There 

is a general agreement about the mechanism and rate constants to be used at ambient temperature. 

However, there is a lack of experimental data for the high-temperature rate constants of a number 

of reactions.  Normally, an activation energy for diffusion-controlled reactions of 12.6 14.2 

kJ/mole is assumed when no experimental data exist.  However, this is an uncertain assumption.  

A more reasonable approach would be to use values based on experimentally-determined 

activation energies when they can be found and assumed activation energies when no experimental 

values are available.  Additional uncertainties arise when rate constants are used outside of the 

temperature range in which they were determined. 

 

Sensitivity to MPM Input Parameters 

Determining sensitivity to the MPM input parameters will aid in determining a priority of 

experimental and theoretical re-evaluation of certain parameters in order to achieve better 

agreement with the measured plant data.  The sensitivity of the ECP (in mV) and crack growth rate 

(in %) have been calculated for a +1% increase in input parameters under normal and hydrogen 

(0.5 ppm of hydrogen in feedwater) water chemistry conditions ( 

 

 

 

Table XIII.1). 

The ECP is most sensitive to the exchange current density for stainless steel (under 

hydrogen water chemistry conditions), standard potentials for oxygen and hydrogen peroxide (both 

under normal and hydrogen water chemistry conditions), and to the Tafel constants for hydrogen, 

oxygen and hydrogen peroxide (both under normal and hydrogen water chemistry conditions).   
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Experimental re-evaluation of the exchange current density for stainless steel and the Tafel 

constants has been performed in the current project.  The additional effort on re-estimation of 

standard potentials for oxygen and hydrogen peroxide is recommended.  

 

 

 

Table XIII.1. Sensitivity to MPM Parameters. 

ID Parameter 

ΔECPSHE, mV ΔCGR/CGR, % 

NWC 
HWC 0.5 ppm 

H2 
NWC 

HWC 0.5 ppm 

H2 

MPM bf H2 4 5 4.0% 8.0% 

MPM br O2 -4 -7 -6.0% -4.0% 

MPM br H2O2 -4 -4 -6.0% -5.0% 

MPM bf SS 0 1 0.0% 0.0% 

MPM E0 O2 10 9 17.0% 8.0% 

MPM E0 H2O2 13 10 18.0% 13.0% 

MPM E0 SS -1 -8 -1.9% -2.6% 

MPM Ee H2 -3 -4 3.0% 6.0% 

MPM Ee O2 4 3 6.0% 3.0% 

MPM Ee H2O2 5 4 7.0% 6.0% 

MPM D H2 -1 0 -1.0% 0.0% 

MPM D O2 1 12 2.0% 8.0% 

MPM I0 H2 -1 -1 -1.5% -1.6% 

MPM I0 O2 1 1 1.9% 1.5% 

MPM I0 H2O2 1 1 1.9% 1.6% 

MPM I0 SS -2 -18 -3.0% -8.0% 
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MPM I lim f H2 0 0 0.0% 0.0% 

MPM I lim r O2 0 1 0.0% 0.0% 

MPM I lim r H2O2 1 18 2.0% 8.0% 

 

      

 

 The sensitivity to reactor modeling parameters 

Reactor modeling parameters include neutron and gamma dose rate profiles, coolant 

velocity, and hydrodynamic diameter of the flow channels.  These data are obtained from plant 

engineers, and an estimation of their accuracy is necessary.  

The sensitivity of BWR_MASTER to changes in the H2, O2 and H2O2 concentrations (in 

ppb), the ECP (in mV), and the crack growth rate (in %) have been calculated for +1% increase in 

reactor modeling parameters under normal and hydrogen (0.5 ppm of hydrogen in feedwater) water 

chemistry conditions (Table XIII.2). 

The sensitivity of the H2, O2, and H2O2 concentrations does not exceed a few ppb, and it is 

the highest to neutron dose rate for H2O2 concentrations under normal and hydrogen water 

chemistry conditions and to gamma dose rate under hydrogen water chemistry conditions.  The 

ECP is most sensitive to the gamma dose rate under hydrogen water chemistry conditions and to 

flow velocity under both normal and hydrogen water chemistry conditions.  The crack growth rate 

is most sensitive to flow velocity under normal and hydrogen water chemistry conditions and to 

the gamma dose rate under hydrogen water chemistry conditions. 

While, in general, plant data are reliable, continuous attention is required during input set 

preparation to make sure than dose rate profiles and flow velocities are properly estimated by plant 

engineers. 
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Table XIII.2. Sensitivity to Reactor Modeling Parameters. 

 

        

 New data need  

Based on the results of performed sensitivity analysis, new data sets are required for 

radiolytic yields, reaction rates, and exchange current densities for stainless steel, Tafel constants, 

and for the standard potentials for the oxygen and hydrogen peroxide electrode reactions.  

 

 XIII.3. Available data sets 

Radiolytic yields 

G-values at high temperatures have been determined both for gamma and fast neutron 

radiation and even for radiation with higher LET at ambient temperature.  For gamma radiolysis, 

the G-values are well-known at ambient temperature.  Even for radiolysis with fast neutrons, the 

G-values at ambient temperature are known.  G-values for both gamma and fast neutrons have 

been determined in recent years in experiments as a function of temperature by several groups.  

In a number of journal articles and reports from Chalk River Laboratories, McCracken and 

Elliot and co-workers have reported determination of G-values for gamma radiation, fast neutrons, 

and a number of particles with various energies as a function of temperature [12‒24].  They have 

compared yields for neutron radiolysis from their own work with literature data, all at temperatures 

around 285 oC, and found a considerable variation between the values from different sources. 

The results from various research groups for fast neutrons at high temperatures are and for 

gamma radiation at high temperature are shown in the summary Table XIII.3 and  

Table XIII.4 [24]. 
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XIII.4. Comparison with plant measured data 

The current set of radiolytic yields under neutron and gamma radiation has been replaced 

with the most recent data [29] listed in Table XIII.3, and  

Table XIII.4 in an attempt to improve agreement with plant measured data.  Experimental 

data on the concentrations of hydrogen and oxygen and the ECP in the sampling/recirculation line 

of the Leibstadt BWR under normal and hydrogen water chemistry conditions have been selected 

for comparison with BWR_MASTER calculations. 

Table XIII.3. Primary G-values for fast neutrons at high temperature. 

 

 

Table XIII.4. Primary G-values for gamma radiation at high temperature. 

 

  

The use of new data on radiolytic yields did not improve the agreement of measured and 

calculated hydrogen concentration significantly.  While deviations under normal water chemistry 
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(4 ppb) and 0.5 ppm hydrogen injection (30 ppb) are seemed to be within the margin of 

measurements and calculations, deviation increases from 88 ppb to 343 ppb when hydrogen 

injection increases from 0.8 to 2 ppm (Figure XIII.29.). 

The agreement of measured and calculated oxygen concentration is better with a new set 

of yields for normal water chemistry conditions and remains unchanged for hydrogen water 

chemistry conditions (Figure XIII.14). 

Deviation of calculated from measured data has been reduced from 132 ppb to 41 ppb 

under normal water chemistry conditions.  Oxygen concentration under hydrogen water chemistry 

conditions drops dramatically, and deviation of calculated and measured concentrations does not 

exceed 2.4 ppb. 

 

Figure XIII.29. Comparison of measured and calculated H2 concentration.  
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Figure XIII.14. Comparison of measured and calculated O2 concentration.  

 

Most important, the agreement with the experiment has been significantly improved for 

ECP (Figure XIII.15).  The deviation was reduced from 96 mV to 1 mV under normal water 

chemistry conditions and from 110 mV to 41 mV under 0.5 ppm hydrogen injection. 

While increasing deviations under high hydrogen injection (0.8 to 2 ppm) have limited 

practical value, the formal approach requires understanding and reducing existing 100 – 200 mV 

discrepancies.  Recommended steps are to use another set of radiolytic yields and reaction rates. 
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Figure XIII.15 Comparison of measured and calculated ECP (VSHE). 

 

XIII.5. Implementation of generic chemical kinetics algorithm in BWR_MASTER radiolysis 

code  

The present version of the BWR_MASTER code includes a “fixed” chemical kinetics 

algorithm, which allows the use of only one fixed set of species, chemical reactions, and radiolytic 

yields of species.  This set was developed at CAM PSU and originally was used in DAMAGE 

PREDICTOR code [32] to simulate water chemistry, corrosion potential (ECP) and crack growth 

rates (CGR) in heat transport circuit HTC) of operating Boiling Water Reactors (BWRs).  

Comparison with plant measure data (C/E) on species concentrations, ECP, and CGR 

demonstrated good agreement.  Nevertheless, the C/E deviations of some parameters require 

upgrading of BWR_MASTER simulation capabilities using new available sets of radiolytic yields 

and chemical reactions.  The use of these data would require a re-programming of BWR_MASTER 

chemical kinetics and radiolysis model.  Two options are available: (1) creating a “fixed” 

BWR_MASTER model for each new data set or (2) implementing a generic algorithm for 

chemical kinetics and radiolysis model.  The second option has been selected. 

Generic chemical kinetics algorithm  

 

 

was implemented by replacing “fixed” model radiolysis function Chemical_Kinetics as shown in 

Figure XIII.16 to calculate gains and losses of species as:   

ksmCsCm
m=1

N

å -Ci ksiCs
s=1

N

å
s=1

N

å  

and modifying radiolysis function for calculating radiolytic yields from neutron and gamma 

radiation 

 

and convection and two-phase flow terms 
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[
d(uCi )

dx
dV ]± (mi

*Ci
g -miCi

f )dVg 

A fragment of the previous (“fixed”) version of Chemical_Kinetics is shown in Figure 

XIII.17.  BWR_MASTER function radiolysis was modified to migrate from “fixed” lists of species 

and chemical reactions to generic ones. 

A list of chemical species is defined in the input file YIELDS.DAT as string constants, 

which allows expansion or reduction of the number of species.  Arbitrary lists of chemical 

reactions, reaction rates, and activation energies are taken from input file CHEMRAT.DAT, where 

chemical reactions are also defined as string variables.  More information on BWR_MASTER 

input and output files is contained in Sections 4 and 5, respectively. 
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Figure XIII.16 Source code of generic chemical kinetics algorithm. 
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Figure XIII.17 A fragment of the source code of the previously used “fixed” chemical kinetics 

algorithm. 

 

 Verification of generic chemical kinetics algorithm 

Four sets of calculations have been performed to verify that the use of the “fixed” and 

generic algorithms yield identical results: 
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1. The simulation of water chemistry, ECP and CGR in a BWR using the previous version of 

BWR_MASTER with “fixed” algorithm and “fixed” versions of input data files with radiolytic 

yields and CAM PSU set of chemical reactions 

2. The same simulation using a modified version of BWR_MASTER with a generic algorithm 

and generic versions of input data files with radiolytic yields and chemical reactions has been 

performed.  The species sequence in YIELD.DAT has been changed intentionally to perform 

additional software check 

3. The simulation of water chemistry, ECP, and CGR in a BWR using the previous version 

of BWR_MASTER with “fixed” algorithm and “fixed” versions of input data files with radiolytic 

yields and chemical reactions.  Rates of 5 chemical reactions in CHEMRATE.DAT have been set 

to zero 

4. The same simulation using a modified version of BWR_MASTER with a generic algorithm 

and with generic versions of the input data files of radiolytic yields and chemical reactions.  The 

same five reactions have been removed from input data file CHEMRATE.DAT 

Verification of the modified BWR_MASTER was performed by comparison of the results 

from Simulations #1 and #2 and, as additional verification, by comparison of the results for Cases 

#3 and #4. 

Comparison of distribution of calculated ECP, CGR and concentrations of O2, H2O2 and 

H2 along the BWR HTC under Normal Water Chemistry (NWC) and Hydrogen Water Chemistry1) 

(HWC conditions (Figure XIII.1 to Figure XIII.22) confirms that previous “fixed” version of 

BWR_MASTER and a modified BWR_MASTER with generic chemical kinetics delivered 

identical results.  Additional visual examination of the printout files confirmed the identity of Case 

#1 and Case#2 results. 

An additional verification has been performed to confirm that the modified 

BWR_MASTER can handle chemical reaction sets with an increased or decreased number of 

chemical reactions.  Comparison of Case #3 and Case #4 results for the distribution of ECP along 

BWR HTC is shown in Figure XIII.23 (for NWC) and in Figure XIII.424 (for HWC).  Both results 

are identical.  Also, the identity of distribution of CGR and species concentrations along BWR 

                                                           
1 Hydrogen injection of 0.4 ppm 
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HTC have been observed, but not reported here.  Additional visual examination of the printout 

files confirmed the identity of Case #3 and Case#4 results. 

Based on the presented verification results, it was concluded that the modified 

BWR_MASTER code could handle generic lists of chemical species and chemical reactions. 

 

Figure XIII.18 Comparison of ECP under Normal Water Chemistry conditions calculated with 

“Fixed” (old version of BWR_MASTER) and “Generic” kinetics algorithms (new version of 

BWR_MASTER). 

 

Figure XIII.35. Comparison of ECP under Hydrogen Water Chemistry conditions calculated with 

“Fixed” (old version of BWR_MASTER) and “Generic” kinetics algorithms (new version of 

BWR_MASTER). 
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Figure XIII.36. Comparison of Crack Growth Rates under Normal Water Chemistry conditions 

calculated with “Fixed” (old version of BWR_MASTER) and “Generic” kinetics algorithms (new 

version of BWR_MASTER). 

 

 

Figure XIII.37. Comparison of Crack Growth Rates under Hydrogen Water Chemistry conditions 

calculated with “Fixed” (old version of BWR_MASTER) and “Generic” kinetics algorithms (new 

version of BWR_MASTER). 
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Figure XIII.38. Comparison of oxygen concentration under Normal Water Chemistry conditions 

calculated with “Fixed” (old version of BWR_MASTER) and “Generic” kinetics algorithms (new 

version of BWR_MASTER). 

 

 

Figure XIII.39. Comparison of oxygen concentration under Hydrogen Water Chemistry 

conditions calculated with “Fixed” (old version of BWR_MASTER) and “Generic” kinetics 

algorithms (new version of BWR_MASTER). 
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Figure XIII.19 Comparison of hydrogen peroxide concentration under Normal Water Chemistry 

conditions calculated with “Fixed” (old version of BWR_MASTER) and “Generic” kinetics 

algorithms (new version of BWR_MASTER). 

 

 

Figure XIII.20 Comparison of hydrogen peroxide concentration under Hydrogen Water 

Chemistry conditions calculated with “Fixed” (old version of BWR_MASTER) and “Generic” 

kinetics algorithms (new version of BWR_MASTER). 
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Figure XIII.21 Comparison of hydrogen concentration under Normal Water Chemistry conditions 

calculated with “Fixed” (old version of BWR_MASTER) and “Generic” kinetics algorithms (new 

version of BWR_MASTER). 

 

 

Figure XIII.22 Comparison of hydrogen concentration under Hydrogen Water Chemistry 

conditions calculated with “Fixed” (old version of BWR_MASTER) and “Generic” kinetics 

algorithms (new version of BWR_MASTER). 
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Figure XIII.23 Comparison of ECP under Normal Water Chemistry (NWC) Conditions calculated 

using a generic kinetics algorithm with five reaction rates in CAM PSU set are set to zero (open 

circles) and the same reactions removed from CAM PSU set. 

 

 

Figure XIII.424 Comparison of ECP under Hydrogen Water Chemistry (HWC) Conditions 

calculated using a generic kinetics algorithm with five reaction rates in CAM PSU set are set to 

zero (open circles) and the same reactions removed from CAM PSU set. 
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 Changes in BWR_MASTER code input data files 

The format of two input data files YIELD.DAT and CHEMRATE.DAT has been slightly 

modified, as described below. 

The format of the modified YIELD.DAT file is shown in Figure XIII.46..  The first two 

parameters specify the number of species in the liquid flow and in the gas flow, respectively.  An 

additional column (#2) with the molecular weight of the species has been added.  Also, all 

YIELD.DAT files have to have H2O listed at the end.  Users may change the sequence and number 

of the liquid flow species and place blank line(s) between data lines.  The user-selected sequence 

of species will determine the sequence of species concentrations in printout files. At this time, the 

number of gas flow species is set to two. 

 

Figure XIII.46. YIELD.DAT file format. 

 

The format of the modified CHEMRATE.DAT file is shown in Figure XIII.47..  First two 

parameters specify the total number of chemical reactions and Type of reaction rate set: 1 for CAM 

PSU set with room temperature reaction rates and a need for special treatment of Reactions #16 

and #30 and 2 for the generic set with high-temperature reaction rates and no need for special 

treatments of some chemical reactions.  Each chemical reaction specified as a set of string-Type 

species names and “+” and “=” symbols. 
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Lists of species in YIELD.DAT and CHEMRATE.DAT files must be consistent: all 

species present in the YIELD.DAT file must be present in the CHEMRATE.DAT file and vise 

versa.  Otherwise, BWR_MASTER will stop with a warning message.  According to this 

requirement, even species with zero yields from neutron or gamma radiation must be included in 

YIELD.DAT 

 

 

Figure XIII.47. CHEMRATE.DAT file format. 

 

             Changes in BWR_MASTER code output data files 

The format of the BWR_MASTER printout file has been slightly modified as shown in 

Figure XIII.48..  The calculated concentration of gas and liquid flow species have been moved to 

the last columns.  Concentrations of gas flow species are printed first, followed by concentrations 

of the liquid flow species.  The sequence of printing concentrations of the liquid flow species is 

defined by the sequence of listing species in YIELD.DAT. 

 

34 1

1 1.60E+01 3 3 4 e- + H2O = H + OH-

2 2.40E+10 3 3 2 e- + H+ = H

3 2.40E+10 3 3 2 e- + OH = OH-

4 1.30E+10 3 3 4 e- + H2O2 = OH + OH-
5 1.00E+10 3 3 2 H + H = H2

6 2.00E+10 3 3 2 e- + HO2 = HO2-

7 1.90E+10 3 3 2 e- + O2 = O2-

8 5.00E+09 3 7 6 e- + e- + H2O + H2O = OH- + OH- + H2
9 4.50E+09 3 3 2 OH + OH = H2O2

10 1.20E+10 3 3 4 OH + HO2 = H2O + O2

11 1.20E+10 3 3 4 OH + O2- = OH- + O2

12 2.00E+07 3 3 4 OH- + H = e- + H2O

13 4.50E+08 3 5 4 e- + H + H2O = OH- + H2

14 6.30E+07 3 5 6 e- + HO2- + H2O = OH + OH- + OH-

15 1.44E+11 3 3 2 H+ + OH- = H2O

16 2.60E-05 3 1 4 H2O = H+ + OH-

17 2.00E+10 3 3 2 H + OH = H2O
18 3.40E+07 4.6 3 4 OH + H2 = H + H2O

19 2.70E+07 3.45 3 4 OH + H2O2 = H2O + HO2

20 4.40E+07 4.5 3 4 H + H2O2 = OH + H2O

21 1.90E+10 3 3 2 H + O2 = HO2
22 8.00E+05 3 1 4 HO2 = O2- + H+

23 5.00E+10 3 3 2 O2- + H+ = HO2

24 2.70E+06 4.5 3 4 HO2 + HO2 = H2O2 + O2

25 1.70E+07 4.5 7 8 O2- + O2- + H2O + H2O = H2O2 + O2 + OH- + OH-

26 2.00E+10 3 3 2 H + HO2 = H2O2

27 2.00E+10 3 3 2 H + O2- = HO2-
28 1.30E+08 4.5 5 4 e- + O2- + H2O = HO2- + OH-
29 1.80E+08 4.5 3 4 OH- + H2O2 = HO2- + H2O

30 0 0 1 5 H2O2 = H2O + 0.5 O2
31 1.04E-04 3 3 4 H + H2O = H2 + OH
32 1.02E+04 3 3 4 H2O + HO2- = H2O2 + OH-
33 1.50E+07 4.5 3 4 HO2 + O2- = O2 + HO2-
34 7.70E-04 7.3 1 4 H2O2 = OH + OH
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Figure XIII.48. BWR_MASTER code printout file format. 

 

XIII.6. Simulation of BWR water chemistry, ECP and CGR with alternative chemical 

reaction sets 

Trial simulation of species concentrations in BWR HTC has been performed with two “as 

is” alternative sets of chemical reactions: one by Christensen and another by Ishigure.  Both sets 

have reaction rates for 288 oC, which have been used as an input.  No special treatment of reactions 

has been performed within the BWR_MASTER source code. 

The reaction set from Christensen includes 37 chemical reactions (Table XIII.5), the one 

from Ishigure – 33 reactions (Table XIII.6), while presently used CAM PSU set – 34 reactions.  

Two new species: O and O- are present in the Christensen set in comparison with CAM PSU and 

Ishigure sets. 

Calculated concentrations of H2, O2, and H2O2 in a BWR HTC under NWC and HWC with 

Christensen and CAM PSU data are shown in Figure XIII.49. to Figure XIII.29.   

Calculated concentrations of H2 are in good agreement, except for the Core Bypass region 

under NWC (Figure XIII.49. and Figure XIII.25).   

Calculated concentrations of H2O2 deviate significantly from each other, both for NWC 

and HWC (Figure XIII.26 and Figure XIII.27).  There obvious under prediction of H2O2 

decomposition when Christensen data are used.  The possibility of adjusting reactions in 

Christensen's set is discussed briefly in the “Adjustment of Rate Constants” section.    
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Table XIII.5. Christensen's (2002) reaction set. 
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Table XIII.6. Ishigure's (1987) reaction set. 
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Figure XIII.49. Comparison of hydrogen concentration under Normal Water Chemistry 

conditions calculated with Christensen set (open circles) and CAM PSU set (solid line). 

 

 

Figure XIII.25 Comparison of hydrogen concentration under Hydrogen Water Chemistry 

conditions calculated with Christensen set (open circles) and CAM PSU set (solid line). 
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Figure XIII.26 Comparison of hydrogen peroxide concentration under Normal Water Chemistry 

conditions calculated with Christensen set (open circles) and CAM PSU set (solid line). 

 

 

Figure XIII.27 Comparison of hydrogen peroxide concentration under Hydrogen Water 

Chemistry conditions calculated with Christensen set (open circles) and CAM PSU set (solid line). 

 

Calculated concentrations of O2 are in satisfactory agreement for NWC and deviate 

significantly under HWC (Figure XIII.28 and Figure XIII.29). 
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Figure XIII.28 Comparison of oxygen concentration under Normal Water Chemistry conditions 

calculated with Christensen set (open circles) and CAM PSU set (solid line). 

 

 

Figure XIII.29 Comparison of oxygen concentration under Hydrogen Water Chemistry 

conditions calculated with Christensen set (open circles) and CAM PSU set (solid line). 

 

The discrepancies in calculated species concentration are higher if Isigure data are being 

used (not included in this report).   
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The previously used CAM PSU data on chemical reactions are much more adequate and 

produce a better agreement with plant measure data (see “XIII.7. Comparison of calculated species 

concentrations and ECP with plant measured data” section).   

The Christensen data are more recent than Ishigure data and may be considered to be an 

alternative data set after proper adjustment of high-temperature reaction rates. 

 

XIII.7. Comparison of calculated species concentrations and ECP with plant measured data 

There are BWR plants without detected cracks using the mitigation methods.  In other 

plants, where cracks were detected, it was not possible to show significant crack growth reduction 

up to now.  New developments such as the on-line NMCA technique will provide new results and 

additional experience.  However, in conjunction with NMCA applications, several secondary 

negative impacts were also reported in some cases: increase of fuel cladding corrosion rates, 

increased deposition of corrosion products, mobilization of activities, and increasing radiation 

fields. 

At the Leibstadt BWR core internals, no cracks were detected so far.  Nevertheless, based 

on worldwide experience, it was decided to implement HWC.  On the other hand, due to possible 

problems and uncertainties associated with the efficiency of the NMCA technique as reported 

above and taking into account the near-irreversibility of the noble metal addition, the application 

of NMCA is not intended.  

The concentrations of H2 and O2 and the ECP were determined during a “Hydrogen Water 

Chemistry Minitest” at Leibstadt BWR/6 (German: Kernkraftwerk Leibstadt, KKL) located near 

Leibstadt, canton of Aargau, Switzerland, on the Rhine River and close to the border to Germany.  

A boiling water reactor built there by General Electric with 1,220 MW of electrical power.  This 

power station is owned by Leibstadt AG (KKL). 

Hydrogen and oxygen sensors and an ECP probe have been installed in the sampling line.  

Reported measured concentrations and ECP are shown in Figure XIII.55 as black circles. 

Measured plant data demonstrate that Leibstadt BWR responds quickly to hydrogen addition.  

Essentially no further decrease in ECP and oxygen concentration has been observed when 

hydrogen injection increased above 0.8 ppm. 
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(a)  

(b)     

 

                          (c)  

Figure XIII.55. Comparison of measured during Hydrogen Water Chemistry minitest and 

calculated ECP and species concentrations.  
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The ECP calculated by BWR_MASTER with CAM PSU reaction set and Christensen 

(2002) data on radiolytic yields are in perfect agreement with measurements for 0 and 0.4 ppm of 

hydrogen injection (Figure XIII.55a).  The agreement is poor for hydrogen injection above 0.8 

ppm: calculated ECP is still above the protection level. 

The ECP calculated by DAMAGE PREDICTOR is in poor agreement with measurements 

for 0 and 0.4 ppm of hydrogen injection (Figure XIII.55a).  The agreement is perfect for hydrogen 

injection above 0.8 ppm. 

The ECP and species concentrations calculated by BWR_MASTER with Christensen and 

Ishigure data on chemical reactions are in poor agreement in all cases with one exception: 

measured and calculated ECP agree under NWC if Christensen data on chemical reactions are 

used. 

While using CAM PSU data on chemical reactions provides the best agreement with 

measurements, concentrations of oxygen and hydrogen are systematically under-predicted (Figure 

XIII.55 a and b).  Under-prediction of hydrogen concentrations at HWC conditions by a factor of 

2 definitely contributes to over-predictions of ECP at the same conditions.  Under-prediction of 

oxygen concentrations under HWC is not critical since oxygen is rapidly depressed by HWC to 

single digits ppb in the case of the Leibstadt reactor. 

Given a good agreement of previous DAMAGE PREDICTOR with measured data, it is 

not clear if improper modeling or input data are the major reason for disagreements between the 

calculated H2 concentrations and the ECP with the Leibstadt measured data. 

 

XIII.8. Reduced reaction rate sets 

An attempt to estimate feasibility and cost/benefit ratio of reducing the number of chemical 

reactions was undertaken.  The only benefit from reducing the number of reactions is reduced 

simulation time, which may be desirable if the simulation of 60 or so years of reactor operation is 

reduced significantly (by a factor of 2 and more). 

The candidate reaction for removal from the input data set has been identified by 

performing a sensitivity analysis of variations in species concentrations and ECP along BWR HTC 

resulting from a 10 times increase in a particular reaction rate.  CAM PSU reaction rate set was 
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selected for analysis because it appears more reliable, as judged by good agreement of calculated 

and measured data for several operating BWRs. 

An example of sensitivity of ECP in the Core Bypass and in recirculation line to variation 

of reaction rates (Figure XIII.56) shows, that a list of most and least sensitive reactions depends 

on position along BWR HTC, Type of integral parameter (concentrations or ECP) and water 

chemistry conditions (Figure XIII.57 and Figure XIII.58.).   

The candidate reactions for deletion (Table XIII.7) have been selected according to three, 

progressively more softening criteria:  

(1) “strong” – deviations of ECP and concentrations of H2, O2, and H2O2 are less than 0.5% 

(2) “medium” – only deviations of ECP are less than 0.5% 

(3) “weak” – only deviations of ECP are less than 2% 

No chemical reactions may be removed from CAM PSU set if “strong” criteria are used.  

While 4 reactions may be removed to keep adequate predictions in the Core Bypass under NWC, 

keeping reliable predictions in the Recirculation Line does not allow that any reaction is removed.  

The sensitivity to reaction removal under HWC conditions is lower than under NWC, and 6 to 10 

reactions may be removed without reducing the reliability of the predictions of species 

concentrations and ECP in the Core Bypass and in Recirculation Line, respectively.  However, it 

does not change the final conclusion. 

In case, if “medium” or “weak” selection criteria are used, 5 or 10 reactions may be 

removed, as it is illustrated by Table XIII.7. 

The impact of using reduced reactions set on the calculated ECP under NWC is illustrated 

in Figure XIII.59..  A maximal deviation of about 100 mV is observed in the Upper Plenum and 

25 mV, the Recirculation Line, and in the Bottom of the Lower Plenum. 

The predicted crack depth in the Core Bypass and Recirculation Line after 60 years of 

operation under NWC deviates deviate significantly if the original CAM PSU set with 34 reactions 

is reduced to 24 reactions (Figure XIII.30). 
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(a) 

 

(b) 

Figure XIII.56. The sensitivity of ECP in Core Bypass (a) and Recirculation Line (b) to 10x 

increase in reaction rates in CAM PSU reaction set under NWC. 
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Figure XIII.57. The sensitivity of species concentrations and ECP in core bypass to 10x increase 

in reaction rates in CAM PSU reaction set under NWC. 
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Figure XIII.58. The sensitivity of species concentrations and ECP in recirculation line to 10x 

increase in reaction rates in CAM PSU reaction set under NWC. 
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Table XIII.7. Reduced reaction rate sets. 

 

 

 

Figure XIII.59. Calculated ECP under NWC with original CAM PSU data (solid line), with 5 

reactions removed (open circles) and 10 reactions removed (closed circles). 

 

Strong: All Medium: dECP<0.5% Weak dECP<2%

NWC HWC	0.5ppm Result NWC HWC	0.5ppm Result NWC HWC	0.5ppm Result

Core	Bypass Recirc Core	Bypass Recirc Core	Bypass Recirc Core	Bypass Recirc Core	Bypass Recirc Core	Bypass Recirc

1 - 1 1 - 1 - 1 1 - 1 1 1 1 1

- - - - - - - - - - - - - - -

- - - - - 3 3 3 3 3 3 3 3 3 3

- - - - - - - - - - - - - - -
5 - - - - 5 5 - - - 5 5 - - -

- - - - - - 6 6 6 - 6 6 6 6 6

- - - - - - - - - - - - - - -

8 - 8 8 - 8 8 8 8 8 8 8 8 8 8

- - - - - - - - - - - - - - -

- - - - - - - - - - - - - - -

- - - - - - - - - - - - 11 - -

- - - - - 12 12 - - - 12 12 - - -

- - 13 13 - - 13 13 13 - 13 13 13 13 13
- - 14 14 - 14 14 14 14 14 14 14 14 14 14

- - - - - 15 - - - - 15 15 - 15 -

- - - - - - - - - - - - - - -

- - - - - 17 17 - - - 17 17 - - -

- - - - - - - - - - - - - - -

- - - - - - - - - - - - - - -

- - - - - - - - - - - - - - -

- - 21 21 - 21 21 21 21 21 21 21 21 21 21
- - - 22 - 22 22 - 22 - 22 22 - 22 -

- - - 23 - - - - 23 - - 23 23 23 -

- - 24 24 - 24 24 24 24 24 24 24 24 24 24

- - - - - - - - - - - - - 25 -

- - - - - - - 26 - - 26 26 26 26 26

- - - - - - 27 - - - - 27 - - -

- - - 28 - 28 28 - 28 - 28 28 28 28 28

- - - - - - - - - - - - - - -

- - - - - - - - - - - - - - -
31 - - 31 - 31 31 - 31 - 31 31 - 31 -

- - - - - - - - - - - - - - -
- - - - - - - 33 33 - - 33 33 33 -
- - - - - - - - - - - - - - -

#	

reactions	

removed

4 0 6 10 0 13 14 10 13 5 16 19 13 16 10

1 2 2 3 3 4 4 5 5 6 6 7 7 8 8 9 9 10 10 

0 1000 2000 3000 4000 5000 6000 7000 

0	-100 

-50 

0 

50 

100 

150 

200 

250 

300 

0	

Heat Transport Circuit Coordinate, cm 

E
C

P
 (

m
V

S
H

E
) 

Reactor Region 

0*RR weak 
0*RR medium 
Generic Kinetics 

    1. Core_Channel 
    2. Core_Bypass 

    3. Upper_Plenum 

    4. Mixing_Plenum 

    5. Upper_Downcomer 

    6. Lower_Downcomer 
    7. Recirculation 

    8. Jet_Pump 

    9. Bottom_of_the_Lower_Plenum 

   10. Top_of_the_Lower_Plenum 



362 

 
 
 

 

(a)      (b) 

Figure XIII.30. Calculated crack depth in the Bypass Region (a) and in the Recirculation Line (b) 

after 60 years of operation under NWC with original CAM PSU data (closed circles) and with 10 

reactions removed (closed squares).  

 

The impact of using reduced reactions sets on the simulation time of 60 years of reactor 

operation is illustrated in Figure XIII.31.  The duration of the simulation on an iMAC computer 

with a 2.7 GHz Intel Core i5 8 GB 1333 MHz DDR3 processor is reduced from 38.8 minutes to 

24.2 minutes. 

While, in general, a reduction of the reaction rates does not result in a more attractive 

cost/benefit ratio, in some “envelope estimation” cases, it may be justified, for example, in 

parametric scientific or engineering studies. 

 

Figure XIII.31 Effect of the number of chemical reactions in the reaction rate set on simulation 

time. 
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XIII.9. Adjustment of rate constants 

Trial runs of BWR_MASTER with Ishigure and Christensen reaction rate sets (see section 

“XIII.6. Simulation of BWR water chemistry, ECP and CGR with alternative chemical reaction 

sets”) reveled significant discrepancies with CAM PSU set based simulations and Leibstadt 

measured data, which points to a necessity to adjust published reaction rates. 

An attempt to adjust the reaction rates in Christensen’s set to match the calculated 

concentration of H2O2 has been made, as an example.  A proper adjustment procedure should be a 

two-step process: 

1. Adjusting reaction rates to achieve the best possible agreement with CAM PSU based 

concentrations of H2, O2, and H2O2 

2. Adjusting reaction rates to achieve the best possible agreement with one arbitrary selected 

set of experimental data, for example, such as the one reported by Leibstadt 

3. Verification of the adjusted data by comparison with other available sets of experimental 

data from operating BWRs. 

As was mentioned in Section “XIII.6. Simulation of BWR water chemistry, ECP and CGR 

with alternative chemical reaction sets”) there is an obvious problem with the predicted 

decomposition of H2O2 when using Christensen’s data set (Figure XIII.32).  A list of relevant 

reactions is shown in Table XIII.8.  A decision was made to adjust the rate of Reaction #33 only.  

The agreement has been improved significantly after increasing the rate of Reaction #33 by two 

orders of magnitude (Figure XIII.33). 

 

Table XIII.8. Hydrogen peroxide decomposition reactions in Christensen data set. 

# Rate at 288 °C Reaction 

16 2.46e+11 e-  +  H2O2  =  OH  +  OH- 

24 4.05e+08 H  +  H2O2  =  H2O  +  OH 

31 1.91e+10 H2O2  +  OH-  =  HO2-  +  H2O 

33 3.00e-02 H2O2  =  H2O  +  O 
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Figure XIII.32. Comparison of hydrogen peroxide concentration under Normal Water Chemistry 

conditions calculated with Christensen's original set (open circles) and CAM PSU set (solid line). 

 

 

Figure XIII.33. Comparison of hydrogen peroxide concentration under Normal Water Chemistry 

conditions calculated with adjusted Christensen original set (open triangles) and CAM PSU set 

(solid line). 
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A conclusion was made that reaction rates in Christensen's data set must be adjusted in 

order to produce adequate simulation results for species concentrations, if desired. 

The use and adjustment of the Ishigure data set are not recommended for further 

consideration. 

 

XIII.10. Implementation of the generic chemical kinetics algorithm in PWR_MASTER code  

The modern version of the PWR_MASTER code includes a “fixed” chemical kinetics 

algorithm, which allows the use of only one fixed set of species, chemical reactions, and radiolytic 

yields of species. This set was developed at CAM PSU and originally was used in DAMAGE 

PREDICTOR code to simulate water chemistry, corrosion potential (ECP), and crack growth rates 

(CGR) in heat transport circuit HTC) of operating Boiling Water Reactors (BWRs).  Ten chemical 

reactions (Table XIII.19) have been added to the original 34 reactions in CAM PSU reaction set 

based on an assumption of their relevance to PWR water chemistry. These additional reactions 

involve three other species: O, O- and O2
2-, making a total of 14 chemical species involved in PWR 

water chemistry simulations.  Radiolytic yields of additional species from neutron and gamma 

radiation have been assumed to be equal to zero in the original PWR_MASTER code. 

 

Table XIII.9. List of additional chemical reactions. 

 

Generic chemical kinetics algorithm  



366 

 
 
 

 

 

was implemented by replacing “fixed” model radiolysis function Chemical_Kinetics as shown in 

Figure XIII.16 to calculate gains and losses of species as:   

ksmCsCm
m=1

N

å -Ci ksiCs
s=1

N

å
s=1

N

å  

and modifying radiolysis function for calculating radiolytic yields from neutron and gamma 

radiation 

 

and convection and two-phase flow terms 

[
d(uCi )

dx
dV ]± (mi

*Ci
g -miCi

f )dVg 

A fragment of the previous (“fixed”) version of Chemical_Kinetics is shown in Figure 

XIII.17.  PWR_MASTER function radiolysis was modified to migrate from “fixed” lists of species 

and chemical reactions to generic ones. 

A list of chemical species is defined in the input file YIELDS.DAT as string constants, 

which allows expansion or reduction of the number of species.  Arbitrary lists of chemical 

reactions, reaction rates, and activation energies are taken from input file CHEMRAT.DAT, where 

chemical reactions are also defined as string variables.  More information on PWR_MASTER  

input and output files are contained in Sections “Changes in PWR_MASTER code input data files” 

and “Changes in PWR_MASTER code output data files”, respectively. 
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Figure XIII.34. Source code of generic chemical kinetics algorithm. 
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Figure XIII.65. A fragment of the source code of the previously used “fixed” chemical kinetics 

algorithm. 

 

            Verification of generic chemical kinetics algorithm 

Three sets of calculations have been performed to verify that the use of “fixed” and generic 

algorithms yield identical results: 

(1) Simulation of water chemistry, ECP, and CGR in a PWR using the previous version of 

PWR_MASTER with a “fixed” algorithm. 

(2) The same simulation using a modified version of PWR_MASTER with generic algorithm and 

generic versions of input data files with radiolytic yields and chemical reactions.  The sequence of 
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species in YIELD.DAT and reactions CHEMRATE.DAT has been changed 2  intentionally to 

perform additional software check 

Comparison of the distribution of calculated ECP, CGR, and concentrations of O2, H2O2, 

and H2 along the PWR HTC confirms that the previous “fixed” version of BWR Master and 

modified BWR Master with generic chemical kinetics delivered essentially3  identical results.  

Additional visual examination of the printout files confirmed the identity of Case #1 and Case#2 

results. 

Based on the presented verification results, it was concluded that the modified 

PWR_MASTER code could handle generic lists of chemical species and chemical reactions. 

             

             Platform dependence of the original PWR_MASTER code 

The PWR_MASTER code was developed from an earlier code, PWR_ECP.  PWR_ECP 

was written in FORTRAN and hence required a complete rewrite into C++ for execution in 

macOS.  Additionally, the radiolysis, pH, ECP (MPM) sub-models were upgraded, and a model 

was added for calculating the CGR in MA Alloy 600.  In the following changes were also made to 

the original PWR_Master code received from UC Berkeley in order to render it compatible with 

the macOS: 

1. C-language function abs have been used instead of fabs for calculation of floating absolute 

value of floating arguments, which results in high calculated conductivity of water and affected 

calculated crack growth rates. 

2. Chemical gains and losses for additional species O, O- and O2
2- have not been included in 

Chemical_Kinetics function, which resulted in zero calculated concentrations of these species. 

Replacement of abs with function fabs with function resulted in more realistic calculated 

conductivities of water (Table XIII.20.).  Inclusion of gains and losses of species in chemical 

reactions have been done automatically after expanding the list of species and inclusion of ten 

additional chemical reactions in modified PWR_MASTER code with generic kinetics algorithm 

(Table XIII.10).  Proper inclusion of additional species and gains and losses in chemical reactions 

                                                           
2 Except reactions ## 15, 16 and 30 as their reaction rates require special treatment 
3 See Section for more information 
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had no effect on the calculated concentration of H2, ECP, and crack growth rate, as may be seen 

from a comparison of the simulated results presented in Table XIII.20. and Table XIII.10. 

A comparison of simulated results obtained from the original PWR_MASTER code 

obtained at UC Berkeley and by PWR_MASTER with generic chemical kinetics algorithm  are 

shown in Table XIII.11. 

 

Table XIII.20. PWR simulation results before and after replacement “abs” with “fabs.” 

Original PWR_MASTER 

 

Revised PWR_MASTER 

 

 

Table XIII.10 PWR simulation results after implementing a generic kinetics algorithm. 

 

 

These hardware-dependent statements are somewhere in PWR_MASTER source files 

generated before the inclusion of the Artificial Neural Network (ANN) files into the code package: 

the same ANN files are present in BWR Master code, which is hardware-independent. 
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Table XIII.11 PWR simulation results from UC Berkeley and from author. 

Original PWR_MASTER 

 

Revised PWR_MASTER 

  

 

             Changes in PWR_MASTER code input data files 

The format of two input data files YIELD.DAT and CHEMRATE.DAT has been slightly 

modified, as described below. 

The format of the modified YIELD.DAT file is shown in Figure XIII.46..  The first two 

parameters specify the number of species in the liquid flow and in the gas flow, respectively.  An 

additional column (#2) with the molecular weight of the species has been added.  Also, all 

YIELD.DAT files have to have H2O listed at the end.  Users may change the sequence and number 

of the liquid flow species and place blank line(s) between data lines.  A user-selected sequence of 

species will determine the sequence of species concentrations in printout files.  At this time, the 

number of gas flow species is set to two. 

The format of the modified CHEMRATE.DAT file is shown in Figure XIII.47..  The first 

two parameters specify the total number of chemical reactions and Type of reaction rate set: 1 for 

the CAM PSU set with room temperature reaction rates and a need for special treatment of 

reactions #16 and #30 and 2 for the generic set with high-temperature reaction rates and no need 

for special treatments of some chemical reactions.  Each chemical reaction specified as a set of 

string-Type species names and “+” and “=” symbols. 
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Lists of species in YIELD.DAT and CHEMRATE.DAT files must be consistent: all 

species present in the YIELD.DAT file must be present in the CHEMRATE.DAT file and vise 

versa.  Otherwise, PWR_MASTER will stop with a warning message.  According to this 

requirement, even species with zero yields from neutron or gamma radiation must be included in 

YIELD.DAT. 

 

Figure XIII.66. YIELD.DAT file format. 

 

Figure XIII.635 CHEMRATE.DAT file format. 

 

            Changes in PWR_MASTER code output data files 

The format of the PWR_MASTER printout file has been modified, as shown in Figure 

XIII.48..  The calculated concentration of gas and liquid flow species have been moved to the last 



373 

 
 
 

columns.  The sequence of printing concentrations of the liquid flow species is defined by the 

sequence of listing species in YIELD.DAT.   

 

Figure XIII.68. PWR_MASTER code printout file format. 
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XIII.11. Integration of BWR_MASTER with Grizzly 

BWR MASTER code has been integrated with Grizzly to use Grizzly-generated stress 

intensity factors for predicting crack propagation.  The integrated version of BWR MASTER has 

been transferred to INL (Dr. Benjamin Spencer). 

 

             Changes in BWR_MASTER code input and output files 

The second from the last line in the reactor description input file changed: one additional 

parameter is added as shown in Figure XIII.69: if the last parameter is equal 1, externally generated 

stress intensity factors will be expected in an external file (Figure XIII.36 to XIII.72); otherwise, 

internal algorithm in BWR_MASTER code will be used to calculate stress intensity factors at a 

given crack depth based on CT specimens approximation (Figure XIII.73).   

 

Figure XIII.69. A modified portion of the reactor description input file. 

 

Figure XIII.36 The modified portion of printout file format. 

 



375 

 
 
 

Additional prompt at the console to input the name of stress intensity factors file will appear 

as shown if the third parameter is equal to 1.  No additional prompt at the console will take place 

if the third parameter is not equal to 1. 

 

Figure XIII.37 Stress Intensity Factors input file format: number of input lines, crack depth in cm, 

and stress intensity factor in MPa m^1/2. 

 

             Transmitted package 

The integrated version of BWR_MASTER has been transferred to INL (Dr. Benjamin 

Spencer) as a compressed zip file.  The file contains the Contents of the Root Directory (Figure 

XIII.38) and includes the source file in c-language (file extension is *.c) and the header files (file 

extension is *.h).  GNU c-compiler GCC has been used for assembling source files into executable 

under macOS. 

Subdirectory Run in the root directory contains a BWR_MASTER executable file in a set 

of input files to run simulations with internal and external stress intensity factors (Figure XIII.39). 

Sub-directory outputs in the Run sub-directory contains BWR_MASTER outputs for three 

various sources of stress intensity factors: factors from the original BWR_MASTER code, Grizzly 

(using a reduced order model for fracture mechanics), and J-integral method (Figure XIII.76).   
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Figure XIII.38 Content of the root directory. 

 

 

Figure XIII.39 Content of the “Run” sub-directory. 
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Figure XIII.40 Running BWR_MASTER simulation with external stress intensity factor data file. 

 

 

Figure XIII.75. Running BWR_MASTER simulation with internally generated stress intensity 

factors. 
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Figure XIII.76. Content of the “outputs” sub-directory. 

 

Comparison of crack propagation 

A comparison of crack propagation in H6a weld of BWR Core Shroud during 40 years of 

full power operation under normal water chemistry condition is shown in Figure XIII.77..  As 

explained in Section XIV, the values of KI predicted by Grizzly are known to be overly 

conservative because of current limitations of the code in modeling weld residual stresses that can 

be addressed with additional development.  This is intended only as a proof of concept analysis. 

 

Figure XIII.77. Comparison of crack propagation in H6a weld of BWR Core Shroud during 40 

years of full power operation under normal water chemistry condition. 
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XIII.12. Lifetime estimation of a BWR core shroud in terms of IGSCC 

The continued operation of aging Boiling Water Reactors (BWRs) worldwide requires 

gradually increasing the cost of the inspection, maintenance, and repair.  Intergranular Stress 

Corrosion Cracking (IGSCC) in sensitized austenitic stainless steel piping first became a major 

issue for BWRs in the 1980s, resulting in recognition of the susceptibility of reactor internals to 

IGSCC.  Shroud cracking identified in 1993-1994 confirmed that IGSCC of internals is a 

significant issue for BWRs.  IGSCC is a time-dependent, material degradation process, which is 

caused and accelerated by the presence of residual stresses, material sensitization, irradiation, cold 

work, elevated temperature, and corrosive environments.  This section paper emphasizes the 

importance of accounting for corrosive environments, or more exactly, electrochemical 

phenomena in modeling IGSCC and predicting the service life of BWR in-vessel components and 

stresses the necessity of performing such modeling not just for a single state point under full power 

conditions, but for the whole operating history of the reactor, including startups and shutdowns.  

This section demonstrates that ignoring electrochemical considerations may result in 

underestimating component lifetime and lead to unnecessary expenses for inspection and repair 

(Figure XIII.78).  The manuscript has been submitted for publication to “Nuclear Engineering and 

Design.” 

 

Figure XIII.78. Predicted core shroud remaining lifetime based on crack propagation in H6a weld 

in the core shroud for BWR. 
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A comparison of deterministic and empirical predictions of IGSCC in sensitized austenitic 

stainless steel, in order to calculate the accumulated damage (crack depth versus time) in a BWR 

in-vessel component and estimate component’s lifetime for given operating conditions is 

described.  Counterintuitively, it was found that substitution of a “simplified” relationship between 

KI and crack depth based on CT specimens with a “more accurate” FEM based relationship, which 

gives significantly lower values of KI for higher crack depths, did not result in significant changes 

in the CEFM-predicted crack growth rates.  This is due to the fact that the crack growth rate in the 

CEFM has a relatively low sensitivity to KI.  This low sensitivity of crack growth rate to KI opens 

an opportunity for avoiding the use of time-consuming FEM calculations by using simplified 

models instead.  Based on the performed modeling, it was concluded that typical SCC modeling, 

which ignores water chemistry and electrochemistry and does not take into account the actual 

operating history, would underestimate the component’s lifetime by a factor of 5.  Finally, such 

modeling is controversial because it overestimates SCC damage by using empirical fracture 

mechanical models that do not correspond to the actual mechanical condition of the core shroud.  

On the other hand, it underestimates SCC damage by ignoring water chemistry and reactor 

operating transients during refueling outages.  Involving operating transients is particularly 

important, as, during start-up and shut-down, the change in the stress field around the crack 

increases the crack tip strain rate, which, as a consequence, increases the fracture frequency and 

the exposure of the bare metal to the environment, which results in a higher CGR. 
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XIV. Integration of damage prediction codes with Grizzly.   

XIV.1. Grizzly analysis of stress intensity factors near the weld region of the core shroud. 

In addition to the electrochemical potential, the mode-I stress intensity factor, KI, is an 

important factor determining the rate of stress corrosion crack (SCC) growth in structures exposed 

to the coolant.  One of the goals of the present work is to use the Grizzly code to compute KI for 

propagating cracks so it can be tied with the crack propagation models in the damage prediction 

codes. 

Much of the Grizzly development to-date has focused on LWR reactor pressure vessel 

(RPV) integrity.  

The issues related to RPV integrity are largely centered around the evaluation of the 

probability of a fracture initiating at the location of a pre-existing flaw introduced during the 

manufacturing process during a transient event.  Long-term exposure to radiation embrittles the 

RPV steel, making it more susceptible to fracture over time.  Grizzly has extensive fracture 

mechanics capabilities that were developed for probabilistic assessment of the susceptibility of 

embrittled RPVs to fracture [1].  These can be readily repurposed for the evaluation of SCC in 

other nuclear power plant structures. 

Grizzly has two main ways of evaluating stress intensity factors and other fracture 

mechanics parameters for an existing crack.  The first is to use fracture domain integrals to evaluate 

a number of quantities, including J-Integrals and interaction integrals using the techniques 

documented in [2], which can both be used to provide the stress intensity factor for a crack in a 2D 

or 3D model.  Evaluating these fracture integrals requires including the crack in the finite element 

model, which can be done either by constructing a mesh that conforms to the crack topology, or 

by using the extended finite element method (XFEM), which allows for cracks to be defined in an 

arbitrary, mesh-independent manner. 
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The second technique provided by Grizzly for evaluating stress intensity factors is the 

weight function (WF) technique [4], which allows for very rapid evaluation of flaws of specific 

geometries. In this technique, which is limited to linear elastic fracture mechanics problems, the 

through-wall stress distribution is described by a fitted polynomial, which is typical of third or 

fourth-order.  A set of weight functions, also known as stress intensity factor influence coefficients 

(SIFICs), is pre-computed for a given crack geometry by evaluating the stress intensity factor for 

that crack geometry with loading corresponding to each of the terms in the polynomial describing 

through-wall stress variation.  The stress intensity factor is evaluated by taking the sum of the 

products of each of the SIFICs and the corresponding term in the polynomial describing the 

through-wall stress variation.  Techniques for computing SIFICs for axis-aligned flaws with 

standard geometries are readily available in the FAVOR code [5] and the ASME Boiler and 

Pressure Vessel code [6].  This technique is limited to crack geometries for which SIFICs are 

available, but it allows for extremely rapid evaluation of stress intensity factors for such flaws. 

To demonstrate the use of Grizzly to compute the variation in the stress intensity factor as 

a function of crack depth in an SCC problem, the boiling water reactor (BWR) core shroud problem 

demonstrated in [7] has been evaluated in Grizzly.  The primary stresses driving SCC crack growth 

are the residual stresses originating from the welding process.  In this demonstration, the 

propagation of a 360-degree circumferential crack starting on the inner surface of a BWR core 

shroud 1mm above the top of the weld shown in Figure XIV.1 was evaluated.  Figure XIV.1 shows 

the residual stress field obtained from the axisymmetric model of the core shroud performed in 

[7]. 

In that study, a series of direct fracture analyses were performed on the shroud with this 

residual stress field with cracks of varying depths.  This type of analysis would be straightforward 

to perform using Grizzly’s XFEM capability.  However, Grizzly does not yet have the capability 

to simulate the welding process to compute the residual stress field, so this analysis could not yet 

be performed in Grizzly.  Instead, a polynomial fit of the through-wall distribution of the stress 

field shown in Figure XIV.1 computed in [7] was performed in Grizzly, and the weight function 

technique was used to compute the stress intensity factor for a 360-degree circumferential crack 

of varying depth in Grizzly.  For short cracks, this approach would be expected to give stress 

intensity factors like those reported in [7], but because the weight function approach does not 
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account for stress relaxation due to the presence of the crack, it will tend to over-predict the stress 

intensity factor for deeper cracks. 

 

Figure XIV.1. Residual stress profile in the vicinity of a weld in a BWR core shroud from [7]. 

 

Figure XIV.2 shows the third and fourth-order polynomial fits of the through-wall residual 

stress variation obtained by extracting results from Figure XIV.1.   
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Figure XIV.2. Through-wall residual axial stress showing the raw data extracted from the image 

in Figure XIV.1, as reported in [7], together with third and fourth-order polynomial fits of that data 

used in a weight function analysis in Grizzly. 

 

The third-order polynomial somewhat over-represents the stress near the inner surface of 

the shroud.  Figure XIV.3 shows the stress intensity factor computed using the weight function 

technique in Grizzly using these third and fourth-order polynomial fits.  As would be expected, 

the fourth-order polynomial results in stress intensity factors that are lower for shorter cracks 

(because the fourth-order polynomial fit gives lower stresses near the inner surface).  Although 

these values are lower than those for the third order polynomial, they are still somewhat high 

relative to the values reported in [7], and the reason for that discrepancy is unclear.  It is also 

important to note that as expected, for deeper cracks, the weight function approach used in the 

Grizzly analyses give higher values than those computed using the direct approach because they 

do not capture stress relaxation due to the presence of the crack. 

Although these stress intensity factors are conservative, they can still be used for a proof-

of-concept demonstration of the coupling of Grizzly with the damage prediction code.  

Development of an ability in Grizzly to simulate welding processes will be an important area of 

future work in Grizzly to allow for direct fracture simulations that account for stress relaxation to 

permit this code to be used for simulation of SCC. 
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Figure XIV.3. Stress intensity factor for a 360-degree circumferential crack computed using the 

weight function technique in Grizzly using the third and fourth-order polynomial expansions of 

the residual stress field shown in Figure XIV.2, along with the results computed in [7]. 
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XV. Comprehensive summary and conclusions 

The project sought to further develop theories and models for prediction the evolution of 

stress corrosion cracking damage in the primary coolant circuits (PCCs) of Boiling Water Reactors 

(BWRs) and Pressurized Water Reactors (PWRs) and to provide the codes to the Idaho National 

Laboratory (INL) for embedment into their Grizzly protocol for predicting damage due to stress 

corrosion cracking.  Grizzly is a fracture mechanics code that does not address the electrochemical 

aspects of localized corrosion, including stress corrosion cracking.  The inclusion of the codes 

developed in this work will address that issue. 
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The previously-developed ALERT code was modified into BWR_MASTER with 

considerable upgrading of the component models to be compatible with the macOS c compiler.  

The macOS compatible version of the BWR_MASTER executable file has been created.  

Computations have been performed on a macOS to confirm identity with the results of 

BWR_MASTER computations performed under the Windows operating system.  The calculation 

time for simulating 60 years of BWR operation is under 5 minutes with the iMac 2.7 GHz Intel 

Core i5 processor, 8 GB 1333 MHz DDR3 memory, 2 TB hard drive and macOS Sierra operating 

system version 10.12.3.  The Interface files are created for post-processing for data analysis and 

visualization with Excel and Gnuplot.  The sensitivity analysis of integral output parameters to 

variation of input parameters has been performed.  The following integral parameters that have 

been selected include: the concentrations of hydrogen, oxygen, and hydrogen peroxide, EPC, and 

crack growth rate.  A total of 79 input model parameters have been selected, including reactor 

modeling parameters, reaction rates, radiolytic yields of species, and electrochemical input 

parameters for the Mixed Potential Model (MPM).  Sensitivities have been estimated for each 

point along the coolant flow under normal and hydrogen (0.5 ppm H2 in feedwater) water 

chemistry (HWC) conditions.  Integral parameters, including the integrated damage (crack length), 

have been found to be most sensitive to variations in radiolytic yields, Tafel constants, and 

exchange current density for the hydrogen electrode reaction (HER), oxygen electrode reaction 

(OER), hydrogen peroxide electrode reaction (HPER), passive dissolution stainless steel, and the 

standard potentials for these reactions.  Incorporation of the most recent data on radiolytic yields 

into BWR_MASTER resulted in much better agreement with measured oxygen concentration and 

ECP in Leibstadt mini-test under normal and 0.5 ppm hydrogen water chemistry conditions.  

However, further re-evaluation of the standard potentials for the OER and HPER reactions is 

recommended.  A generic chemical kinetics algorithm was implemented by replacing the “fixed” 

model radiolysis function Chemical_Kinetics that was contained in ALERT to calculate gains and 

losses of species and modifying the radiolysis function for calculating radiolytic yields from 

neutron and gamma radiation, considering coolant convection and two-phase flow terms.  A list of 

chemical species is defined in the input file YIELDS.DAT as string constants, which allows 

expansion or reduction of the number of species as necessary.  Arbitrary lists of chemical reactions, 

reaction rates constants, and activation energies are taken from input file CHEMRAT.DAT, where 

chemical reactions are also defined as string variables. 
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Comparison of distribution in calculated ECP, CGR, and in the concentrations of O2, H2O2, 

and H2 along the BWR HTC under NWC and HWC conditions confirms that the previous “fixed” 

version of BWR_MASTER and modified BWR_MASTER with generic chemical kinetics 

delivered identical results.  Trial simulation of species concentrations in BWR PCC has been 

performed with two “as is” alternative sets of chemical reactions: one by Christensen and another 

by Ishigure.  Both sets have reaction rates for 288 oC, which have been used as an input.  No special 

treatment of reactions has been performed within the BWR_MASTER source code.  For 

Christensen’s reaction set, calculated concentrations of H2 are in good agreement, except for the 

Core Bypass region under NWC, calculated concentrations of H2O2 deviate significantly from 

each other, both for NWC and HWC.  The apparent, underprediction of H2O2 decomposition and 

calculated concentrations of O2, are in satisfactory agreement for NWC but deviate significantly 

from plant data under HWC.  Discrepancies in the calculated species concentrations are higher if 

Ishigure’s data are being used (not included in this report).  Previously used CAM PSU data on 

chemical reactions are much more adequate and produce a better agreement with plant measure 

data.  An attempt to estimate feasibility and cost/benefit ratio of reducing the number of chemical 

reactions was undertaken.  The candidate reaction for removing from the input data set has been 

identified by performing a sensitivity analysis.   The impact of using reduced reactions set on 

calculated ECP under NWC was estimated.  Maximal deviation of about 100 mV was observed in 

the Upper Plenum and 25 mV the recirculation line and in the bottom of the Lower Plenum.  While, 

in general, reduction of the reaction rates does not result in a more attractive cost/benefit ratio, in 

some practical cases, it may be justified, for example, in parametric scientific or engineering 

studies.  An attempt to adjust reaction rates in Christensen set to match the calculated concentration 

of H2O2 has been made as an example.  Agreement with CAM PSU based data has been improved 

significantly after increasing the rate of reaction #33 (decomposition of hydrogen peroxide) by 

two orders of magnitude.  Christensen's data set must be adjusted in order to produce adequate 

simulation results for species concentrations, if desired.  The use and adjustment of the Ishigure 

data set are not recommended for further consideration.  The generic kinetics algorithm was 

implemented into advanced by UCB BWR_MASTER code for macOS/UNIX operating systems.  

A paper on crack propagation in H6a has been submitted to “Nuclear Engineering and Design.”  

As noted above, BWR_MASTER may be used on macOS or Windows platforms, as selected by 

the user.  BWR_MASTER code has been integrated with Grizzly to use Grizzly generated stress 
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intensity factors for predicting crack propagation.  An integrated version of BWR_MASTER has 

been transferred to INL (Benjamin Spencer).  Simulation of crack propagation in BWR Core 

Shroud weld H6a has been performed for stress intensity factors from the reduced order model  

approach in Grizzly and J-integral methods.  Importance of using electrochemical consideration 

and transients during start-ups and shutdowns on crack propagation and predicted component 

lifetime has been demonstrated through simulation.   

We determined that it was necessary to introduce a quantum mechanical tunneling 

correction to describe electronic charge transfer across the barrier oxide layer on the alloy surface.  

This was necessary, because the redox reactions (HER, OER, and HPER) occur on the outer 

surface of the barrier layer, and the electronic charge carriers (electrons and/or electron holes) 

must, therefore, be transported across the barrier layer from the metal to the redox reaction center 

at the barrier layer/solution interface.  Thus, it is known from theory and experiment that the 

thickness of the barrier layer (Lbl) increases linearly with voltage, and hence, the tunneling 

probability is a decreasing exponential function of Lbl.  Thus, the exchange current densities for 

the HER, OER, and HPER are voltage-dependent, but no such dependencies are incorporated in 

the classical Generalized Butler-Volmer equation.  This fundamental addition to electrochemical 

kinetic theory corrects that omission.  Perhaps most importantly, it is now necessary to specify the 

kinetic parameters for the HER, OER, and HPER on the hypothetical bare metal surface, rather on 

the passive surface at each of an infinite number of potentials, each of which depends upon the 

conditions of the system. 

In parallel with developing BWR_MASTER, a refined PWR_MASTER code has been 

developed to model electrochemical phenomena, including stress corrosion cracking.  The codes 

contain a refined Coupled Environment Fracture Model (CEFM) and a refined Mixed Potential 

Model (MPM) for calculating crack growth rate in and the ECP, respectively, in sensitized Type 

304 SS and in MA Alloys 600 and 690 have been developed.  Thus, in developing PWR_MASTER 

in this project, we have modified and calibrated the CEFM, which has been used extensively to 

predict IGSCC in sensitized austenitic stainless-steel components in BWR environment, to predict 

CGRs in Alloys 600 and 690 in PWR primary coolant environments (see below).  Calibration 

involved optimization of the CEFM on measured CGR data and, after extracting values for 

essential parameters, calculating CGR data as a function of the independent variables of interest.  

The customized CEFM for nickel-based, Alloy 600 provides quantitative predictions of the effects 
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of temperature, yield strength, hydrogen concentration, and stress intensity factor on CGR in 

simulated PWR environment.  Good agreement has been obtained between experimental data 

obtained from the artificial neural network analysis of CGR data in the literature, from which were 

distilled relationships between CGR and the various independent variables (temperature, ECP, 

[H2], solution conductivity, yield strength, stress intensity factor) and the CEFM-predicted results.  

It should be noted that all of the error bars associated with the CGR are those indicated by ANN 

analysis, which indicates that the uncertainty in the CGR is about ±0.3log (CGR).  The CEFM also 

captured the well-known dependence of CGR on KI that is observed experimentally.  Estimation 

of the value of the microfracture dimension confirms the likely presence of HIC because H is the 

only element that could possibly diffuse microns within the lattice at the crack tip over the period 

of seconds between microfracture events.  Although microstructural effects were not incorporated 

in our recent Artificial Neural Network (ANN) analysis of SCC in Alloy 600 in PWR primary 

coolant, the ANN model successfully reproduced the CGR vs independent variables [KI, Yield 

Strength, temperature, solution conductivity, Electrochemical Corrosion Potential, pH (B and Li 

concentrations)] when tested against an evaluation data set suggesting that either the variation in 

the microstructure of the specimens involved was not significant, or the microstructural features 

do not strongly influence the CGR.  This issue has yet to be resolved and was considered to be 

well beyond the scope of the current project.   

Comparison of experimental and computed values showed that the Mixed Potential Model, 

including the quantum mechanical correction for electronic charge carrier tunneling through the 

barrier layer for the calculating ECP, is viable and that the exchange current density calculated for 

the bare (“film-free”) surface satisfactorily accounts for the ECP.  As noted above, this represents 

a major advance in the theory of electrochemical kinetics, because it is now only necessary to 

specify a single set of exchange current density and Tafel constants for each redox reaction, rather 

than a set for each value of the ECP (i.e., for each temperature, [H2], [O2], [H2O2], flow velocity) 

in order to calculate the ECP and CGR under any given set of environmental conditions.  This 

innovation greatly reduces the dimensionality of the problem of predicting the evolution of damage 

in nuclear power reactor primary coolant circuits.  This accomplishment is in addition to the work 

proposed. 

During this project, we have developed a theoretical model for the hydrogen-induced 

cracking to estimate the inter-granular crack growth rate in Alloy 600 in aqueous environments.  
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In this model, a crack growth is assumed to occur by the combined effect of the anodic dissolution 

and the nucleation and growth of voids ahead of the crack tip along a grain boundary, and then 

linkage with the main crack due to stress-induced fracture of the remaining ligaments to yield the 

micro-fracture events that have been previously reported for IGSCC in Alloy 600 in high 

temperature water.  Under proper conditions, hydrogen evolution at the crack tip injects atomic 

hydrogen into the crack tip matrix.  The hydrogen atoms diffuse ahead of the crack tip and 

recombine to form H2 in the voids.  The hydrogen generates pressure within a void that increases 

with time.  The hydrogen pressure adds to the hydrostatic stress on the void due to mechanical 

loading, and once the effective stress exceeds the fracture stress of the ligament, the void links 

with the crack marking a micro-fracture event.  The theoretical model for the hydrogen-induced 

cracking based on grain boundary void pressurization was incorporated into the CEFM.  The CGR 

was calculated for Alloy 600 in the PWR heat transport circuit for different electrochemical and 

mechanical conditions.  The calculated results indicate that the hydrogen evolution at the crack tip 

under PWR conditions has a significant effect on the CGR.   

A viable, mechanism-based model for crack initiation in BWRs has never been previously 

developed.  Experimental investigations have shown that crack is often observed to nucleate within 

an emergent grain face (probably from a corrosion pit), grow transgranularly until it intersects a 

grain boundary, and then grows intergranularly thereafter.  Our goal has been to develop a model 

for calculating the crack initiation time in BWRs that considers the properties of the external 

environment.  We have developed a model that predicts the time that it takes to nucleate and grow 

a critical pit; i.e., one whose stress intensity factor exceeds KISCC for the prevailing stress includes 

residual and operational.  The CEFM has been modified to calculate the growth rate of a 

hemispherical pit in terms of the properties of the pit external and internal environment. 

A literature survey revealed that the internal oxidation of Alloy 600 had received the most 

experimental support as a viable mechanism of stress corrosion crack initiation mechanism in 

PWRs.  Based on the information collected from the literature, we have developed a model for 

calculating crack initiation time in PWRs.  The model postulates that the water penetrates the 

emergent grain boundaries and reacts with the Cr of Alloy 600, forming a Cr2O3 oxide layer that 

wedges open the grain boundary.  The model can reproduce the effects of the following parameters: 

applied stress, temperature, cold work, grain boundary segregations, water chemistry, pH, 

electrochemical potential.  The model calculates the film thickness with the PDM and applies the 
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Griffith criterion for modeling the delamination of grain boundaries.  Mechanical creep rate is 

calculated by the Wilkinson and Vitek model.  The crack initiation time is a sensitive function of 

the temperature and ECP under PWR primary coolant conditions.   

In addition to the proposed work, we have initiated the development of the theory to predict 

the large distribution in observed crack initiation times.  The model proposes that the local, 

potential breakdown sites are normally distributed with respect to the residual surface stress.  To 

our knowledge, this is the first attempt to develop a theoretical edifice for accounting for and 

predicting the wide distributions in crack initiation times under nominally invariant conditions. 

Work was initiated on predicting the experimentally-observed, wide distribution in crack 

initiation time by assuming that the local crack initiation sites are normally distributed with respect 

to local, surface stress (PWR) and/or with respect to pit depth (BWR).  We identify the next steps 

that should be taken to resolve the “greatest theoretical problem in corrosion science” and hence, 

in the prediction of localized corrosion damage in nuclear power reactor coolant circuits.  This 

accomplishment was in addition to the proposed work. 

We demonstrated theoretically, using both the CEFM and ANN, that if the independent 

variables in the IGSCC in sensitized BWR primary coolant conditions are individually distributed 

normally, the resulting crack growth rate (CGR) is distributed log-normally, in agreement with 

experiment.  These calculations define the ultimate accuracy with which the CGR can be 

determined under practical conditions.  This accomplishment was in addition to the proposed work. 

The electrochemical properties of Alloy 600, Alloy 690, Type 304L SS, and Type 316L 

SS were investigated at four temperatures (150 °C, 200 °C, 250 °C, 300 °C) in three oxygenated 

borate buffer solutions (2000 ppm B + 2 ppm Li, 200 ppm B + 2 ppm Li, 0 ppm B + 2 ppm Li) by 

the measurements of open circuit potential (OCP), anodic potentiostatic polarization, Mott-

Schottky analysis (MSA), and electrochemical impedance spectroscopy (EIS).  For each alloy at 

each temperature and pH value, the stabilized anodic passive current density was independent of 

the formation potential, and the slope of the M-S plot for the passive film formed at +0.3 VOCP 

(OCP + 0.3 V) is positive, indicating that the passive films formed on all alloys have an n-type 

semiconductor character.  With an increase in temperature (in each solution), the OCP and the 

impedance modulus decreased, while both the passive current density and the defect density 

calculated from MSA increased, which indicated a significant reduction in corrosion resistance.  
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With the increase in pH value (at the same temperature), the OCP and the passive current density 

decreased; however, the absolute value of impedance increased slightly, revealing a relatively 

slight increase in corrosion resistance.  According to the optimization of Mixed Potential Model 

(MPM) on the experimentally measured EIS data for all alloys at OCP and +0.3 VOCP, a series of 

fundamental parameters related to the micro-characteristic of the formed passive film, such as the 

concentrations of specific point defect, film thickness, and the kinetics of atomic-scale reactions 

occurring at the substrate/film interface, were extracted.  In the barrier layer of the passive film, 

the concentration of cation interstitials is much higher than that of anion vacancies, indicating that 

the former is the dominant defect.  With increasing temperature, the linear increases in the defect 

density and film thickness resulted in a linear increase in the anodic current density of the passive 

film.  However, with increasing pH, the decrease of defect density and the slight increase of film 

thickness caused a linear reduction in anodic current density.  The elevated temperature has a more 

significant deteriorative effect on the corrosion resistance of each alloy than an increase in the pH 

value.  Additionally, all the kinetics parameters describing the generation and annihilation of cation 

interstitials and oxygen vacancies and the cathodic reactions for alloys exposed to simulated 

solutions in pressurized water reactor primary circuit over wide ranges in temperatures and pH 

values were obtained.  These parameters were employed to predict and understand the correlations 

between the corrosion resistance of alloys and the properties of the passive film, such as the film 

thickness and the electronic and defect structures; meanwhile, they are necessary fundamental data 

for calculating the ECP value of alloys in serviced in pressurized water reactor primary circuit 

from atomic and molecular scale information and for predicting the corrosion processes, such as 

the generation of cracking at the atomic level. 

At the same corrosion environment: the OCP difference between these four alloys (Alloy 

600, Alloy 690, Type 304L SS, and Type 316L SS) is found to be insignificant.  This may be due 

to the similar composition of the barrier layer for each alloy, which comprises defective iron- and 

nickel-containing, chromic oxide (𝐹𝑒, 𝑁𝑖, 𝐶𝑟)2+𝑥𝑂3−𝑦.  The impedance values of nickel alloys are 

much higher than those of stainless-steel alloys, indicating higher corrosion resistance.  The defect 

density of the barrier layer of the passive films formed on nickel alloy is much lower than that of 

stainless steel, while the thickness of the barrier layers is very similar.  This confirmed that the 

effect of defect density on the corrosion properties of an alloy is much more significant than that 

of film thickness.  The activation energy for the formation of metal interstitials is much higher for 
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nickel alloy compared with stainless steel.  Iron interstitials (as in SS) are generated at the 

metal/barrier layer interface and move through the 𝐶𝑟2𝑂3 lattice much more readily than do 𝑁𝑖 

interstitials, and since 99.9+% of the passive current is carrier by the interstitials, the passive 

current density is higher (and the corrosion resistance is lower) in the case of the stainless steels 

than for Alloy 600 and Alloy 690.  The concentration of Fe interstitials is much higher than Ni in 

the barrier layers on stainless steels; therefore, the passive films on stainless steels exhibit much 

higher defect densities of Fe interstitials and show much lower corrosion resistance than do the 

nickel alloys.  The corrosion resistance of Alloy 690 is slightly higher than that of Alloy 600, while 

the Type 304L SS and Type 316L SS show very similar corrosion resistance. 

Finally, also outside of the Statement of Work, we have developed a new, in situ method 

to monitor the hydriding in zirconium alloy, nuclear fuel cladding.  The method involves 

optimizing the Point Defect Model for the growth and breakdown of passive films on metal 

surfaces that were reformulated to describe the formation of a ZrH2-x barrier layer and a porous, 

ZrO2 outer layer, on experimental electrochemical impedance (EIS) data.  The optimized model 

parameters are then used to calculate the thickness of the ZrH2-x barrier layer, which provides a 

measure of the inventory of hydrogen in the alloy.  The method has been evaluated on pure 

zirconium in PWR primary coolant [0.1 m B(OH)3 + 0.001 m LiOH + 25 cm3(STP)/kg H2O of H2] 

at 250 °C on EIS data obtained in a previous NEUP-supported study. 

 

Appendix: Optimization of the mixed potential model on the experimental EIS 

data for passive films formed on Alloy 690, Type 304L SS, and Type 316L SS 

in oxygenated borate buffer solution.    

Various parameters in the mixed potential model (MPM) were acquired for passive films 

formed on Alloy 690, Type 304L SS, and Type 316L SS in solutions with 400 ppb dissolved 

oxygen containing 2000 ppm 𝐵 + 2 ppm 𝐿𝑖, 200 ppm 𝐵 + 2 ppm 𝐿𝑖, and 0 ppm 𝐵 + 2 ppm 𝐿𝑖 at 

different temperatures, as shown from Tables A.1 to A.18.  Tables A.1 to A.9 present the values 

of model parameters, which were directly extracted from the optimization of MPM.  Based on 

these extracted coefficients, several parameters were calculated and indicated from Tables A.10 to 

A.18.  
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The rate constants 𝑘𝑖 and standard rate constant 𝑘𝑖
0 for Reaction 𝑖 are expressed as: 

𝑘𝑖 = 𝑘𝑖
0 · 𝑒

𝑎𝑖.(𝑉−𝐼𝑡𝑜𝑡𝑎𝑙·𝑅𝑜𝑙) · 𝑒𝑏𝑖·𝐿 · 𝑒𝑐𝑖 .𝑝𝐻; 𝑘𝑖
0 = 𝑘𝑖

00 · 𝑒−𝜒𝛼𝑖𝛾𝜙𝑓𝑠
0

                    𝑖 = 1, 2, 3 

𝑘𝑖 = 𝑘𝑖
0 · 𝑒

𝑎𝑖.(𝑉−𝐼𝑡𝑜𝑡𝑎𝑙·𝑅𝑜𝑙) · 𝑒𝑐𝑖 .𝑝𝐻; 𝑘𝑖
0 = 𝑘𝑖

00 · 𝑒−𝛿𝛼𝑖𝛾𝜙𝑓𝑠
0

                               𝑖 = 4, 5, 6 

𝑘7 = 𝑘7
0 · 𝑒

𝑎7·(𝑉−𝐼𝑡𝑜𝑡𝑎𝑙·𝑅𝑜𝑙) · 𝑒𝑐7 .𝑝𝐻; 𝑘7
0 = 𝑘7

00 · 𝑒(𝛿−𝜒)𝛼7𝛾𝜙𝑓𝑠
0

     

where 𝑘𝑖
00 is the base rate constant for Reaction 𝑖, 𝑎𝑖, 𝑏𝑖, 𝑐𝑖 are exponential coefficients, 𝑉 is the 

applied external potential, 𝐼𝑡𝑜𝑡𝑎𝑙  is the total current density, 𝑅𝑜𝑙 is the resistance of the passive film 

outer layer,  𝐿 is the barrier layer thickness, 𝜙𝑓𝑠
0  is the standard potential of film/solution interface, 

𝛼𝑖 is the transfer coefficients, 𝜒 and 𝛿 are oxidation states of chromium in barrier layer and in 

solution, respectively, and all assumed to be 3, 𝛾 = 𝐹/𝑅𝑇, 𝐹 is Faraday’s constant, 𝑅 represents 

molar gas constant, and 𝑇 is the temperature in Kelvin. 

 

 

 

 

 

 

 

 

 

 

 

 

 



397 

 
 
 

Table A.1. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Alloy 690 at OCP in solution containing 

2000 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.2. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Alloy 690 at OCP in solution containing 

200 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.3. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Alloy 690 at OCP in solution containing 

0 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.4. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Type 304L SS at OCP in solution 

containing 2000 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.5. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Type 304L SS at OCP in solution 

containing 200 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.6. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Type 304L SS at OCP in solution 

containing 0 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.7. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Type 316L SS at OCP in solution 

containing 2000 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.8. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Type 316L SS at OCP in solution 

containing 200 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.9. Values of the parameters extracted from the optimization of the mixed potential model 

on the experimental EIS data for passive films formed on Type 316L SS at OCP in solution 

containing 0 ppm B + 2 ppm Li and 400 ppb dissolved oxygen at different temperatures. 
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Table A.10. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Alloy 690 under OCP in solution containing 2000 ppm B + 2 ppm Li, and 400 

ppb dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 300 ⁰C 

𝐼𝑎 (A·cm-2) 5.73 x 10-7 5.07 x 10-7 1.38 x 10-6 2.52 x 10-6 

𝐼𝑐 (A·cm-2) ‒5.53 x 10-7 ‒5.26 x 10-7 ‒1.31 x 10-6 ‒2.21 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 1.1 x 105 9.7 x 104 3.4 x 104 2.2 x 104 

𝐿𝑠𝑠 (nm) 1.3 2.7 3.4 5.1 

𝑘2
0 (mol·cm-2·s-1) 3.7 x 10-9 1.2 x 10-6 9.6 x 10-5 7.4 x 10-4 

𝑘3
0 (mol·cm-2·s-1) 5.3 x 10-8 7.9 x 10-7 1.2 x 10-6 2.2 x 10-6 

𝑘5
0 (cm·s-1) 5.3 x 10-7 1.5 x 10-6 1.5 x 10-6 7.0 x 10-6 

𝑘6
0 (cm·s-1) 2.5 x 10-6 4.6 x 10-6 5.8 x 10-6 2.7 x 10-5 

𝑘7
0 (mol·cm-2·s-1) 4.0 x 10-9 4.5 x 10-9 4.7 x 10-9 1.0 x 10-7 

𝑘2 (mol·cm-2·s-1) 9.9 x 10-13 1.2 x 10-12 3.2 x 10-12 4.4 x 10-12 

𝑘3 (mol·cm-2·s-1) 9.9 x 10-13 5.8 x 10-13 1.6 x 10-12 4.3 x 10-12 

𝑘5 (cm·s-1) 2.8 x 10-9 2.1 x 10-9 2.5 x 10-9 1.1 x 10-9 

𝑘6 (cm·s-1) 1.2 x 10-8 7.1 x 10-9 2.7 x 10-8 7.5 x 10-8 

𝑘7 (mol·cm-2·s-1) 4.0 x 10-9 4.5 x 10-9 4.7 x 10-9 1.0 x 10-7 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 3.6 x 10-4 5.5 x 10-4 1.3 x 10-3 4.2 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 1.2 x 10-4 

 

1.2 x 10-4 

 

8.9 x 10-5 

 

8.6 x 10-5 

 𝐶𝑖
0/(

2

𝛺
) 

0.3 % 0.4 % 0.9 % 3.0 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.06 % 0.06 % 0.05 % 0.05 % 

𝐷𝑖 (cm2·s-1) 1.4 x 10-13 5.7 x 10-16 4.9 x 10-13 2.5 x 10-13 

𝑅𝑔/𝑅𝑑 1.0 6.7 6.7 1.0 
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Table A.11. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Alloy 690 under OCP in solution containing 200 ppm B + 2 ppm Li, and 400 ppb 

dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 300 ⁰C 

𝐼𝑎 (A·cm-2) 3.76x 10-7  4.16 x 10-7 9.61 x 10-7 2.02 x 10-6 

𝐼𝑐 (A·cm-2) ‒3.77 x 10-7 ‒4.94 x 10-7 ‒9.25 x 10-7 ‒2.20 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 1.7 x 105 9.9 x 104 4.8 x 104 2.2 x 104 

𝐿𝑠𝑠 (nm) 1.3 2.6 3.8 4.7 

𝑘2
0 (mol·cm-2·s-1) 3.0 x 10-8 8.4 x 10-7 7.7 x 10-4 2.0 x 10-3 

𝑘3
0 (mol·cm-2·s-1) 4.5 x 10-7 7.6 x 10-7 3.5 x 10-6 4.8 x 10-6 

𝑘5
0 (cm·s-1) 6.4 x 10-7 1.2 x 10-6 4.2 x 10-6 1.3 x 10-5 

𝑘6
0 (cm·s-1) 1.6 x 10-6 1.9 x 10-6 7.0 x 10-6 8.9 x 10-5 

𝑘7
0 (mol·cm-2·s-1) 1.1 x 10-9 3.6 x 10-9 9.5 x 10-9 6.9 x 10-8 

𝑘2 (mol·cm-2·s-1) 8.5 x 10-13 9.6 x 10-13 2.2 x 10-12 3.9 x 10-12 

𝑘3 (mol·cm-2·s-1) 4.5 x 10-13 4.8 x 10-13 1.1 x 10-12 3.0 x 10-12 

𝑘5 (cm·s-1) 2.6 x 10-9 3.3 x 10-9 2.6 x 10-9 1.1 x 10-9 

𝑘6 (cm·s-1) 1.2 x 10-8 1.2 x 10-8 1.4 x 10-8 1.4 x 10-7 

𝑘7 (mol·cm-2·s-1) 1.1 x 10-9 3.6 x 10-9 9.5 x 10-9 6.9 x 10-8 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 3.3 x 10-4 2.9 x 10-4 8.6 x 10-4 3.6 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 5.6 x 10-5 

 

6.0 x 10-5 

 

1.2 x 10-4 

 

3.2 x 10-5 

 𝐶𝑖
0/(

2

𝛺
)a 0.2% 0.2 % 0.6 % 2.7 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)b  0.03 % 0.03 % 0.06 % 0.02 % 

𝑅𝑔/𝑅𝑑
c 6.9 6.7 6.7 8.8 

𝐷𝑖 (cm2·s-1) 1.1 x 10-13 5.5 x 10-16 2.0 x 10-14 3.7 x 10-13 
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Table A.12. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Alloy 690 under OCP in solution containing 0 ppm B + 2 ppm Li, and 400 ppb 

dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 300 ⁰C 

𝐼𝑎 (A·cm-2) 1.43 x 10-7 4.42 x 10-7 7.36 x 10-7 3.26 x 10-6 

𝐼𝑐 (A·cm-2) ‒3.98 x 10-7 ‒4.77 x 10-7 ‒7.76 x 10-7 ‒2.52 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 1.6 x 106 9.8 x 104 5.5 x 104 1.9 x 104 

𝐿𝑠𝑠 (nm) 1.3 2.5 3.7 4.8 

𝑘2
0 (mol·cm-2·s-1) 7.7 x 10-9 8.4 x 10-7 2.3 x 10-4 3.8 x 10-3 

𝑘3
0 (mol·cm-2·s-1) 1.5 x 10-7 7.6 x 10-7 3.0 x 10-6 2.7 x 10-6 

𝑘5
0 (cm·s-1) 1.2 x 10-6 3.0 x 10-6 1.0 x 10-5 3.8 x 10-4 

𝑘6
0 (cm·s-1) 1.8 x 10-6 4.2 x 10-6 1.3 x 10-5 3.0 x 10-5 

𝑘7
0 (mol·cm-2·s-1) 2.1 x 10-9 3.6 x 10-9 3.3 x 10-8 1.0 x 10-7 

𝑘2 (mol·cm-2·s-1) 2.8 x 10-13 1.0 x 10-12 1.6 x 10-12 6.8 x 10-12 

𝑘3 (mol·cm-2·s-1) 2.1 x 10-13 5.1 x 10-13 9.1 x 10-13 4.5 x 10-12 

𝑘5 (cm·s-1) 1.5 x 10-9 4.7 x 10-9 2.0 x 10-9 3.2 x 10-9 

𝑘6 (cm·s-1) 4.9 x 10-9 1.6 x 10-8 2.6 x 10-8 9.3 x 10-8 

𝑘7 (mol·cm-2·s-1) 2.1 x 10-9 3.6 x 10-9 3.3 x 10-8 1.0 x 10-7 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 1.9 x 10-4 2.2 x 10-4 8.0 x 10-4 2.1 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 6.4 x 10-5 

 

4.8 x 10-5 

 

5.3 x 10-5 

 

7.3 x 10-5 

 𝐶𝑖
0/(

2

𝛺
)a 0.1 % 0.2 % 0.6 % 1.6 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)b  0.03 % 0.03 % 0.03 % 0.03 % 

𝑅𝑔/𝑅𝑑
c 0.9 0.7 0.7 0.8 

𝐷𝑖 (cm2·s-1) 7.2 x 10-18 5.9 x 10-16 2.9 x 10-16 3.3 x 10-13 
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Table A.13. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Type 304L SS under OCP in solution containing 2000 ppm B + 2 ppm Li, and 

400 ppb dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 

𝐼𝑎 (A·cm-2) 8.69 x 10-7 8.65 x 10-7 1.86 x 10-6 

𝐼𝑐 (A·cm-2) ‒6.81 x 10-7 ‒6.90 x 10-7 ‒1.71 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 8.5 x 104 7.3 x 104 2.8 x 104 

𝐿𝑠𝑠 (nm) 1.4 2.0 3.0 

𝑘2
0 (mol·cm-2·s-1) 1.2 x 10-8 1.6 x 10-8 3.3 x 10-6 

𝑘3
0 (mol·cm-2·s-1) 4.8 x 10-8 1.2 x 10-7 5.4 x 10-7 

𝑘5
0 (cm·s-1) 6.8 x 10-8 7.8 x 10-8 8.3 x 10-7 

𝑘6
0 (cm·s-1) 3.8 x 10-7 4.0 x 10-7 7.2 x 10-6 

𝑘7
0 (mol·cm-2·s-1) 7.2 x 10-9 1.0 x 10-8 1.1 x 10-8 

𝑘2 (mol·cm-2·s-1) 2.0 x 10-12 1.5 x 10-12 3.2 x 10-12 

𝑘3 (mol·cm-2·s-1) 1.0 x 10-12 1.5 x 10-12 3.2 x 10-12 

𝑘5 (cm·s-1) 2.4 x 10-9 1.5 x 10-9 8.8 x 10-10 

𝑘6 (cm·s-1) 2.3 x 10-8 1.4 x 10-8 2.4 x 10-8 

𝑘7 (mol·cm-2·s-1) 7.2 x 10-9 1.0 x 10-8 1.1 x 10-8 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 8.3 x 10-4 9.9 x 10-4 3.7 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 6.5 x 10-5 

 

1.6 x 10-4 

 

2.0 x 10-4 

 𝐶𝑖
0/(

2

𝛺
) 

0.6 % 0.7 % 2.7 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.03 % 0.08 % 0.09 % 

𝐷𝑖 (cm2·s-1) 2.5 x 10-15 4.0 x 10-17 2.5 x 10-14 

𝑅𝑔/𝑅𝑑 0.7 1.0 1.0 
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Table A.14. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Type 304L SS under OCP in solution containing 200 ppm B + 2 ppm Li, and 400 

ppb dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 

𝐼𝑎 (A·cm-2) 3.78 x 10-7 7.76 x 10-7 1.53 x 10-6 

𝐼𝑐 (A·cm-2) ‒4.27 x 10-7 ‒7.58 x 10-7 ‒1.70 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 1.5 x 105 6.1 x 104 2.5 x 104 

𝐿𝑠𝑠 (nm) 1.6 2.9 4.7 

𝑘2
0 (mol·cm-2·s-1) 1.1 x 10-7 1.1 x 10-7 2.0 x 10-5 

𝑘3
0 (mol·cm-2·s-1) 8.2 x 10-8 8.2 x 10-8 4.6 x 10-7 

𝑘5
0 (cm·s-1) 5.5 x 10-7 5.5 x 10-7 5.3 x 10-5 

𝑘6
0 (cm·s-1) 2.2 x 10-6 2.2 x 10-6 2.1 x 10-4 

𝑘7
0 (mol·cm-2·s-1) 5.5 x 10-9 5.5 x 10-9 1.1 x 10-7 

𝑘2 (mol·cm-2·s-1) 8.7 x 10-13 1.3 x 10-12 3.5 x 10-12 

𝑘3 (mol·cm-2·s-1) 4.4 x 10-13 1.3 x 10-12 1.8 x 10-12 

𝑘5 (cm·s-1) 1.1 x 10-9 1.5 x 10-9 1.1 x 10-9 

𝑘6 (cm·s-1) 8.7 x 10-9 1.6 x 10-8 2.7 x 10-8 

𝑘7 (mol·cm-2·s-1) 5.5 x 10-9 1.0 x 10-8 1.1 x 10-7 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 7.6 x 10-4 9.1 x 10-4 3.1 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 7.6 x 10-5 

 

1.2 x 10-4 

 

1.0 x 10-3 

 𝐶𝑖
0/(

2

𝛺
) 

0.6 % 0.7 % 2.3 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.03 % 0.06 % 0.05 % 

𝐷𝑖 (cm2·s-1) 1.5 x 10-13 1.5 x 10-13 2.4 x 10-14 

𝑅𝑔/𝑅𝑑 0.7 1.0 0.7 
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Table A.15. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Type 304L SS under OCP in solution containing 0 ppm B + 2 ppm Li, and 400 

ppb dissolved oxygen at different temperatures.  

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 

𝐼𝑎 (A·cm-2) 2.98 x 10-7 9.64 x 10-7 1.25 x 10-6 

𝐼𝑐 (A·cm-2) ‒4.06 x 10-7 ‒8.78 x 10-7 ‒1.28 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 1.3 x 105 5.0 x 104 3.1 x 104 

𝐿𝑠𝑠 (nm) 1.5 1.9 3.8 

𝑘2
0 (mol·cm-2·s-1) 4.2 x 10-7 8.4 x 10-7 5.9 x 10-5 

𝑘3
0 (mol·cm-2·s-1) 4.4 x 10-7 1.9 x 10-7 3.0 x 10-5 

𝑘5
0 (cm·s-1) 1.8 x 10-7 3.0 x 10-7 3.4 x 10-6 

𝑘6
0 (cm·s-1) 1.1 x 10-6 1.4 x 10-6 8.8 x 10-6 

𝑘7
0 (mol·cm-2·s-1) 4.6 x 10-9 7.8 x 10-9 9.3 x 10-9 

𝑘2 (mol·cm-2·s-1) 6.9 x 10-13 2.2 x 10-12 2.9 x 10-12 

𝑘3 (mol·cm-2·s-1) 3.5 x 10-13 1.1 x 10-12 1.5 x 10-12 

𝑘5 (cm·s-1) 9.9 x 10-10 2.5 x 10-9 1.2 x 10-9 

𝑘6 (cm·s-1) 9.2 x 10-9 2.3 x 10-8 2.6 x 10-8 

𝑘7 (mol·cm-2·s-1) 4.6 x 10-9 7.8 x 10-9 9.3 x 10-9 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 6.9 x 10-4 9.0 x 10-4 2.5 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 5.7 x 10-5 

 

7.2 x 10-5 

 

8.7 x 10-5 

 𝐶𝑖
0/(

2

𝛺
) 

0.5 % 0.7 % 1.8 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.03 % 0.03 % 0.05 % 

𝐷𝑖 (cm2·s-1) 3.4 x 10-18 3.4 x 10-15 6.9 x 10-14 

𝑅𝑔/𝑅𝑑 0.7 0.7 0.7 
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Table A.16. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Type 316L SS under OCP in solution containing 2000 ppm B + 2 ppm Li, and 

400 ppb dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 

𝐼𝑎 (A·cm-2) 6.86 x 10-7 1.05 x 10-6 1.85 x 10-6 

𝐼𝑐 (A·cm-2) ‒8.93 x 10-7 ‒1.10 x 10-6 ‒1.68 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 5.8 x 104 4.4 x 104 2.9 x 104 

𝐿𝑠𝑠 (nm) 1.2 1.2 3.1 

𝑘2
0 (mol·cm-2·s-1) 4.4 x 10-9 4.3 x 10-9 1.8 x 10-6 

𝑘3
0 (mol·cm-2·s-1) 4.3 x 10-8 3.8 x 10-8 6.2 x 10-7 

𝑘5
0 (cm·s-1) 1.9 x 10-8 3.7 x 10-8 1.6 x 10-6 

𝑘6
0 (cm·s-1) 2.5 x 10-7 3.7 x 10-7 8.6 x 10-6 

𝑘7
0 (mol·cm-2·s-1) 7.2 x 10-9 1.5 x 10-8 1.9 x 10-8 

𝑘2 (mol·cm-2·s-1) 1.2 x 10-12 1.8 x 10-12 3.7 x 10-12 

𝑘3 (mol·cm-2·s-1) 1.2 x 10-12 1.8 x 10-12 2.7 x 10-12 

𝑘5 (cm·s-1) 1.5 x 10-9 2.0 x 10-9 1.5 x 10-9 

𝑘6 (cm·s-1) 2.9 x 10-8 2.5 x 10-8 2.5 x 10-8 

𝑘7 (mol·cm-2·s-1) 7.2 x 10-9 1.5 x 10-8 1.9 x 10-8 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 8.0 x 10-4 9.1 x 10-4 2.5 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 6.2 x 10-5 

 

1.1 x 10-4 

 

1.6 x 10-4 

 𝐶𝑖
0/(

2

𝛺
) 

0.6 % 0.7 % 1.8 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.03 % 0.05 % 0.08 % 

𝐷𝑖 (cm2·s-1) 1.7 x 10-13 6.8 x 10-15 8.7 x 10-14 

𝑅𝑔/𝑅𝑑 1.0 1.0 0.9 
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Table A.17. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Type 316L SS under OCP in solution containing 200 ppm B + 2 ppm Li, and 400 

ppb dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 

𝐼𝑎 (A·cm-2) 3.47 x 10-7 9.02 x 10-7 1.54 x 10-6 

𝐼𝑐 (A·cm-2) ‒4.67 x 10-7 ‒8.83 x 10-7 ‒1.56 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 1.3 x 105 5.2 x 104 2.6 x 104 

𝐿𝑠𝑠 (nm) 1.6 2.7 4.4 

𝑘2
0 (mol·cm-2·s-1) 1.8 x 10-8 2.5 x 10-7 6.4 x 10-6 

𝑘3
0 (mol·cm-2·s-1) 8.2 x 10-8 1.5 x 10-7 4.6 x 10-7 

𝑘5
0 (cm·s-1) 3.8 x 10-7 1.3 x 10-6 1.0 x 10-5 

𝑘6
0 (cm·s-1) 9.2 x 10-6 3.1 x 10-5 3.1 x 10-4 

𝑘7
0 (mol·cm-2·s-1) 7.2 x 10-9 6.0 x 10-9 1.1 x 10-7 

𝑘2 (mol·cm-2·s-1) 6.3 x 10-13 2.0 x 10-12 3.6 x 10-12 

𝑘3 (mol·cm-2·s-1) 5.7 x 10-13 1.1 x 10-12 1.8 x 10-12 

𝑘5 (cm·s-1) 8.3 x 10-10 2.3 x 10-9 1.6 x 10-9 

𝑘6 (cm·s-1) 3.8 x 10-8 1.8 x 10-7 2.0 x 10-7 

𝑘7 (mol·cm-2·s-1) 7.2 x 10-9 6.0 x 10-9 1.1 x 10-7 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 7.6 x 10-4 8.6 x 10-4 2.2 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 2.3 x 10-5 

 

9.2 x 10-6 

 

1.4 x 10-5 

 𝐶𝑖
0/(

2

𝛺
) 

0.6 % 0.6 % 1.6 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.02 % 0.005 % 0.006 % 

𝐷𝑖 (cm2·s-1) 4.9 x 10-14 2.7 x 10-15 8.1 x 10-14 

𝑅𝑔/𝑅𝑑 1.0 0.7 0.7 
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Table A.18. Several properties that were calculated based on the extracted coefficients for passive 

films formed on Type 316L SS under OCP in solution containing 0 ppm B + 2 ppm Li, and 400 

ppb dissolved oxygen at different temperatures. 

Parameters 150 ⁰C 200 ⁰C 250 ⁰C 

𝐼𝑎 (A·cm-2) 3.30 x 10-7 9.54 x 10-7 1.64 x 10-6 

𝐼𝑐 (A·cm-2) ‒3.53 x 10-7 ‒8.86 x 10-7 ‒1.65 x 10-6 

𝑍𝑅𝐶  (Ω·cm2) 1.7 x 105 4.9 x 104 2.6 x 104 

𝐿𝑠𝑠 (nm) 1.2 2.3 2.7 

𝑘2
0 (mol·cm-2·s-1) 2.8 x 10-8 6.9 x 10-7 9.7 x 10-6 

𝑘3
0 (mol·cm-2·s-1) 1.3 x 10-7 1.2 x 10-6 3.8 x 10-6 

𝑘5
0 (cm·s-1) 2.4 x 10-7 6.8 x 10-7 5.4 x 10-6 

𝑘6
0 (cm·s-1) 2.5 x 10-6 5.3 x 10-6 1.1 x 10-4 

𝑘7
0 (mol·cm-2·s-1) 5.3 x 10-9 5.2 x 10-9 8.8 x 10-9 

𝑘2 (mol·cm-2·s-1) 5.7 x 10-13 1.7 x 10-12 3.4 x 10-12 

𝑘3 (mol·cm-2·s-1) 5.7 x 10-13 1.7 x 10-12 2.3 x 10-12 

𝑘5 (cm·s-1) 1.1 x 10-9 2.4 x 10-9 1.5 x 10-9 

𝑘6 (cm·s-1) 1.8 x 10-8 4.0 x 10-8 2.9 x 10-7 

𝑘7 (mol·cm-2·s-1) 5.3 x 10-9 5.2 x 10-9 8.8 x 10-9 

𝐶𝑖
0 = 𝑘2/𝑘5 (mol·cm-3) 5.3 x 10-4 6.9 x 10-4 2.3 x 10-3 

𝐶𝑉ӧ
0 = 𝜒𝑘3/2𝑘6 (mol·cm-3) 4.8 x 10-5 

 

6.4 x 10-5 

 

1.2 x 10-5 

 𝐶𝑖
0/(

2

𝛺
) 

0.4 % 0.5 % 1.6 % 

𝐶𝑉ӧ
0 /(

3

𝛺
)  0.03 % 0.03 % 0.006 % 

𝐷𝑖 (cm2·s-1) 7.5 x 10-17 5.6 x 10-17 4.8 x 10-14 

𝑅𝑔/𝑅𝑑 1.0 1.0 0.8 

 

 

 

 

 


