== SAND2018- 8459PE

— —

Deep Learning
MLDL 2018
Tutorial

Tim Draelos
July 19, 2018

Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and Engineering Solutions of Sandia LLC, a wholly
owned subsidiary of Honeywell International Inc. for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-NA0003525.



e =

o

» Definitions
* Concepts

» Architectures/Algorithms
* Applications

Development Stages
» Software
- Hardware

* Data
* Demonstration

Current Research Topic



~ Machine Learning Fundamentals
* What is Machine Learning?

e Machine learning is the process of “learning” a function
mapping inputs to outputs

Input —— Math — Output
Features Label or Target
 Time of Day Model * Cold
 Time of Year N N  Rainy

* desterdays Weather Support Vector Machine

e Decision Tree

e Training Phase - learning from examples of
Input/Output pairs

e Test/Evaluation/Use Phase



" Machine Learning

Input —— Math — QOutput
Features Label or Target
Model
Deep Learning
[Input —— Math — Output
Data Label or Target
Artificial
Neural

Network



* Representation Learning to Discover/Detect Features

e Hierarchical Feature Selection / Feature Extraction
« Features = Explanatory factors, attributes of data samples

» Good representation (feature set) captures the a posteriori
distribution of underlying explanatory factors (e.g., Classes) of
an observed environment.

» P(Class | Data) = P(Class | Features)
« Each data sample is a biased representation of its class




2 Types of Learni ng

e Supervised - Teacher has right answers
e Unsupervised - No teacher, no answers

e Reinforcement - Environment teaches with rewards

* Transfer — Use previous learning on a new problem
e Adversarial - Teacher can’t be trusted
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" supervised Learning

* Teacher has the right answers to each question

- Answers to Questions
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"~ Unsupervised Learning

* No teacher, no answers, no grade

- 15 Math questions
- 10 multiple choice

- 20 English questions
- 7 multiple choice

- 12 History questions
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"~ Reinforcement Learning

* Environment teaches with rewards

e No answers to each question, just a grade

- Student 1 —49%
- Student 2 — 63%
- Student 3 — 87%
- Student 4 — 92%




"~ Transfer Learning

* Use previous learning on new classes

e Use learning in Math class on Physics Test

Math Class Physics Test
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] 1. Model -4 Develop

adversary countermeasure
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2. Simulate 3. Evaluate attack's
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Reinforcement Learning
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Adversarial Learning

In war, the truth must be guarded
by a body guard of lies.

Winaton Churekill
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» Neural Inspiration

* [llustration through a Convolutional Neural Network
» Types of Layers

* Applications

» Stages of development

* Resources



Deep Learning’s Neural Inspiration




Hierarchical

Image

Processing

in the Brain Object
Class
Label

High-Level
Features

Raw Low-Level
Pixels Features

Lateral

Input
Image Geniculate
Nucleus

Lateral
Occipital
Complex



Biological Neuron

Axon (Carries
signals away)

Nucleus

Dendrites (Carry
signals in)

Synapse size changes in
response to learning
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“Neuron” for Artificial Neural Networks

Neuron

Node
Unit

Weighted
Activations from wlix |
previous Layer A SELU =|4

Differentiable
Bias Activation Tanh -~

Function Sigmoid F
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FuIIy-Connte Feed-Forward

Bedrooms |

Sq. Feet

Neighborhood

(mapped to

an id number)

Artificial Neural Network

Hidden Layer

3
Output
Layer
Final
2000 Price
Estimate

1

\
|
|
/\

All inputs go
to all nodes

Lines indicate
weighted connections
between neurons

A *

O X; \l/l O
W::

1)

X = activation
w = weight

z = weighted activation




/ FuIIy-Connete Feed-Ford
Artificial Neural Network
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Convolutional Neural Network (CNN)

HOW A DEEP NEURAL NETWORK SEES

Hierarchy of Features
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Convolutional Feature Detectors Fully-Connected Neural Net Classifier
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. CNN Operation

Feature maps

B

Feature

Feature maps

Convolutions Subsampling Convolutions

(Feature Detections) (Pooling, Stride)

 Capture (Training) or Detect
(Testing) spatial structure (features)

e Convolution is used to find features
in signals (template matching)

Let fbe the signal and g be a
feature template/filter/kernel

(f*g)(t) =f_oooof(T)g(t — 1)dt
(F*9) ) =for__,, Fm)g(t —m)

Subsampling Fully-connected




: - CNNTranip

Feature maps

o

Feature
maps

Feature

Convolutions Subsampling Convolutions Subsampling Fully-connected
(Feature Detections) (Pooling, Stride) &

. .
a'/ Gradient
/

* Convolution filters are the weights

in a CNN that can be trained. Ew)

* Filter values (weights) are Global cost minimum
. o o . . Emin(W)
initialized with random values :

and update via back-propagation.

w(t+1)=w() —nA WD)



Deep Neural Network (DNN) Layers

* Fully Connected
* Convolutional
* Pooling
* Batch Normalization
* Recurrent
® Activation
* Output
e Softmax
e Logistic Sigmoid






Convolutional Layer
1:-:1 1::0 1:.:1 0 0
QGCI 1:-:1 1xt| 1 0 4
; fl) ; 0"1 O"U 1:«:1 1]1
e 0(0|1|1(0
i 0/1/1|/0|0 Convolved
Convolution

Filter/Kernel/Template Image Feature Map



Convolutional Layer

Inpuc layer (51) 4 feature maps

] (C1) 4 feature maps (52) & feature maps




[51) 4 feature maps
1

(C1) 4 feature maps

11112 4
max pool with 2x2 filters
5|6 |78 and stride 2 6
2_D: 3 | 2 NG 3
1| 2 |FSaps
y
Pooling size = 2
1
1-D:

3 25 3l 14 43 35
25 31 43




Full CNN

Input layer (51 4 fearure maps

1 (C1) 4 feature maps (52) 6 feature maps {C2) & feature maps
]

| convolution lxyer | sub-sampling layer | convaolution layer | sub-sampling layer I fully connected NLFl
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Batch Normalization Layer

Reduces Internal Covariate Shift
e Change in the distribution of network activations due to the
change in network parameters during training.
Network training converges faster with whitened inputs
e /Zero means, unit variances, and decorrelated.

IIE'::

Whitening 7

Normalization ¢~ = ~F3 4 g*

Reduces the dependence of gradients on the scale of the
parameters or their initial values.

" Regularizes the model and reduces the need for dropout and

other regularization techniques.

Allows use of saturating nonlinearities (e.g., sigmoid, tanh)
and higher learning rates.



Recurrent l:ayer

Long Short-Term Memory (LSTM)
Gate Recurrent Unit (GRU)

3 RNN Nodes

» Learning patterns in sequences

one 1o many many 1o one many 1o many
Output
Pt 1 ! Pt 1 S
RNN
State > > > o S e > - vV - .
SO:)I Unfold in
! Pt ¢ Pt time
U
Input
X
0[ ! 0{ 01+l
Each rectangle is a vector and arrows represent functions (e.g. matrix multiply). T T
: : v 14 14
No constraint on lengths of sequences because the recurrent transformation (green) W ts,, 5, 5,04
is fixed and can be applied as many times as desired. :CT) WO W O W
U U TU
A. Karpathy, The Unreasonable Effectiveness of Recurrent Neural Networks, May 21, 2015 P & 4
t-1 t t+1

http://karpathy.github.io/2015/05/21/rnn-effectiveness/



=" One to Many RNN

Sequence output (e.g. image captioning takes

an image and outputs a sentence of words)

one to many

[horse (0.53)] [bear (0.71)] [elephant (0.99)] ¢ 0.95
[brown (0.68)] [laying (0.61)]
[man (0.57)] [standing (0.79)] [field (0.65)]

[water (0.83)] [large (0.71)] [dirt (0.65)] [river (0.58)]

a baby elephant standing next to each other on a field
elephants are playing together in a shallow watering hole
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many to one

Many to O

Sequence input (e.g. sentiment analysis
where a given sentence is classified as

expressing positive or negative sentiment).

Negative

«ort or long text boxes are common elem

types of forms. Closed-ended questions re

yes or no answer, or a selection froma ¢
radio box or check mark. Unlike this

open-ended questions require the use




Sequence input and sequence output (e.g.
Machine Translation: an RNN reads a sentence in
English and then outputs a sentence in French).

many to many ¢ target output words "

Je suis étudiant </s> iloss layer

1 ﬂ
|

projection layer

Y

hidden layer 2

4

embedding layer

|
I II.
E E ? en layer

i

1

| am a student <s> suis étudiant

< > < >
source input words target input words




Activation Layer

Name Plot Equation Derivative

Linear / flx)=z f(z)=1
0 for z<0 ) 0 fo 0
Step I”*"’):{l for 30 F@)s {? for zia
Logistic 1 1N — _
Sigmoid Eeee i H | Fl) = fzx) = f(z)(1- f(z))
2

tanh T f@)=tanh(z) = ;i — 1 F@)=1~ f(a)?
arctan / f(z) = tan™"(z) f'(z) = o
Rectified /e ] 0 for <0 ’ 0 r<0
Linear, ReLU 7z) = { z for 220 fe)= { 1 20
Parametric _J ax for <0 ; for <0
RelU / f(I)_{ z for z=1 flz)= { for x>0
Exponential _J afer=1) for <0 : flx)+a for <0
Linear —/ fle) = { z for >0 fz) = { 1 for >0
Softplus / f(z) = log.(1+ €7) f(@) =1 + —




Output Layer

* Logistic (Squashing) Function : -

e Output is between o and 1

f(x) =

1+e>*

* Softmax (Normalized Exponential) Function
e Probability distribution over K different possible outcomes

« Each output is between o and 1
 All outputsadd up to1

— p(y=0)
ezj 0.7 N
J(Z)J — EK ez’c fOFj - 1, csuy K X T2> p(y=1) Y
k=1 0—1> P (v=2)

Scores (Logits) Probabilities



’ Supervised Training

Training Curve

1.0- -1.0
-0.8
—— Training Loss
— Test Loss
— Test Accuracy
0.6 .
&)
") ©
7)) i
(] -
- o
L
0.4<
DZ g \( lw - . _ 02
0.0 - . . . . -0.0
0 2000 4000 6000 8000 10000

Ilterations

Training Terms

* Epoch: Pass through all

training samples
Minibatch: Subset of
training samples
Iteration: Pass through 1
minibatch

Learning Rate: Size of
training step

» Loss: Classification error

Accuracy: Percent of
correct classifications
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neralization, Overfitti

Underfitting Overfitting

* Opvertfitting
e Over-capacity

e Over-training

e Limited data
. : > ol %, . Testdata
e Unbalanced data distributions £ N
s . Q
* Generalization S NN

: i Training ™=
e Data augmentation data o
e Regularization T

o Early StOppiI‘lg Training cycles (epochs)
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Tesla Motors

INTRODUCING

amazon echo
N—1

Always ready, connected,
and fast. Just ask.



Classification, Segmentation

* QObject, Speech, Character Recognition /f'

1 /f
Q abc
i Classification ) . Instance
Classification + Localization Object Detection Segmentation

CAT CAT, DOG, DUCK CAT, DOG, DUCK

7 w
Y Y

Single object Multiple objects
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Prediction

Completed Trips Test

Number of Trips (scaled)

Christmas
Day

- Forecast Test
~— QOriginal Test

|

New Year’s Day

100

Time (Days)

200







Autoencoder (AE) Neural Network

Level 4
Layer 4
20 & O
Layer3 [es==s
75 @O
Layer2 |[es====
100 o @
Layer1 |[ee===-=
200 OOO @
Input Reconstructed
784 @O0 (O
Image Image

Encoding, Decoding,
Classification Reconstruction



Training set Discriminator

Real

| S— {Fa ke

Fake image

Generator
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Translation

target output words
>

* Written Languages 5

Je suis étudiant </s> iloss layer

A

projection layer

m Y
A
hidden layer 2

é

A 4

* Source Code
* Communication protocols |
”ﬂ i

«<

A

Y

hidden layer 1

Iembedding layer

:
]

i 0

| am a student <s> suis étudiant

< > < >
source input words target input words
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” Stages of Deep Lea ‘

* Collect Data
e Understand
e Filter

e Normalize
» Size (pad, crop)

st IMAGENET g

ImageNet Challenge

® Augment
* Design DNN
e Layers e 1,000 object classes
e Elements/Layer (categories).
s Oliibitt e Images:
e o 1.2 M train
® Train o 100k test.

* Test/Evaluate
e Confusion Matrix
e Misclassified samples

* REPEAT
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” Stages of Deep Lea

* (Collect Data
e Understand
e Filter
e Normalize
o Size
« Magnitude
e Augment
* Design DNN
e Layers
e Elements/Layer
¢ Output
¢ Train
* Test/Evaluate
e Confusion Matrix
e Misclassified samples

* REPEAT

Level 4

20

75

100

200

784

Image

Encoding,
Classification

Image

Reconstructed

Decoding,
Reconstruction

( cTC )

feooooo000
XXX XXX

@eo0ooo00e0e0o0
o000 0e0o0
@eoeoo0o00e00
o000 e0eo0o0
o000 000

0000000

00000000

[ Spectrogram J

o b XA
( )ijccnon ===
3
N’
. h.$
: ,",<:‘\

Input

Word O‘ ' '“"\'

y onnected
128 256 (7 N2s6 512 M
Ok:40}--{O):-0)-40
Table Tose < k3¢ b hb 7 Sample/
. iy X
O AORAORAO i
{ o P X
3 < 3 ;‘\‘\"’\ 3 ,\“‘\'\ 3
YV Tat A Yot A Next
O """ Word

I

modal  SoftMax

ully Connected

OEXXXXXrmom
@eoo00o0000)f

Fully
Connected

Recurrent
or
GRU
(Bidirectional)

1Dor2D
Invariant
Convolution
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"~ Stages of Deep Learning

* Collect Data
e Understand

2

Training Curve

o Filter LA e
e Normalize
o Size — -0.8
2 Training Loss
° MagnltUde — Test Loss
° Augment — Test Accuracy 0.6 _
* Design DNN 2 £
e Layers 0.4 <
e Elements/Layer ,
* Output 0.2- W 0.2
* Test/Evaluate 0.0 . . ' ' L 0.0
: ; 0 2000 4000 6000 8000 10000
o COHfUSlOH Matrix Iterations

e Misclassified samples

» REPEAT
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Stages o
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f Deep Learning

* (Collect Data
e Understand
e Filter
e Normalize Eng
o Size Spa
» Magnitude
Dar
® Augment
® Design DNN e
® LayEI‘S nas
e Elements/Layer e
e Output Ll
* Train &l
® Test/ Evaluate

e Confusion Matrix
* Misclassified samples

o

@

REPEAT

Confusion Matrix

14 10 7 1 24 25 49

8 3 7 ) 11 8 10

10 176 39 23

24 274 9 32

37 29

3 7 0 5 1 222 7 11
6 19 4 o 24 11

11 7 3 5 3 16 8

Eng Spa Dar Fre Pas Rus Urd Chi



DL Software

'Many frameworks available for application
development

e Code supporting papers
 Use of pretrained models



[ eom  |[Fem|E=] @& | wmeb [ EmEw
MIT Yes

roNNie.ai

Linux, macOS, Windows Python Python

Apache 2.0 Yes Apache Spark Scala Scala, Python
BSD Yes Linux, macOS, Windows Cet Python, MATLAB, C++
Apache 2.0 Yes Linux, macOS, Windows, Android C++, Java Jo¥a; S(Clitlr,ag)l f);él;tel’ii)ython
MIT Yes Linux, macOS, Windows Python
Publi.c Yes Cross-Platform C C, Python

Domain
“ Boost Yes Cross-Platform C++ C++
Freemium Yes Cross-Platform Java Java
Apache 2.0 Yes Linux, macOS, Windows C++, Python
Apache 2.0 Yes Linux, macOS, Windows on Intel CPU C++, Python, Java C++, Python, Java
Proprietary No Linux, macOS, Windows on Intel CPU C
MIT Yes Linux, macOS, Windows Python Python, R
Proprietary No Linux, macOS, Windows C, C++, Java, MATLAB MATLAB
MIT Yes Windows, Linux, macOS on roadmap Ct++ BEZ;:;’&;}S&T&%?Z?:Sfdﬁl:I;)
Mpaheso  Yes LM DeOR WS smllConconetbary e
Proprietary No Linux, macOS, Windows C++ Graphical user interface
GNU LGPL Yes Cross-platform C++ C++
AGPL3 Yes Linux, macOS, Windows C++, Python Keras, Python, C++, C
BSD Yes Linux, macOS, Windows Python, C, CUDA Python
Apache 2.0 Yes Linux, macOS, Windows C++ Python, C++, Java
Apache 2.0 Yes Linux, macOS, Windows, Android C++, Python, CUDA Python, C/C++, Java, Go, R, Julia
Apache 2.0 Yes Linux, macOS, Windows, Android C++, Python, Python
BSD Yes Cross-platform Python Python
BSD Yes  Linux, macOS, Windows, Android, iOS C, Lua Lua, LuaIT, C, C++/OpenCL
Proprietary No Windows, macOS, Linux, Cloud C++, Wolfram, CUDA Wolfram Language
Proprietary No Linux, Web-based C++,Python, Go, Angular Graphical user interface, cli

https://en.wikipedia.org/wiki/Comparison_of deep_learning software



Hardware

» Embarrassingly Parallel Matrix-Vector Multiplications
» CPU

» GPU

e Boards
e Clusters

® Supercomputers
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Sandia DL Hardware

Training

1111111111111111
12x NVSwitch

4 x DGX-2

—— NVLink Plane Card

2x Xeon Platinum

yyyyyyyyyyyyyyyyy

30TB NVME SSDs PCle Switch Complex
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Data

' Deep Learning is data-driven

» Need for data engineering Data preprocessing
* Pre-processing R —

« Whitening

- Filtering / . ,’ - /'
» Log-scaling F. Ll i

°
Labe]s Zero Unit
e Class mean Variance

» Real-valued number (e.g., probability)
e Data augmentation
e Minibatches
e Class distributions



Data Augmentation

* Minor adjustments
e Adding noise
e Image rotation, scaling, translation, cropping, occlusion

g\
/ 'Pﬂg aﬁ:\ S
e & | &
SN | 5o | &S
Enlarge your Dataset

e Simulation
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Sasquatch DeepCloud Demo



