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Comparison of Traditional CNNs to CapNets

Convolutional Layer

Source pixel

(4x0)
(0x0)
(0x0)
(0x0)
0x1)
0x1)

Center element of the kernel is placed over the
source pixel. The source pixel is then replaced
with a weighted sum of itself and nearby pixels.
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Convolution kernel
(emboss)

New pixel value (destination pixel)

Max Pooling Layer

Single depth slice
% 111124
max pool with 22 filters
516 | 7|8 | andstide?
3121110
112134

RELU Layer

rebifier

Fully Connected Layer

3x3%x20 1x1x300 1x1x6

Classification

Traditional CNN

w

Initialize all trainable weights to random.
Forward propagate images (one at a time or in
batches) through network.

1. Convolutional filter layer

2. RELU layer

3. Pooling layer

4. Fully Connected final layer
Calculate loss function= Y'(target — output)?.
Backpropagate through network to calculate
partial derivative of error w.r.t. weights.
Reduce error through stochastic gradient descent
to adjust weights on trainable parameters to
reduce error.
Repeat 2-5 until convergence.

Combination = Convolutional Neural Network
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Comparison of Traditional CNNs to CapNets

(Cont.)

Capsule Network
. 16
DigitCaps

256

RelLU Convl
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W, = [8 X 16]

e . PrimaryCaps

Capsule Layer CNN

Changes forward propagation layer.
1. RELU + Pooling -> Primary Capsule Layer
Primary capsule layer routes to secondary capsule layer.

2
3. Routing weights learned from “routing-by-agreement” operation.

1.

|v,| |: length of capsule vector at category ¢, and A is a user-selectable weight

m~- = 0.1,
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2. Changes loss function: L, = T, max(O, mt — ||vC||) +A1-T,) max(O, ||vC|| — m‘) where T, is correct one-hot encoding, m* = 0.9,
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Routing By Agreement

%

‘ 0
vector output of nose  weight matrix that encoas
capsulé that encodes =~ spatial relationship
existence and pose of between nose and face

iy ‘nose  ©  ° (affine transform matrix) -

P e a8

c_a?w\e S

(face capsule)

syxménb3

novel nonlinearity

(vector input,
vector output)

—)

‘matrix-multiplied
output of lower-level  (determined by
. nose capsule .

scalar weight

routing algorithm) eXistence and pose of

vector output of face .

capsule that encodes

face

Procedure 1 Routing algorithm.

1: procedure ROUTING(@;;, 1, 1)
2 for all capsule ¢ in layer [ and capsule j in layer (I + 1): b;; « 0.
3 for 7 iterations do
4: for all capsule i in layer I: ¢; <+ softmax(b;) > softmax computes Eq. 3
5 for all capsule j inlayer (I +1): s; ¢ >, ¢ij0;);
6 for all capsule j in layer ({ + 1): v; < squash(s,) > squash computes Eq. |
7 for all capsule 7 in layer [ and capsule j in layer (I + 1): b;; « b;;j + 0;);.v;
return v

o ”

Squash ”S_||2 S.;
function Vj - J 5 J

].—I— |S j | S 4 |

additional “squashing”

unit scaling
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Notes:

* Qverview of capsule
networks

e Occurs during forward
pass through network

* Show how
implemented on
MNIST network

 MNIST is database of
~50,000 hand written
digits that are 28x28

* Not as complicated as
it seems



Capsule Network: MINIST Example

Input Layer

28 x 28 Input
9x9 kernel; stride 1; 256 filters

L'f

Primary Capsule Layer
6x6x32x8 [height X width X filters X capsules]

Convolutional Layer

20 x 20 x 256 [height X width X filters]

Feature Maps

9x9x256 kernel, stride 2,
32 filters in 8 “capsules”

Vector Input to

Routing

Reshape (6x6x32)x8
= 1152 vectors with 8

dimensions
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) | Secondary Capsule
Layer(s)

Routing by
Agreement
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Routing by Agreement: MNIST Example

Loss function and
categorical prediction

|

Output: 10 16
dimensional vectors (one
vector for each digit)

ANEEREEN
1152 16 di i |
o imensiona ........

1152 8 dimensional vectors;
u; in picture above iU; in picture above

PEEREEEE vy cacnbysas  HHNNNEED EEENEEER
matrix;
........ w;; in picture above ........

— .

Calculate 1152 c; weights
ces . by routing algorithm |
EEENEEEN EEERREEN
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Routing Algorithm: MINIST Example

Procedure 1 Routing algorithm.

I: procedure ROUTING (% ;, 1, ()
2: for all capsule ¢ in layer [ and capsule j in layer (I + 1): b;; « 0.

3: for r iterations do
4: for all capsule ¢ in layer I: ¢; «— softmax(b;) > softmax computes Eq. 3
5: for all capsule j in layer (I + 1): 85 < >, ¢i;0);
6: for all capsule j in layer (I + 1): v, < squash(s,) > squash computes Eq. 1
7: for all capsule i in layer [ and capsule j in layer (I + 1): b;; < b;j + 0;};.v;

return V4

j; = input from lower level capsules
(1152 16 dimensional vectors)

Softmax:
> exp(bj)
f=1 €xp(b¥)

Repeatr
times

r = number of routing iterations (typically

1 or 3)
Reinforce: Calculate:
bij = byj + i - v > o ) )
¢ —Zcif”oll) | = index of capsule layer (for multicapsule
networks)

Squash:

Dot Product:
- PN ||Sj||2 Sj Output: v; ;
@i - vj = |@]lvjlcoso v = put: v; Loss function and

SETTFHETN e—— . c
1 categorical prediction 1




Routing Algorithm: Intuition

58
v

. tewLT ¢

Orange: Two inputs from lower level capsule
Purple: Output of two higher level capsules
Black: Remaining inputs from lower level
capsules

C1- is reinforced by routing algorithm
because vector orientations agree

c11 is reinforced by routing algorithm
because vector orientations disagree
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Loss Function

calculated for incorrect DigitCaps

L2 norm

calculated for correct DigitCap
one DigitCap Ly , ——
T.|max(0, m* — ||[ve| )N — T..) imax (0, ||v.|| — m™)?

L=
s when incorrect

zero loss

zero loss when correct 0.5 conatant 4 1CO
e used for ¢ o . ¥
prediction with probability numerical ‘ prediction with probability
stability ) when corri less than 0.1, non-zero
otherwise

greater than 0.9, non-zero
otherwise

Note: correct DigitCap is one that matches training label, for each training example there will be 1 correct and 9 incorrect DigitCaps

If the length of the vector in the correct capsule is > 0.9, loss is O

If length of vector in the correct capsule is < 0.1, loss is 1
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Description of the data used

Released to public from

Defense Innovation Unit Z . I l . BN n _ 1 |B

Experimental (DIUx) and BEEEER PP mm
National Geospatial- --.- - “-u-

Intelligence Agency (NGA)
1 Million Object Instances . .-.. -----

* 60 Classes OfRATmRC =-...

* 0.3 Meter Resolution HEEEED EEE e
* Images labelled by humans . I w1 l e i . = A

 Amazon Mechanical Turk, etc. . --- I 5] I -..
ENEIEE)] —=§
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Results

* 5 vehicle class subset of full dataset, ~3000 images.
* Crane truck, dump truck, bulldozer, excavator, cement mixer

* Training overfits training dataset giving a high training
accuracy, with 40% accuracy on withheld testing dataset.

* 25% average precision reported in XView paper
* Not quite apples-to-apples
* Doing SSD on 300x300 chips, not tight chips

* Will examine dropout layers

e Accuracy hampered by inaccurate labels in original dataset.
 Student intern corrected labels

* 40% is still much better than chance

e Summer intern working on library implementation of
CapNets in Tensorflow with plans for a PyTorch version.
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CapNets Resources

* Web
* Understanding Hinton’s Capsule Networks. Parts | — IV, medium.com
e Capsule Networks Are Shaking up Al — Here’s How to Use Them,

hackernoon.com

* Papers
* Transforming Auto-encoders

* Dynamic Routing Between Capsules

* Matrix Capsules with EM Routing
* Mentions that capsules are resistant to white box adversarial attack.

* Video
* Capsule Networks, https://www.youtube.com/watch?v=pPN8d0OE3900

e Code
* Tensorflow implementation: https://github.com/naturomics/CapsNet-

Tensorflow
* PyTorch implementation https://github.com/gram-ai/capsule-networks

8/2/20187:34 AM
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