
Kink Instabilities of the Post-Disruption Runaway

Electron Beam at Low Safety Factor

C. Paz-Soldan1, N. W. Eidietis1, Y. Q. Liu1, D. Shiraki2, A. H.

Boozer3, E. M. Hollmann4, C. C. Kim5, and A. Lvovskiy,6

1 General Atomics, P.O. Box 85608 San Diego, California 92186-5608, USA
2 Oak Ridge National Laboratory, Oak Ridge, TN, USA
3 Columbia University, New York, NY 10027, USA
4 University of California-San Diego, La Jolla, CA 92093, USA
5 SLS2 Consulting, San Diego, California 92107, USA
6 Oak Ridge Associated Universities, Oak Ridge, Tennessee 37831, USA

Abstract. Realization of a high-current (approaching 1 MA) post-disruption

runaway electron (RE) beam in DIII-D yields controlled access to very low edge

safety factor (qa) conditions. This enables unique observation and study of low-order

kink instabilities in post-disruption plasmas where the current is carried entirely by

relativistic REs. The conventional external kink stability boundary (in terms of qa
and internal inductance, `i) is found to accurately predict the operational space of

the RE beam, with qa limited to ≈ 2. Kink instabilities appear with a characteristic

growth rate of a few tens of microseconds (which is comparable to the Alfven time)

and ultimately cause complete loss of the RE population on a similar time-scale. This

characteristic RE loss time is significantly faster than observations away from the qa
≈ 2 stability limit and implies both higher peak heat loading but also less chance of

destructive magnetic to kinetic energy conversion via RE beam regeneration. With

large enough kink amplitude no RE beam regeneration is observed, indicating the

magnetic to kinetic energy conversion was inhibited. Instability structure analysis

reveals that early instabilities at high qa (' 4) are likely internal or resistive kinks

(at higher poloidal mode number), while at qa ≈ 2 the most destructive instabilities

are either internal or external kinks with low-order poloidal mode number (m = 2).

The HXR loss magnitude is found to be proportional to the perturbed magnetic field

and exhibits a helical spatial pattern. These observations are novel for present-day

tokamaks yet will potentially be very common in high current tokamaks such as ITER,

where predicted RE beam equilibrium evolutions cross the qa ≈ 2 stability boundary.
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1. Introduction and Motivation

The risk of exciting high-current runaway electron (RE) beams becomes increasingly

severe as the plasma current (IP ) of a tokamak increases. This is due to the

exponential sensitivity of the RE avalanche multiplication process on IP , which goes

∝ exp (IP [MA]/0.4)[1]. Considering the specific example of the ITER tokamak, its

design IP of 15 MA can amplify an initial RE seed current by a factor of e38, which

is O(1014) more amplification than a typical 2 MA DIII-D discharge (amplification

factor of e5). For this reason, the importance of addressing the RE problem to

enable ITER to safely access its design IP has been well-appreciated [2, 3, 4, 5].

A concentrated experimental and theoretical effort is underway to understand and

mitigate RE effects for ITER using present-day tokamaks as experimental test-beds

[6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16].

One aspect of the RE problem that has received remarkably little experimental

and theoretical attention is the effect on RE dynamics of macroscopic MHD instability

at high RE IP and consequently low edge safety factor (qa), specifically when qa ≈ 2.

Due to the potential to transfer a large fraction of the pre-disruption IP to the RE

population in high IP tokamaks, RE beams in devices such as ITER will be much

more likely to traverse macroscopic MHD instability boundaries encountered at low qa
- namely the external, resistive, and internal kinks [17, 18, 19, 20, 21]. For example,

simulations using the DINA code [22] reported in Ref. [23] self-consistently evolved ITER

RE beam equilibria initialized with a variety of initial ‘seed’ RE current distributions

which were then allowed to undergo avalanche multiplication. These studies found that

most initial current distributions evolved to low qa (< 2) and high internal inductance

(`i > 1.3) where instability might be expected based on experience from thermal (non-

RE) plasmas. Separate theoretical studies of resistive instabilities of the RE beam were

considered in Ref. [24], with the finding that the linear resistive instability behavior is

approximately the same as a plasma without REs but with the same current profile.

The absence of controlled experimental data on this question can be appreciated

by noting that REs pose operational risks even in present-day tokamaks. Thus, the

maximum RE IP is usually under strict administrative control to a level far below the

operating non-RE IP for a given device. Additionally, the weak avalanche amplification

factor of present-day devices generally cause low IP (few 100 kA) RE beams, and the

available central solenoid flux is usually insufficient to increase IP enough to access qa
≈ 2. These technical and administrative issues have prevented systematic experimental

study of kink instability effects associated with qa ≈ 2 RE beam operation.

Indirect evidence for the kink instability impact on RE dynamics has also been

proposed to explain some features of high-IP RE loss cases in JET [9], where

simple estimates found no qa values below 2, possibly indicating the presence of kink

instabilities. The final loss dynamics in Ref. [9] were suggested to be due to MHD

instabilities, though no observation of instability or an associated interaction with the

RE beam was presented. The interaction of lower IP RE beams (0.25 MA) with the
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first-wall in DIII-D was presented in detail in Ref. [25], presenting a useful reference

point for the present study at much higher IP and lower qa.

Despite the scarcity of data, whether or not the RE beam is MHD stable is

a fundamental question when considering RE mitigation, as is documenting and

understanding the observed dynamics when the RE beam goes MHD unstable. MHD

instabilities may abruptly terminate the RE beam before RE mitigation methods

are applied, or alternatively MHD instabilities may significantly affect the RE beam

evolution during mitigation. Owing to the large non-axisymmetry and potential for

rapid stochastic transport, RE loss dynamics driven by macroscopic MHD may be

very different from RE loss in more MHD stable situations [26, 27, 28, 29]. Finally,

the operational boundaries identified using non-RE tokamak plasmas have not been

experimentally shown to be accurate for relativistic RE beams. These open questions

motivate the present study.

In this paper the observation and impact of macroscopic MHD instabilities at low

qa on the post-disruption RE beam is presented. The conventional stability boundary

for the external kink is shown to accurately predict the operational range of the RE

plateau, with the limiting instability appearing on an Alfvenic time-scale having a m/n

= 2/1 structure consistent with internal or external kink modes with qa / 2. Higher-

order and less virulent kink instabilities are also found at higher qa (' 4), consistent

with either resistive or internal kinks. Observed kink instabilities cause significant and

ultimately total loss of the RE population on a time-scale similar to the mode growth

(tens of microseconds). This fast time-scale forces re-evaluation of first-wall heating

calculations and prevents regeneration of the RE beam and subsequent conversion of

magnetic to kinetic energy. The RE loss spatial patterns are found to be distributed,

helical, and with a toroidal phase related to that of the magnetic structure.

The structure of this paper is as follows. Experimental setup and basic observations

are shown in Sec. 2. Equilibrium evolution towards instability is discussed in Sec. 3. The

fast dynamics of the final loss are shown in Sec. 4. Magnetic analysis of the observed

instabilities and comparison with ideal and resistive MHD simulation is presented in

Sec. 5. Spatially-resolved measurements of the RE loss are given in Sec. 6. Discussions

and conclusions are given in Sec. 7.

2. Experimental Setup and Basic Observations

As discussed in Sec. 1, regular operation of present-day tokamaks inhibits controlled

access to the qa ≈ 2 RE regime. The simple path of reducing the toroidal field (BT ) has

been reported to inhibit RE production [30, 31], thus it is not usually attempted. The

alternate path of increasing RE beam IP is challenging both due to administrative limits

on the maximum allowable RE beam IP , as well as the technical difficulty in raising IP
from generally low initial values to those needed to access qa ≈ 2. Both barriers to qa
≈ 2 RE beam operation were overcome in DIII-D discharge 177040, where the RE beam

reached IP ≈ 1 MA and became repeatedly unstable to macroscopic MHD instability.
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Figure 1. (color online) (a) Global evolution of high-IP RE beam. Low safety factor is

achieved by combination of high current (IP ), (b) slightly reduced beam radius (rbeam),

high loop voltage (Vloop), and (c) fairly low <ne>. Large-scale deconfinement events

(colored symbols) are observed in (d) magnetic probe and (e) ECE, HXR signals.

As this IP level is administratively prohibited, additional discharges of this type could

not be requested and consequently the analysis in this work is limited to this singular

discharge.

To reach this record high IP value for a DIII-D RE beam, the plasma control

system was programmed to maximize IP , such that the central solenoid was delivering

maximum loop voltage (Vloop). This enabled the imposed Vloop to eventually raise IP
to the required values approaching 1 MA, as shown in in Fig. 1(a). During this time

the RE beam position is controlled using the standard DIII-D RE shape controller and

is limited in size by the tokamak center post. A small programmed contraction of the

RE beam minor radius (rbeam) also assisted in qa ≈ 2 access, shown in Fig. 1(b). This
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also increases the BT at the magnetic axis (from 2.1 to 2.5) and causes a transient

drop in Vloop. Furthermore, deuterium (D2) massive gas injection (MGI) significantly

reduced the density [Fig. 1(c)] and resistivity of the RE beam through the unexplained

mechanism first shown in Ref. [13]. It should be noted that while RE beam shape control

is routine in DIII-D (as described in Ref. [32]), no such control capability is expected in

ITER due to the comparatively slower control coil response times arising from the fact

that the poloidal field coils are more distant and superconducting.

As IP increased, large-scale MHD activity measured by magnetic probes begin to

be observed [Fig. 1(d)] together with indications of RE loss. RE loss is evidenced by

sudden drops in electron cyclotron emission (ECE) and sudden rises in hard X-ray

(HXR) emission measured by a distant plastic scintillation detector [Fig. 1(e)]. ECE is

here used as a proxy for the internal RE population, though ECE emission is weighted to

few MeV energy and more perpendicular velocity orientation [33, 34]. The availability

without cut-off of the ECE measurement as a proxy for the internal RE population is an

important feature of this study, enabled by the low density condition of the RE beam

after D2 MGI.

The HXR detector scintillation signal measures bremsstrahlung emission from

the RE beam, and is proportional to both HXR energy and quantity with uncertain

weighting. It is also located several meters from the tokamak and tends to measure

volume-integrated data. For this reason it is termed the distant HXR detector. Its

measurement serves as a proxy for the total RE-induced bremsstrahlung emission. Signal

spikes in this detector are used as a proxy for RE loss, since during the loss event the

HXR emission is dominated by bremsstrahlung emitted by RE-wall interactions. The

distant HXR also picks up emission from within the RE beam, as seen in the rising HXR

baseline, though this part of the signal is small. Note the distant HXR spikes are often

saturated, so no relative intensity information can be obtained from this measurement.

Each loss event (burst) is indexed by a colored symbol, and this indexing will be used

throughout this work when examining each loss event in detail.

Beyond the ECE and distant HXR measurements, Fig. 2 displays other instruments

used in this study as well as the RE beam position and cross section. The beam major

radius (R) and minor radius (rbeam) are 1.44 and 0.39 m respectively for the low qa phase.

Control of the RE beam position to the center of the tokamak enables accurate diagnosis

of the instability spatial structure with toroidal arrays of magnetic probes (indicated in

blue in Fig. 2) and HXR detectors (indicated in cyan in Fig. 2). Note a toroidal array

of magnetic probes and HXR detectors exist at each indicated poloidal position. For

the magnetics, arrays on the high-field side (HFS) consist of 8 independent probes per

row, while arrays on the low-field side (LFS) have 8 probes for off-midplane rows and

10 probes for the midplane row [35]. HXR detector arrays consist of three detectors for

each off-midplane row, and four detectors for the midplane row [36]. The HXR detector

type is Bismuth-Germanium Oxide (BGO) for the toroidal arrays [37], while the distant

HXR detector employs polyvinyltoluene Bicron BC-400 plastic scintillators [38].

Though this work focuses on the post-disruption RE beam phase, the pre-disruption



6

θgeom

RE Beam
(EFIT)

HXR Detectors (BGO)

Magnetic
Probes (δBp)

Distant
HXR Detector

(Plastic)

177040.01030

CO2 
Interferometer

ECE 2ωce
(130 GHz)

Figure 2. (color online) DIII-D tokamak cross section, indicating the location

of the RE beam during the low qa phase, as well as the diagnostics used in this

study. Magnetic probes and BGO-based HXR detectors are actually several toroidally

distributed measurements.

plasma scenario utilized is a low density, elongated, inner-wall limited plasma with BT

at the vessel center of 2.1 T, IP = 0.8 MA. The plasma was heated by 2.1 MW of

electron cyclotron heating aimed to the plasma core, yielding a peaked profile with core

electron temperature (Te) of 6 keV. The RE beam is initiated by the injection of a solid

Argon pellet. This scenario is conventional for DIII-D RE experiments in all respects

except for the somewhat reduced IP , and is further described in Ref. [7]. It should also

be noted that during the RE plateau phase (from t − tdis = -0.33 s to -1.15 ms) IP is

overwhelmingly carried by the relativistic population. This can be most clearly seen by

noting the bulk Te is measured to be ≈ 1.5 eV using line ratio coronal estimates [39]

implying a Spitzer resistivity of 5 mΩ, while as will be discussed the measured resistance

is closer to 5 µΩ. Thus, the current must overwhelmingly be carried by non-thermal

REs to allow the observed low Vloop.

3. Equilibrium Evolution and Stability Boundary

Equilibrium reconstruction of the RE beam magnetic geometry allows comparison of

stability boundaries developed for non-RE plasmas to those observed in the post-

disruption RE beam. Figure 3 shows the evolution of the RE beam as the final limiting

instability is approached (at t = tdis). As IP is rising rapidly, well separated HXR bursts

are observed together with drops in ECE [Fig. 3(b)], indicating RE loss events. ECE

drops occur together with brief rises in the interferometer <ne> [Fig. 3(c)], indicating

a brief transfer of some RE current into bulk thermal current [25], likely mediated by

a momentary increase in the internal electric field. This is evidenced externally by a

small momentary rise in Vloop from 9 to 11 V [Fig. 3(c)], indicating also a brief increase
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Figure 3. (color online) Trajectory of equilibrium parameters prior to the disruptive

RE final loss event at tdis. (a) Plasma current (IP ), (b) distant HXR and ECE Trad,

(c) Vloop and CO2 interferometer <ne>, (d) EFIT and JFIT calculations of qa, and

(e) EFIT-calculated `i.

of resistivity due to some of the current being momentarily carried by the thermal bulk.

Note that on the short time scale (sub-ms) of the RE loss (ECE fall) the RE current

cannot appreciably increase, necessitating the transfer to bulk current to conserve flux.

On a longer time scale (5 ms), the current transfers back to the RE population and Vloop
returns to nominal values.

<ne> also rises during this process because Ohmic power transfers from the RE

beam to the bulk population, causing a momentary increase in ionization. Once the

current returns to the RE population, this drive for ionization is removed, and the

density falls back to the original level. It is interesting to note that during each burst

the total IP is nearly unchanged, indicating an efficient transfer of RE current to bulk

thermal current during these loss events.

Two methods are used to compute the magnetic geometry. The first is the usual

equilibrium code called EFIT [40], that solves the Grad-Shafranov equation assuming

isotropic pressure. The experimental pressure is decidedly anisotropic, though as the

pressure contribution to the Grad-Shafranov equation is small in these plasmas this

may not be of consequence. A second method is provided by the JFIT code [41] which

does not enforce the Grad-Shafranov equation but instead solves for a coarse grid of

current elements within the vacuum vessel. This enables the code to run more robustly,

especially during transient conditions.
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Figure 4. (color online) Evolution of RE equilibrium in kink stability space indexed

by internal inductance (`i) and edge safety factor (qa). Large loss events begin shortly

after the empirical boundary from Ref. [44] is crossed, followed shortly thereafter by

the final disruption.

Evaluation of the edge safety factor with EFIT and JFIT is shown in Fig. 3(d).

A modest and systematic discrepancy is observed, with JFIT qa lower than EFIT by

about 0.2. The incomplete RE loss events prior to tdis are well predicted by qa = 2

with JFIT, although a few JFIT reconstructions just-prior to the final RE loss event

(at tdis) indicate qa slightly less than 2. EFIT values of qa are slightly above 2 for the

pre-disruptive loss events, while the final disruptive loss event at tdis extrapolates closer

to qa = 2.

Considering the internal inductance (`i), it was found that the JFIT solution grid

was too coarse to provide a useful `i value. EFIT-computed `i was calculable and is

shown in Fig. 3(e). It has been previously shown that it is impossible to separate `i
from the poloidal beta (βp) in circular cross section tokamak equilibrium reconstructions,

with the well-constrained parameter being βp + `i/2[42]. However, these plasmas are

reconstructed to have an elongation of 1.1, which in the study of Ref. [42] were found

to provide `i to within ≈10% using Solovev equilibria. This level of accuracy is deemed

adequate for the present study.

The incomplete yet large-scale RE loss events prior to tdis are found to lead to

a significant rise in the computed `i. This indicates the RE current profile becomes

significantly more peaked, as would be expected from the RE loss being preferentially

driven at the edge of the RE beam. Interestingly, the RE IP does not significantly

change, so any loss of RE current (at the edge) was very rapidly replaced by new RE

current (in the core). This process is thought to be mediated by changes in the internal

electric field radial profile, though this is un-measured. These observations confirm the

potential for RE regeneration in the event of incomplete RE loss events [43]. Ultimately,

a complete RE loss without regeneration is observed for a sufficiently vigorous instability

at tdis. After the complete RE loss, an IP -spike and current quench (CQ) is observed,

which will be further discussed in Sec. 4.

EFIT calculations of qa and `i allow evaluation of the conventional tokamak

operating space first discussed in Ref. [45] and compared to JET data in Ref. [44].
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Figure 5. (color online) Fast dynamics of RE final loss in terms of (a) IP (carried
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(c) ECE, HXR, and interferometer <ne> measurements.

The operating space is shown in Fig. 4, with the observed RE loss events indicated

by the colored symbols (matching Fig. 1). The early RE beam evolution exists at

considerably higher `i, favoring the excitation of internal kinks as will be described in

Sec. 5. Nonetheless, it is clear that the empirical operating space boundary of Ref.

[44] fairly accurately predicts the emergence of the major RE loss events, though less

catastrophic loss events do occur in the stable region earlier in the evolution. The

increase in `i observed after the major events only brings the RE equilibrium further

into the unstable domain, until finally the RE beam is completely lost at tdis. Note EFIT

reconstructions within a few ms of tdis could not be converged, though JFIT indicates

qa continues to fall. The sudden drop in `i corresponds to the final converged EFIT

reconstruction and is of unclear veracity.

4. Fast Dynamics at Final Loss

The fast-time scale dynamics associated with the complete RE loss event at tdis and

the subsequent current quench (CQ) are now considered. These measurements show

microsecond timescales of both instability growth and RE loss, as well as the ability to

fully lose the RE population without regeneration.

4.1. Complete RE Loss Event

Figure 5 presents high time-resolution measurements of final-loss dynamics for the

narrowly-separated catastrophic RE loss events that ultimately trigger a thermal
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quench-like event, complete with IP -spike and subsequent CQ. What differentiates

this event from those prior is clearly the magnitude of δBp, which as shown in Fig.

1(c) exceeds the previous bursts by at least an order of magnitude. Even before δBp

reaches this high level, significant HXR loss is observed, with the distant HXR detector

saturating at about δBp = 10 G, and shortly thereafter the internal ECE measurement

indicates the vast majority of the RE content within the beam is lost at t− tdis = -1.15

ms. Shortly after the ECE signal is lost, the interferometer <ne> rises dramatically,

indicating significant transfer of RE current into bulk thermal current starting at t− tdis
= -1.15 ms. After this time, as indicated by a dashed line in Fig. 5(c), no signal from

the ECE system is expected due to right-hand ECE cutoff (estimated assuming a linear

density profile).

After the first loss event, δBp subsides prior to growing again and initiating a

second loss event as evidenced by a second large HXR burst. It is speculated that the

RE population partially regenerated between this first and second loss event, but with

ECE in cut-off no internal verification is possible. After the second burst, no further

HXR signal is observed, indicating the RE population has been completely lost. The

presence of an IP -spike at this time suggests fully open flux surfaces and rapid internal

current re-arrangement, reminiscent of a thermal quench. Likely due to the presence of

open field lines from the extremely large δBp, no RE regeneration is observed, and the

expected transfer of magnetic to kinetic energy does not take place.

These fast dynamics are rather different than what is observed in the high qa (' 4)

loss events described in Ref. [25]. Here, the entire RE population is lost in a few isolated

HXR bursts, whereas at high qa a multitude of repetitive and smaller loss events slowly

degrade the RE current over≈ 5 ms. This time-scale was found in Ref. [25] to correspond

to the avalanche time. In this qa ≈ 2 regime, complete RE loss occurs within the Alfvenic

time-scale of the MHD growth, which is about 100 µs.

The RE loss time-scale is an essential empirical input to first-principles predictions

of the first-wall Joule heating from the RE loss [46]. Very different time-scales are

clearly needed to treat MHD-stable RE beams at high qa as compared to kink-unstable

RE beams at qa ≈ 2. The faster loss of REs is undesirable as it will lead to increased

first-wall heating, as there is less time for heat to dissipate via radiation or conduction.

4.2. Current Quench

A second parameter necessary to estimate the impact of the disruption is the time-scale

associated with the current quench (CQ). It is experimentally unknown whether the CQ

timescale or dynamics would be different for a qa ≈ 2 instability of the RE beam as

compared to non-RE plasmas. In this Section the CQ time is measured and shown to be

consistent with the inductive current decay assuming the entire RE current transferred

to the cold (few-eV) bulk electron population. The CQ is thus found to be entirely

conventional despite its unusual origin.

The experimental CQ dynamic is shown in Fig. 3(a) alongside an exponential fit
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to the IP trace and marked time-points where the current is at 100%, 80%, and 20%

of the maximum value. The time between the 100% and 80% value is 0.95 ms, and

between the 80% and 20% value is 2.8 ms. These values fall right in the middle of a

wide ensemble of DIII-D CQ time-scales, indicating they are not anomalous for DIII-D

[47]. The exponential fit yields an inductive L/R decay time (τL/R = L/R) of 2.1 ms,

where L is the inductance and R is the resistance.

The observed τL/R can be compared to expectations based on estimates of L and R

taken before the final loss events begin. This is done in order to infer whether the beam

R is appreciably larger during the CQ than before the final loss, which if true supports

the hypothesis that the entire RE current transfers to the thermal bulk during the final

loss event. To achieve this, a simple L/R circuit equation (Vloop = L(dIP/dt) + RIP )

is applied to the time before the loss events begin in Fig. 5, where measured values of

Vloop = 9 V, IP = 0.8 MA, and (dIP/dt) = 3.5 MA/s are obtained.

A first estimate of L taken from Eq. 4 in Ref. [43] yields L = 3.6 µH. Surprisingly,

using this estimate of L in the circuit equation implies L(dIP/dt) > Vloop, which is

unphysical. This constraint provides a firm upper bound of L < Vloop/(dIP/dt)) = 2.6

µH. An estimate of R can be obtained from similar D2-dominated RE discharges

reported in Ref. [13], where in contrast to this discharge IP/dt = 0. This yields R in

the range of 5-8 µΩ. Using this estimate of R in the circuit equation to compute L, a

range of L = 1.0-1.5 µH is obtained. This range gives an expected τL/R in the range of

125-300 ms, which is two orders of magnitude slower than observed. This supports the

conclusion that the current is no longer carried by the collisionless (and thus low R) RE

population but rather by colder and more resistive bulk electrons.

A further verification of cold bulk Te during the CQ is possible by assuming L is

unchanged through the final loss and IP -spike, and using the observed τL/R to infer

R. Using Spitzer resistivity, R can then be used to calculate the bulk Te. These

calculations are rough as mutual inductance effects during the CQ are ignored, as are

possible changes in the internal current profile changing L through the final loss and

IP -spike. Using the initial L (1.0-1.5 µH) with the observed τL/R (2.1 ms) yields R =

0.5-0.7 mΩ. Using Spitzer resitivity (taking Z = 1) this yields Te is 5-7 eV, which is

firmly not relativistic. These observations support the conclusion that the entire RE

population was lost through the Ip-spike, giving rise to a conventional CQ.

5. Kink Instability Magnetic Structure and Model Comparison

Each magnetic burst and RE loss event highlighted in Fig. 1 is now attempted to

be identified with its underlying magnetic instability. This is done by measuring the

toroidal and poloidal structure with the magnetic probe array and comparing it to

predictions from ideal and resistive MHD modeling using the MARS-F code [48]. This

experiment-model comparison will reveal the possible importance of several types of

instabilities, namely the resistive, internal, and external kinks. The first two (resistive,

internal) will be shown to be consistent with measurement at high qa (' 4), while the
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the rapid bursts associated with each RE loss events, with color coding matching Fig.

1. Error bars are taken as the standard deviation of the measurement over the 0.1

ms burst period. For clarity, the absolute toroidal phase is shifted such that the LFS

phase is 0 degrees. The expected helicity of a single m = 2 and m = 3 perturbation is

also shown.

latter two (internal, external) are consistent with measurement at qa ≈ 2.

5.1. Experimental Mode Structures

Spatially distributed magnetic probes allow determination of the toroidal and poloidal

mode numbers associated with the RE loss events highlighted in Fig. 1. Toroidal

resolution clearly identifies the toroidal structure to be overwhelmingly n = 1 in all

cases. Poloidal resolution is provided by separate toroidal arrays at five different θgeom,

as shown in Fig. 2. Note only the poloidal magnetic field (δBp) is considered as the MHD

activity is so rapid that the radial magnetic field is strongly shielded by the conducting

vacuum vessel. Results of the magnetic modal analysis are shown in Fig. 6. Colors are
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coded to the symbols found in Fig. 2, one color per RE loss event, and the qa values

are shown in Fig. 6(a). The final disruptive burst discussed in Sec. 4 is not included in

the analysis as it quickly saturates several magnetic probes. However, data early in the

growth phase of this final instability reveals its structure to be essentially identical to

the two penultimate bursts (red circle, black square) at similarly low values of qa.

Considering the poloidal mode structure shown in Fig. 6(b), coherent phase

information is found for each burst and the uncertainty is taken as the standard deviation

of the phase within the 0.1 ms burst period. Even and odd poloidal structures are clearly

identified by comparing the phase difference between the LFS and HFS midplane sensors,

with in-phase structures called even and out-of-phase structures called odd. The helicity

of the late bursts (green asterisk, blue triangle, red circle, black square) are consistent

with an m/n = 2/1 (even) structure, while the earlier bursts (cyan diamond, magenta

cross) are consistent with an 3/1 (odd) mode structure. This indicates that the early

bursts, occurring at higher qa (' 4), are of a different nature than the late bursts at qa
≈ 2.

Amplitude as a function of θgeom is shown in Fig. 6(c). A much larger magnetic

signal is always found on the HFS arrays, due to the simple fact that the RE beam

is resting on the tokamak center-post and is thus nearer to the HFS arrays. The

HFS/LFS ratio is between 2-10 and varies with each burst. These observations will now

be interpreted with MHD modeling to try and identify the underlying MHD instabilities

responsible for each burst, with model comparison results eventually summarized in

Table 2.

5.2. Comparison to MARS-F Modeling

Two equilibria are generated using the EFIT code for ideal and resistive MHD analysis

with the MARS-F code [48], one at t − tdis = 150 ms with qa = 6.04 and a second at

t − tdis = 10 ms with qa = 2.1. Calculations include effects from the DIII-D resistive

wall, though these are found to be weak. For resistive analysis, a resistive time (τr)

of 2.5 ms is chosen, corresponding to the resistivity of the bulk (few eV) electrons as

found in Sec. 4.2. This yields a Lundquist number (S = τr/τA) of S = 104. Note no

treatment of the relativistic population is attempted in these simulations. The pressure

is taken to be anisotropic, ignoring any anisotropic pressure from the predominantly

parallel-directed REs. Resistivity is taken to be that of the bulk. The fluid model is

thus essentially applied to the bulk plasma, but not the relativistic population. This

is deemed to be a reasonable starting point, although as discussed in Sec. 7.2 future

work can attempt to use a more self-consistent equilibrium model including the (small)

relativistic population, both in the pressure tensor and the resistivity. A likely more

important issue for this analysis is the lack of internal current profile constraints in the

equilibrium fitting. Specifically, the on-axis safety factor (q0) is not measured.
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Figure 7. (color online) MARS-F computed instability growth rates for (a) the qa
= 2.1 equilibrium as qa and q0 are both varied, (b) the qa = 2.1 equilibrium as only

qa is varied, and (c) the qa=6 equilibrium as qa and q0 are both varied. Candidate

instabilities for experimental mode structure comparison are identified and listed in

Table 1.

5.2.1. Instability Space and Growth Rates To explore the various candidate instabilities

numerical scans of the current profile are executed, as shown in Fig. 7. The computed

instability growth rates (γ) are normalized to the Alfven time (τA ≈ 0.25 µs). The

predicted growth rates are thus very rapid: O(105) s−1. The observed instabilities are a

textbook-like tour of ideal-resistive MHD, but are nonetheless here briefly reviewed for

the benefit of the reader. Highlighted instabilities are also summarized in Table 1.

Without any modification of the input qa = 2.1 equilibrium, instability is found at

the experimental resistivity (S = 104). This instability is denoted the Resistive Kink,

and its growth rate decreases with S by a power law [21]. At a conductivity far exceeding

the experimental value (S = 107) the resistive kink becomes a dominantly tearing-type

instability. Since this value of S is unphysical and the tearing mode grows far too slowly



15

Name qa q0 S γτA

Internal Kink (qa ≈ 2) 1.85 0.97 ∞ 0.105

External Kink (qa ≈ 2) 1.83 1.13 ∞ 0.14

Resistive Kink (qa ≈ 2) 2.16 1.13 104 0.015

Tearing Mode (qa ≈ 2) 2.16 1.13 107 0.001

Resistive Kink (mid qa) 4.8 1.5 104 0.023

External Kink (mid qa) 2.7 1.4 ∞ 0.055

Resistive Kink (qa ≈ 6) 6.04 1.83 104 0.02

Internal Kink (qa ≈ 6) 6.1 0.97 ∞ 0.008

Table 1. Instabilities highlighted in MARS-F current profile scans that will be later

compared to experimental measurements. Except in the tearing mode case, naming

convention relates to q0 (internal vs. external) and S (resistive or not). Instabilities

with S =∞ are by definition ideal though for brvity it is omitted from the name.

compared to experiment, it is excluded from further consideration.

Scanning the current profile self-similarly causes both qa and q0 to decrease. When

q0 drops below one (alongside qa below two), a strongly growing instability is found and

is denoted the Internal Kink [Fig. 7(a)]. It is ideally unstable, in that it is unchanged

by taking S → ∞. To avoid the internal kink, a second scan of qa (from 1.7 to 2.3)

while fixing q0 > 1 is executed, with the ideal External Kink found when qa drops below

two [Fig. 7(b)]. The internal and external kinks have very similar growth rates but are

differentiated by their mode structure, dominantly m/n = 1/1 in the internal case and

both 1/1 and 2/1 in the external case.

Considering the qa ≈ 6 equilibria [Fig. 7(c)], no ideal instability is found when qa
drops below the integer 6. The experimental S is however unstable to a resistive kink

at this qa value. Reducing q0 below one in this equilibrium again destabilizes the ideal

internal kink, this time at much higher qa. Continuing to reduce qa traces the usual

undulating growth rate pattern with integer qa, and a slightly lower qa (≈ 5) resistive

kink is highlighted for comparison to intermediate qa experimental cases.

5.2.2. Model-Experiment Comparison: Poloidal Structure and Growth Rates The

instabilities identified in Fig. 7 are now compared to the experimental measurements

shown in Fig. 6. The bursts early in time are compared to the qa≈ 6 equilibrium results

[Fig. 8(a,b)], intermediate time bursts are compared to a mix of both equilibrium results

[Fig. 8(c,d)], and late time bursts are compared to the qa ≈ 2 equilibrium results [Fig.

8(e,f)]. As the MARS-F stability calculations returns only the relative amplitude, the

amplitudes are normalized to measurements on the HFS (with a confidence interval),

and the phase is shifted to match the observed LFS midplane (θgeom = 0) phase.

Uncertainties are propagated in both the experimental data points and the normalization

of the predicted amplitude structure to the HFS amplitude.

A broad conclusion is that despite the fact that the relativistic population is ignored
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Figure 8. (color online) Comparison of MARS-F predicted magnetic structure to

experimental observation in terms of δBp phase and amplitude for the (a,b) early

bursts with the qa ≈ 6 equilibrium, (c,d) intermediate bursts with both equilibria, and

(e,f) late bursts with the qa ≈ 2 equilibria. Dotted lines indicate rigid m = 2 and

m = 3 helicity. Experimental datapoint colors are the same as previous figures and

identified in Table 2.

in calculation, the MARS-F predicted mode structures are comparable to experimental

measurements, enabling an effort to identify candidate instabilities by their magnetic

mode structure. The two main features used to identify the instabilities is firstly

whether the mode structure is even or odd (phase difference between LFS and HFS

measurements) and secondly the ratio of the HFS to LFS amplitude. Due to the

similarity between candidate instability mode structures, in many cases the external

magnetic mode structure measurement cannot differentiate between the candidate

instabilities, though some options can be excluded. Results are summarized in Table 2

and are now explained for each qa range in turn.

Considering the early burst candidate instabilities in Figs. 8(a,b), the resistive

kink and internal kink appear very similar in mode structure. This is expected,

as the main difference is the destabilization of a core 1/1 component that couples

weakly to the external magnetics. For both candidates, the phase dependence is odd

helicity overall and has m = 3 helicity on the LFS, and both are consistent with

experiment. Interestingly, the large experimental phase variation (large error bars)

of the magenta points are consistent with the computed sensitive phase structure on

the HFS. Amplitude comparison is shown in Fig. 8(b). A small distinction between the

internal and resistive kink is found in the ratio of HFS and LFS amplitudes, with the

data in better agreement with the internal kink. However, large uncertainty on the cyan

data points prevent conclusive discrimination between the internal and resistive kink.

Intermediate qa bursts are now compared in Figs. 8(c,d). The observed mode

helicity is now even, while the external kink at qa ≈ 3 is odd. This excludes the qa
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color symbol qa even/odd |BHFS/BLFS| γτA Candidate Instabilities

cyan diamond ≈ 6 odd ≈ 10 0.018 Int. or Res. Kink

magenta cross ≈ 5 odd ≈ 2 0.010 Int. Kink

green asterisk ≈ 4 even ≈ 2 0.021 Int. or Res. Kink

blue triangle ≈ 3 even ≈ 2 0.008 Int. or Res. Kink

red circle ≈ 2 even ≈ 10 0.013 Int. or Ext. Kink

black square ≈ 2 even ≈ 10 0.013 Int. or Ext. Kink

Table 2. Experimentally measured δBp mode structure, growth rate, and proposed

candidate instabilities for bursts shown in Figs. 1 and 3 (with consistent color coding).

≈ 3 burst (blue triangles) from being an external kink. For the same reason, the

resistive kink at qa = 5 is a poor match. This is either because the experimental qa of

these bursts (≈ 3, 4) is lower, or because the observed instability is an internal kink.

Considering the amplitude dependence, the internal kink is found to agree very well

with the observations in both amplitude and phase, though the resistive kink is also

within experimental uncertainty.

Finally, the late burst instabilities compared in Figs. 8(e,f). The phase of the

data are of very similar helicity and are consistent with either the internal or external

kink, while the resistive kink is excluded. The amplitude dependence indicates a small

LFS/HFS ratio, actually consistent with all three considered instabilities found at qa
≈ 2. Combining phase and amplitude, the most consistent instabilities are the internal

and external kink, which recall are difficult to distinguish due to the weak coupling of

the 1/1 component with external magnetics.

While the preceding discussion has focused on mode structure comparisons, the

growth rate of each burst is also measured (shown in Table 2) and is always found

to be a few tens of microseconds. For the experimental Alfven time (τA) of 0.25 µs,

this gives γτA of between 0.01-0.02. This timescale is Alfvenic, although slower than

predictions for the ideal instabilities in Table 1. Due to the similarity of the growth

times for each burst, the growth rate does not provide further relative discrimination

between instabilities, except to generally favor the resistive kinks as their growth rates

are generally slower. Further discussion of growth rate discrepancies are left to Sec. 7.2.

In summary, the mode structure comparison has thus highlighted that the observed

mode structures vary with qa, as do the most likely candidate instabilities. For early

bursts at high qa, internal or resistive kinks are implicated, while for late bursts the

most likely instability is either the internal or external kink (with qa / 2). Experimental

growth rates appear systematically lower (more stable) than model predictions.

6. RE Loss due to Kink Instabilities

In this final section an examination of the relationship between the magnetic mode

structure and resultant HXR loss is conducted, utilizing the spatially distributed HXR
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Figure 9. (color online) Relationship between the total integrated HXR flux summed

over all detectors as compared to the magnitude of the (a) LFS δBp and (b) HFS δBp.

HXR flux is integrated over the duration of each burst whose identity is given by the

color code shown in Table. 2.

sensor arrays presented in Sec. 2. This will reveal a correlation between the magnitude

the LFS δBp with the total HXR flux as well as a helical HXR loss pattern whose

toroidal phase (φtor) is related to the toroidal phase of the magnetic mode structure.

A relationship between the amount of flux registered on the spatial HXR arrays

and the magnitude of the magnetic field during each burst is found, as shown in Fig.

9. HXR flux measurements are integrated over the entire spatial array and over the

duration of each fast burst, while magnetic signals are processed as discussed in Sec. 5.

A clear correlation is found between the magnitude of the LFS magnetic signal and the

integrated HXR flux, but interestingly the correlation is poorer with the HFS sensors.

This is surprising because the measured magnetic signals on the LFS are 2-10x smaller

than on the HFS due to geometric effects. It can thus be concluded that the mode

structure is important when considering the HXR loss. This observation may be due

to a preferential loss of REs to the LFS of the device due to drift orbit effects that

shift the RE orbits to the LFS of the corresponding flux surface. Dedicated simulations

considering RE loss in the predicted non-axisymmetric fields from each instability class

are required to further explore these correlations.

Final consideration is given to the spatial distribution of HXR emission originating

from lost REs striking the tokamak wall. Figure 10 displays the spatial HXR loss

pattern for each considered magnetic burst of this study, with each burst normalized

to the maximum flux of each event. The spatial pattern varies between bursts. Early

bursts are found to be localized to a single HXR detector, while later (and larger) bursts

are more distributed, registering more flux above and below the midplane. Interestingly,

the larger bursts are consistent with the helicity of the observed magnetic mode. Finally,

the toroidal phase (φtor) of the magnetic structure is related to the toroidal phase of



19

-120

-60

0

60

120

-120

-60

0

60

120

0 90 180 270 360
-120

-60

0

60

120

0 90 180 270 360

θ g
eo

m
 (d

eg
)

φ tor (deg)

θ g
eo

m
 (d

eg
)

θ g
eo

m
 (d

eg
)

φ tor (deg)

Ea
rly

In
te

rm
ed

ia
te

La
te

(a) (b)

(c) (d)

(e) (f)

δBp δBp

δBpδBp

δBp δBp

Figure 10. (color online) Spatial plot of HXR flux as registered by the spatial array,

where each circle centroid is the location of the BGO scintillator in θgeom and toroidal

phase (φtor) and the size of the circle is proportional to the relative flux registered at

that point during each burst. Midplane BGOs dominate the emission and are thus

scaled down by 5x. The dashed line indicates the measured δBp maximum to the

tokamak LFS wall. Each panel corresponds to a specific HXR burst event with the

color coding in Table. 2.

the measured HXR flux. This further reinforces the connection between the RE loss

pattern and the underlying structure of the observed instability.

7. Discussion and Conclusions

Novel experimental observations of RE beam instability at qa ≈ 2 provide needed

input to model multi-MA IP RE scenarios in future tokamaks such as ITER. In this

Section observations are summarized, discrepancies with MHD modeling discussed, and

implications of crossing the qa ≈ 2 stability boundary presented.

7.1. Summary of Results

The conventional tokamak stability boundary to the external kink is found to be

accurate for RE beams, with conventional 2/1 internal or external kinks found to be

the limiting instability at qa ≈ 2. This indicates that any predicted post-disruption

equilibrium trajectory that crosses this boundary must account for the instability

dynamics presented in this work.

Near the stability boundary, magnetic probes reveal large-magnitude kink

instabilities that cause severe and repeated RE loss events. With large enough kink

amplitude the entire RE population is lost. With complete RE loss no RE beam

regeneration is observed, indicating that magnetic to kinetic energy conversion was

inhibited. This offers possible advantages for RE mitigation, as will be described in
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Sec. 7.3. After complete RE loss, the subsequent current quench time is consistent

with a conventional inductive decay of the current, now carried by few-eV background

electrons.

Prior to the complete final loss, large-scale kink instabilities also dump significant

amounts of REs, with magnetic mode structure comparisons to MHD modeling

indicating the candidate instabilities are either internal or resistive kinks at high qa
(' 4) and either internal or external kinks at qa ≈ 2. During these events, the RE loss

pattern (measured via HXR emission) is found to be distributed and helical in nature, as

expected from the large-scale and helical δB produced by the various kink instabilities.

This suggests a mechanism whereby the magnetic surfaces break up as a result of the

large scale δB and make direct contact along the field-line with the wall. Field-lines

with pre-existing intersections with the wall, populated with REs by the large δB, thus

form a circuit to dump the REs to the wall. This evidently happens over a large spatial

extent due to the global nature of the kink δB field. Interestingly, despite the near-MA

level RE current at the final loss, no unusual damage to the DIII-D first wall was found.

This may also be due to the more spatially distributed nature of the RE loss at qa ≈ 2.

These observations provides novel empirical input to calculate the RE final loss and

CQ dynamics at qa ≈ 2. Both the δB growth and the RE loss are found to take place

on a tens of microsecond (Alfvenic) time-scale, which is orders of magnitude faster than

observed in higher qa (more MHD-stable) conditions [49]. This faster time-scale can

be used to better predict the first-wall Joule heating from the RE loss at qa ≈ 2 [46].

Interestingly, it is debatable whether the qa ≈ 2 situation is advantageous as compared

to the higher qa situation, as will be discussed in Sec. 7.3.

Finally, further experimental exploration and improved statistics on the reported

phenomena is clearly desirable and would benefit from more discharges of the type

reported in this work. However, a substantial increase in the maximum allowable RE

IP on DIII-D would be required to achieve this and is not foreseen.

7.2. Open Questions from MHD Modeling

Comparison of experiment to MHD modeling finds that the observed growth rates are

systematically lower than model expectations, and that resistive instability is predicted

for all low qa despite the discrete (burst-like) nature of the experimental instabilities.

These discrepancies indicate additional stabilization effects are needed to match the

experiment. One possibility is that there is a stabilizing influence of the trapped REs

on the kink instability [50], which is not treated. A second possibility is that coupling

to halo currents slows the growth of the mode. A third possibility is that in analogy

to the slow crossing of the beta-limit studied in Ref. [51], the instability growth time

is slowed by the relatively gradual crossing of the marginal stability threshold. These

possible explanations require further modeling to be isolated. Additional stabilizing

effects are also needed to match the discrete nature of the experimental instabilities, as

MARS-F predicts continual instability at low qa for experimental values of resistivity (S).
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Inclusion of the RE population in a kinetic MHD formalism would allow more conclusive

comparison of the observed instability growth rates and is a subject for future work.

7.3. Kink Instability: Good or Bad for RE Mitigation?

Attention is now paid to the question of whether the appearance of a violent kink that

causes a sudden and complete loss of the RE population is desirable. Naturally, when

contrasting this situation with a controlled dissipation of the RE to very low currents

without wall contact, a violent kink appears rather undesirable. However, comparing to

an incomplete (wall-contacting) yet MHD stable RE dissipation, some advantages may

appear. First, the global nature of the large deconfining δB may give rise to significantly

larger RE wetted areas, in contrast to the very local interaction regions often observed

[9]. This is supported by the wide spatial pattern of HXR loss discussed in Sec. 6.

Second, the conversion of magnetic to kinetic energy expected as the RE comes into

contact with the first-wall may be avoided if REs are fully deconfined by a large δB.

This can occur because the large δB dumps the entire RE population, avoiding the

repeated re-generation of REs expected if only a fraction of the RE population scrapes

off on the first wall [43]. Since magnetic to kinetic energy conversion can significantly

amplify the damage to the tokamak first-wall, this is a potentially significant advantage.

Considering the tokamak nuclear operating phase however, the continual presence of RE

seeds from tritium decay and wall-emitted gamma-rays would need to be considered as

they could potentially re-seed the RE population [29] after a total loss event.

In this experiment, the picture is mixed - no re-generation is observed after the

complete RE loss event at tdis, though the earlier incomplete RE loss events did

regenerate the lost RE population, likely converting some magnetic energy into kinetic.

Finally, it should be noted that post-mortem and in-situ analysis did not reveal any

damage to the DIII-D carbon wall during this near-MA level IP RE strike, despite it

carrying comparable IP to strikes that have caused severe beryllium first-wall melting

on JET [9] - though naturally the first-wall material is of crucial importance as well.

Evidently, more modeling work is needed to quantitatively assess the benefits and

drawbacks of crossing the qa ≈ 2 stability boundary.
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