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Investigating Factors Impacting Exascale Performance of ASC
Codes compared the MPI message characteristics of miniapps

to their corresponding applications

Background Description:

° Miniapps are designed to model actual
applications for codesign, but we need to
understand how representative they are.

Potential Consequences/Issues:

> Codesign using miniapps may be less impactful
it focused on characteristics in which miniapps
are not representative of the actual applications.

Resolution/Impact:

> We compared MPI message statistics of
applications and corresponding miniapps, and
found some more representative than others.

Paper extending this work submitted to an ACM/IEEE Supercomputing workshop

Take Home Message: Some mini-apps model MPI messaging of their corresponding apps better than others
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Comparison of MPI message rate in two miniapps and the applications
from which they were derived. The x-axis shows bins for different
message sizes and the y-axis shows the rate at which messages of that
size occur. The bars for the SW4 app and the SW4lite miniapp match
closely, indicating similar message passing behavior in both. The bars
for the HACC app and the SWFFT miniapp do not match very closely,

indicating dissimilar message passing behavior in the app and miniapp.
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Investigating Factors Impacting Exascale Performance of ASC
Codes demonstrated increased performance on sorting
workloads using a new algorithm for KNL ‘“near” memory

Background Description:
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Resolution/Impact Number of int64 Elements Sorted, Random Input
o : B - PR : Speedup of our sort algorithm (MLM-implicit) versus the current state-
We dCSlgﬂCd a KNL Optll’IllZCd SOLE algorlthm of-the-art GNU parallel sort (GNU-Par) on the Knights Landing (KNL)
to demonstrate that key kernels can better processor for 2-6 billion integer arrays. Results are shown both for DDR

memory use only and in cache mode. Even using only DDR memory, our

leverage “near” memory even in cache mode. : s :
algorithm outperforms GNU. It improves even more in cache mode.

Neil Butcher, Stephen L. Olivier, Jonathan Berry, Simon D. Hammond, and Peter M. Kogge. “Optimizing for KNL Usage Modes When Data Doesn’t Fit in
MCDRAM.” In Proceedings of International Conference on Parallel Processing (ICPP 2018). ACM, New York, NY, USA.

Take Home Message: Algorithms for “near” memory can increase performance even in cache mode
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