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ABSTRACT
Credibility of end-to-end CompSim (Computational Simulation) models and their agile 
execution requires an expressive framework to describe, communicate and execute complex 
computational tool chains representing the model.  All stakeholders from system engineering 
and customers through model developers and V&V partners need views and functionalities of 
the workflow representing the model in a manner that is natural to their discipline.  In the 
milestone and in this report we define workflow as a network of computation simulation 
activities executed autonomously on a distributed set of computational platforms. 

The FY19 ASC L2 Milestone (6802) for the Integrated Workflow (IWF) project was designed 
to integrate and improve existing capabilities or develop new functionalities to provide a wide 
range of stakeholders a coherent and intuitive platform capable of defining and executing 
CompSim modeling from analysis workflow definition to complex ensemble calculations.  The 
main goal of the milestone was to advance the integrated workflow capabilities to support the 
weapon system analysts with a production deployment in FY20.  Ensemble calculations 
supporting program decisions include sensitivity analysis, optimization and uncertainty 
quantification.  The goal of the L2 milestone aligned with the ultimate goal of the IWF project 
is to foster cultural and technical shift toward and integrated CompSim capability based on 
automated workflows.

Specific deliverables were defined in five broad categories: 1) Infrastructure, including 
development of distributed-computing workflow capability, 2) integration of Dakota (Sandia’s 
sensitivity, optimization and UQ engine) with SAW (Sandia Analysis Workbench), 3) ARG 
(Automatic Report Generator introspecting analysis artifacts and generating human-readable 
extensible and archivable reports), 4) Libraries and Repositories aiding capability reuse, and 5) 
Exemplars to support training, capturing best practices and stress testing of the platform.  A 
set of exemplars was defined to represent typical weapon system qualification CompSim 
projects.  Analyzing the required capabilities and using the findings to plan implementation of 
required capabilities ensured optimal allocation of development resources focused on 
production deployment after the L2 is completed.  It was recognized early that the end-to-end 
modeling applications pose a considerable number of diverse risks, and a formal risk tracking 
process was implemented.  The project leveraged products, capabilities and development tasks 
of IWF partners.  SAW, Dakota, Cubit, Sierra, Slycat, and NGA (NexGen Analytics, a small 
business) contributed to the integrated platform developed during this milestone effort.  New 
products delivered include: a) NGW (Next Generation Workflow) for robust workflow 
definition and execution, b) Dakota wizards, editor and results visualization, and c) the 
automatic report generator ARG.  User engagement was initiated early in the development 
process eliciting concrete requirements and actionable feedback to assure that the integrated 
CompSim capability will have high user acceptance and impact.

The current integrated capabilities have been demonstrated and are continually being tested by 
a set of exemplars ranging from training scenarios to computationally demanding uncertainty 
analyses.  The integrated workflow platform has been deployed on both SRN (Sandia 
Restricted Network) and SCN (Sandia Classified Network).  Computational platforms where 
the system has been demonstrated span from Windows (Creo the CAD platform chosen by 
Sandia) to Trinity HPC (Sierra and CTH solvers).  Follow up work will focus on deployment 
at SNL and other sites in the nuclear enterprise (LLNL, KCNSC), training and consulting 



4

support to democratize the analysis agility, process health and knowledge management 
benefits the NGW platform provides.
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EXECUTIVE SUMMARY

The FY19 ASC L2 Milestone (6802) for the Integrated Workflow (IWF) project was designed to 
integrate and improve existing capabilities or develop new functionalities to provide a wide range of 
stakeholders a coherent and intuitive platform capable of defining and executing CompSim 
(Computational Simulation) modeling from analysis workflow definition to complex ensemble 
calculations.  The main goal of the milestone was to advance the integrated workflow capabilities to 
support the weapon system analysts with a production deployment in FY20.  In the milestone and in 
this report we define workflow as a network of computation simulation activities executed 
autonomously on a distributed set of computational platforms.  Ensemble calculations supporting 
program decisions include sensitivity analysis, optimization and uncertainty quantification.  The goal 
of the L2 milestone aligned with the ultimate goal of the IWF project is to foster cultural and 
technical shift toward and integrated CompSim capability based on automated workflows.

The following specific deliverables were defined for the L2 milestone:
1. Infrastructure to define and execute complex multi-platform 

engineering workflows in a user friendly, robust and 
responsible manner.

2. Library mechanism to author and distribute configuration-
controlled tools (workflow components) generated by 
analysts, typically to extract QoIs from large datasets 
generated by a single analysis.

3. Integration between Dakota and the NextGen Workflow (NGW) 
infrastructure focused on directly supporting analysis of 
the parameter and response space.

4. Automatic report generation for each instance of the 
analysis workflow and each instance of ensembles.

5. Documented end-to-end SM exemplar supporting training and 
reducing analyst-to-analyst variation by encapsulating best 
practices.

A summary of accomplishments for each milestone deliverable follows.
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Infrastructure: Traditional script-based construction of analysis and ensemble workflows requires 
specialized skills orthogonal to the engineering disciplines, it may not support rapid design cycles, 
and it doesn’t result in a peer reviewable communication of the CompSim process.  The Next-

Generation Workflow system (NGW) has been designed to offer solutions to these issues in a 
pragmatic and flexible way. A graphical editor for building NGW workflows is integrated with the 
SAW desktop client, and a portable, decoupled, standalone workflow engine that executes these 
workflows can be distributed from the desktop to high-performance compute clusters. The NGW 
system leverages open-source components to create a powerful but compact software system which 
is highly customizable and extensible.  A palette of high functionality tools, graphical workflow 
authoring, robustness, resilience and efficiency features has been implemented to support workflow 
authoring, resilient distributed execution and inter-team communication.  The user-facing NGW 
editor is illustrated below.

Library Mechanism – Important tools such as quantitative post processors that program decisions 
are based on are often not under configuration control, and their sharing is usually limited to 
workgroups.  The existing SAW SDM (Simulation Data Management) configuration and access 
control mechanisms were used to collect a set of reusable CompSim tools in a repository called 
‘Engineering Sciences Tool Repository’.  Tools contributed by several analysts include: 

o Creo (CAD) assembly explorer to regenerate parametric assemblies and interrogate metadata 
as well as mass properties to support credibility communications regarding the adequacy of 
FEM mesh to represent the mass of each part.

o A set of signal processing tools to post process transient dynamics analyses from Sierra 
including shock response spectrum generation, and signal conditioning.

o Solid Mechanics data conditioning tools to aid constitutive model calibration.

o Validation metrics library to quantify difference between test data and predicted responses.

Additionally, repositories of the workflow application exemplars and simple training unit tasks were 
also constructed.

The NGW editor.
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Dakota Integration – Sandia’s Dakota platform and method library provides a proven set of 
powerful optimization, sensitivity analysis and uncertainty quantification capabilities, but the 
traditional input file format is difficult to read and author.  Additionally, visualization of study results 
is left to the analyst resulting in multiple visualization tools developed by analysts to meet their 
particular needs.  Extensive usability improvements implemented to support the L2 milestone 
include study-definition wizards to aid constructing studies from existing analysis workflows, input 
file editors that represent the sometimes-difficult-to-read Dakota input file in a usable form-based 
interface and an extensive set of result visualization tools including support for optimization, 
sensitivity and UQ.  The study wizard and visualization of results for an optimization method are 
illustrated below.

Dakota wizard and results visualization for optimization
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ARG (Automatic Report Generator) – ARG is capable of introspecting analysis artifacts and 
generating human readable extensible and archivable reports.  Reporting analysis instances in a 
complete manner is a tedious error prone process and maintaining association between analysis and 
report is difficult.  ARG is a platform for auto-generating reports from CompSim artifacts enabling 
integration of analyst authored content.  Currently, Sierra SM and SD are supported.  The ARG tool 
examines artifacts produced by a completed analysis and collates the information in a human 
readable and extensible form.  Additionally, Creo (CAD) assemblies are reported to support 
comparing geometric fidelity through visual examination of CAD parts and FEM blocks, as well as 
quantitative comparison of their masses based on part material densities obtained from Granta.  
Model credibility is further supported by reporting provenance metadata embedded in the CAD 
model.  SAND report format with appropriate markings for OUO and classified reports and SAND 
TK (Test Plan) formats as well as generic reports are available.  The figure below illustrates some of 
the ARG reporting capabilities.

End-to-end exemplars – Since rolling out the developed CompSim capabilities to a wide analyst base 
is a key goal of the SAW development team in this milestone special emphasis was placed on the 

Selected ARG reporting capabilities
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requirement that the developed capabilities support realistic use scenarios.  A summary of the end-
to-end analysis workflow and study workflow developed under the L2 is shown below.

o Simple tank partially filled with liquid: relatively complex closed form solution of a structural 
engineering problem with simplified boundary conditions.  Executes quickly, requires no 
FEM, supports training with a realistically complex set of workflows.  ARG report 
communicates stress field and structural performance.  Structural optimization, solution 
verification, sensitivity analysis and UQ (Uncertainty Quantification) and QMU 
(Quantification of Margins and Uncertainties) studies.

o Tank assembly partially filled with liquid: Parametric Creo (CAD) model connected to Cubit 
meshing and Sierra solution followed by ARG report.  Structural optimization, sensitivity 
analysis and UQ studies.

o Explosion beneath a lattice structure: CTH model illustrating generality of the framework; 
computationally intensive.  Parallel consistency and scalability studies, sensitivity analysis and 
UQ studies.

o Abnormal mechanical crush: A realistic small assembly (10 parts) subjected to crush 
representative of scenarios derived from abnormal mechanical system requirements.  
Parametric Cubit meshing, Sierra explicit solution followed by quantitative Ensight and 
Python post processing summarized in an ARG report.  Computationally intensive.  Parallel 
consistency, scalability and mesh resolution studies.  

The new capabilities, usability focused update and integration of existing tools and case studies 
demonstrate that the milestone met its goals.  Early user involvement assured that a core set of 
requirements was identified, and capabilities required to meet them were successfully implemented.  
Formal risk management informed deployment of the team’s diverse talents in a priority-driven 
manner.  The resulting platform is now ready for deployment to analysts to transform how 
CompSim models are planned, developed, executed.  The developed capabilities are foundational to 
CompSim credibility, development of models in an agile manner and decision support focused 
communication of results.
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ACRONYMS AND DEFINITIONS

Abbreviation Definition
ARG Automatic Report Generator

CAD Computer Aided Design

CompSim Computational Simulation

IWF Integrated Workflow

NGW Next Generation Workflow

SAW Sandia Analysis Workbench

SDM Simulation Data Manager
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1 NEXT GENERATION WORKFLOW PLATFORM
Repeatable automated workflows are an essential part of validation, verification and uncertainty quantification 
(V&V/UQ) in computational simulation-based engineering (1), (2), (3). The Next-Generation Workflow 
system (NGW) has been designed to meet this need in a pragmatic and flexible way (4). A graphical editor for 
building workflows is available integrated with the SAW desktop client (5) as well as a stand-alone open 
source Eclipse application (6), and a portable, decoupled, standalone workflow engine that executes these 
workflows can be distributed from the desktop to HPC systems (e.g., Trinity). The NGW system leverages 
open-source components to create a powerful but compact software system which is highly customizable and 
extensible. In this chapter we will describe the overall system architecture and explore the function of the 
editor and workflow engine.

1.1. Requirements, Security Constraints
For an engineering workflow system to be successful in our environment, it must simultaneously meet 
requirements for usability, capability, portability and security. In this section we will briefly enumerate the 
assumptions we made about these requirements and how our system would meet them.

1.1.1. Usability
First and foremost, workflows should be built from components that represent ideas and actions familiar to 
the user, rather than being programmed in an abstract language. A successful workflow system should impose 
a low cognitive load, permitting users to think more in their application domain and less about the workflow 
system itself. The spatial organization of a graphical workflow helps the user organize and convey their 
understanding.

Although a runtime system for executing workflows may be internally complex, the workflows themselves 
should be transparent and escapable: it should always be obvious what the system is doing, and it should always 
be possible for the user to customize or override behavior when needed. Such a system provides assistance to 
the user without restricting them.

A successful workflow system needs a flexible system architecture. Being able to execute the various 
components of a workflow on desktop machines, servers, or HPC systems, and to change where components 
are executed over time, will significantly help engineers when building and debugging a complex 
computational model.

1.1.2. Capability
Workflows must ideally be able to execute and control all non-interactive analysis codes and tools in use at 
Sandia. Workflows must be able to invoke other workflows, either on the same computer or on a remote 
computer. Specifically, NGW must support hierarchical, nested workflows. It must be possible to invoke a 
workflow from the command line and run it without a graphical interface.  The workflow editor must be able 
to be integrated with the SAW user interface, and portable to all desktop platforms in use at Sandia.

1.1.3. Security
Because the workflow system will be used on a heterogenous network with compartmentalized administrative 
control, it must be possible for an ordinary user to install the system entirely in their own file space. It must 
not require the installation of a persistent network server, nor can it require administrative access.

The workflow system must be able to use existing Kerberos infrastructure for authentication. It must be able 
to negotiate links to remote compute systems accessible only through a “jump host.”
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1.2. Architecture Overview
The Next Gen Workflow system consists of two major components: a graphical environment for 
building and monitoring workflows, and a runtime engine for executing them. These two 
components are completely separable; the runtime engine has no dependencies on anything in the 
graphical environment, and vice-versa.  This is deliberate – the design allows for each piece to 
evolve separately or be replaced with an independent, alternate implementation (for example, a 
workflow engine written in Python, or a command-line workflow builder). They are connected by a 
dedicated file format, described below.

1.2.1. The Workflow Editor
The NGW graphical workflow editor is built on the same Eclipse (7) technology stack that underlies 
the SAW desktop environment, and so interoperates well with SAW. Nevertheless, it is independent 
of the rest of SAW and can be used in Eclipse with no other SAW components.  

The graph representation used in the editor is provided by the Eclipse Modeling Framework (EMF) 
(8), while the graphical editor is built on the Graphiti (9) framework developed by SAP.

1.2.2. The Workflow File Format
The editor stores workflow definitions in a simple XML file format that the workflow engine can 
read directly. The files contain information about node configuration, connectivity, and diagram 
layout, but not about the implementation of the node’s functionality, which lies in the workflow 
engine itself, nor node appearance, which is implemented in the editor. The format is simple enough 
for a human to understand by inspection and is easily parsed. It is based on the EMF persistence 
format but can be processed with any XML parser.

Figure 1-1: The NGW editor
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1.2.3. The Workflow Engine
The NGW runtime system has a layered architecture designed to be implemented on top of a third-
party workflow engine. Our current implementation uses the Sarasvati (10) workflow engine created 
under the Google Code project. A thin compatibility layer isolates the workflow engine from the 
bulk of the runtime system – the NGW communications layer, which moves data between workflow 
nodes, and the node implementations themselves. By using a thin compatibility layer, we can deploy 
on arbitrary third-party workflow engines with little effort.  NGW workflow nodes are implemented 
with reference only to the portability layer.

1.3. Overview of Current Capabilities
The NGW system is proving to be a powerful addition to the analyst’s toolset. In this section we will 
review some of the major capabilities

1.3.1. Workflow Construction and Visualization
The graphical workflow editor lets the user quickly assemble and configure workflows to execute a 
wide range of tasks. It is designed to require a minimum number of clicks to compete most tasks. A 
hierarchical palette of available workflow node types makes it easy to find capabilities. The workflow 
editor can also monitor the status of a running workflow, or display the status of a completed 
workflow, using data stored to the working directory of a workflow while it executes. In 
combination with the SAW Project Navigator, the status of an entire ensemble of workflows 
(executed via Dakota (11) or with NGW’s own iteration mechanisms) can be monitored.

1.3.2. Distributed and Resilient Workflow Execution
Connections are the mechanism for data exchange between workflow nodes. Each connection 
originates on one node and terminates on another and can carry data between those two nodes. 

Figure 1-2: The layered architecture of the NGW runtime system. The thin compatibility layer 
means that the runtime can be easily ported to other workflow engines
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Properties of the connection let the user control how this data exchange happens; for example, the 
user can indicate that the exchanged data represents a file path, and the file thus named should be 
linked, copied, or renamed in transit. Although connections typically transmit data within a single 
workflow, a workflow can contain nodes that themselves invoke other workflows, either locally or 
remotely.  Depending on the type of connected nodes, therefore, a connection may transparently 
represent inter-process or network communication. Error handling associated with this data 
transmission—e.g., remote connection retry—is handled by the underlying system. Using the 
consistent connection metaphor enables a user to build a distributed workflow as easily as they can 
build an entirely local one.

Many workflow nodes store state information on successful completion. If a workflow is executed 
again using the same working directory, that state information will automatically be examined and 
used, if possible, to avoid computation and provide a previously computed result. This process of 
memoization makes incremental development and debugging of workflows faster and more efficient 
by preventing redundant computation.

A user-configurable resiliency module—the “Foo Fighter”—can supervise the execution of a nested 
workflow, responding to anticipated error conditions in a node-dependent manner, typically by 
retrying or aborting a workflow.  In this way, site-specific problems with networks, machines, or 
codes can be handled in an extensible way.

1.3.3. Selected Foundational Workflow Nodes
As of this writing, over a hundred different kinds of workflow nodes have been implemented, with 
new ones being created all the time. In this section we will discuss a few of special relevance to the 
exemplar problems presented in this report.

1.3.3.1. Creo Assembly Regeneration and Metadata Exploration
Sandia’s standard CAD program Creo (12) runs only on the Windows OS, and Creo execution is 
tied to a license server with a limited number of licenses.  To facilitate the use of Creo for parametric 
geometry regeneration—especially as part of an ensemble workflow that includes components 
running on HPC systems—we developed a Windows-based Creo server which can accept 
authenticated requests from remote systems, maintain an ordered queue of requests, and return 
requested results. A set of dedicated workflow nodes were created to send commands to the Creo 
server, check its status, and upload and download files.

1.3.3.2. Cubit Workflow Node
The CUBIT meshing and geometry toolkit (13) is represented in NGW by a dedicated node that can 
import arbitrary files, execute CUBIT journal files or Python scripts, and export any generated data. 
The CUBIT node hides platform dependencies associated with scripting CUBIT across various 
operating systems. A set of nodes for mesh file manipulation and assembly complement the CUBIT 
node.

1.3.3.3. Sierra Workflow Node
The Sierra suite of analysis codes (14) is Sandia’s premier set of solvers for mechanical and 
thermal/fluid physics problems. The Sierra workflow node controls Sierra configuration and 
execution and helps with marshalling inputs and outputs.
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The Sierra workflow node manages a set of four scripts, similar to the four scripts used in classic 
SAW job submission: a submit script (which is used to submit a job to a queueing system,) an execute 
script (which executes the actual Sierra code) a checkjob script (which queries the queuing system for 
job status) and a status script (which examines the outputs of a job to confirm successful execution.) 
A local installation of NGW includes a default set of scripts tailored for the local environment: for 
example, at Sandia, the submit script runs a job using Slurm, while at Goodyear, it uses LSF.) The 
user has access to the default scripts and can supply a customized version of any or all of them.

The Sierra node can operate in direct or queued mode. In direct mode, Sierra is executed directly, 
without using a queue; in this case only the execute and status scripts are used. In queued mode, the 
Sierra job is submitted to a queue on the local machine. If remote submission is desired, then the 
“remoteNestedWorkflow” node can be used to execute the job submission process on a remote 
machine.

Note that the Sierra workflow node is a specialization of a general “queueSubmit” node, which can be 
used with any HPC code.

1.3.3.4. Dakota Workflow Node
The Dakota1 toolkit—used to design and run ensembles of evaluations for the purpose of 
optimization, sensitivity studies, etc.—is well-integrated with NGW. In particular, it is easy to author 
a workflow in which Dakota appears as a node, and which executes a second workflow as its model. 
All the complexity of transferring data to and from Dakota is handled transparently. More details are 
provided in the next chapter.

1.3.3.5. Script Nodes
Nodes have been defined to support execution of user scripts in many languages—Python, Bash, 
Windows Batch, and more. It is a fact of life that the flexibility of user scripting is needed for many 
workflows. The design of NGW allows the workflow author to do the minimal amount of scripting 
necessary. As a result, scripts embedded in NGW script nodes tend to be much shorter and simpler 
than standalone scripts would be.

1.4. Plans for Future Work
We anticipate that NGW will quickly become a widely-used capability at Sandia. Experiences with 
that user base will of course guide us as we develop NGW further, but there is a number of 
enhancements already planned. For example, widening the scope of memoization so that partial 
results can be shared across an entire ensemble will be well worth the investment.
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2 DAKOTA USABILITY DEVELOPMENTS
The Dakota toolkit provides a flexible, extensible interface between simulation codes and a variety 
of iterative systems analysis methods, including optimization, uncertainty quantification, 
deterministic/stochastic calibration, and parametric/sensitivity/variance analysis. In our community, 
it is central to the design, creation and execution of ensembles of computational models. The last 
few years have seen a renewed effort to provide a rich user experience for Dakota users and 
seamless integration between Dakota and Sandia’s computational simulation capabilities. The 
present effort significantly advanced the agility and ease of use of Dakota. 

2.1 Study Definition Wizard
The New Dakota Study wizard assists analysts in quickly creating Dakota studies by using previously 
defined input variables and output responses for their simulation model.  The analyst need not have 
a knowledge of Dakota input file syntax to use the wizard.  Instead, the wizard guides the analyst 
through a series of questions to help them select an appropriate Dakota method for their problem.  
Once the method has been selected, the wizard fills out the remaining details using “best practice” 
heuristics for that method.  The wizard also assists the analyst in making appropriate selections for 
Dakota’s variable, response, and interface blocks.

Figure 2-1: Screenshot of the Dakota study definition wizard
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2.2 Input File Editor
The latest version of SAW includes custom editor support for many sections of Dakota input files.  
Previously, analysts who edited Dakota files were required to keep track of long, free-form lists of 
values.  Depending on how the original author formatted their Dakota input file, these values could 
be extremely hard to read and understand.  The custom Dakota editors in SAW eliminate this 
difficulty by providing labeled, easy-to-understand editors for number data in Dakota files.

2.3 Hierarchical Results Database Structure in HDF5
As of Dakota 6.9, the Dakota team added HDF5 as a supported output format.  Prior to 6.9, 
Dakota’s output data was available either through its console output stream or through tabular data 
files.  Neither of these formats provided strong organization of Dakota’s output result data, and 
analysts were always required to write their own custom text parsers.  Using HDF5, analysts have 
access to richer, more organized Dakota output results.  In addition, in situ HDF5 data browsing is 
supported in SAW using a modified version of the HDF team’s HDFView tool.

2.4 Results Visualization
A variety of graphical plots are now supported for Dakota data visualization by using Chartreuse.  
Chartreuse is a middleware tool that allows Dakota and HDF5 to interface with plotly.js, a powerful 
JavaScript plotting library.  Simple plots – such as scatter plots, bar charts, histograms – are 

Figure 2-2: Human readable tabular input

Figure 2-3: Hierarchical Dakota input and output data structure
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supported.  In addition, specialized plots for Dakota-generated datasets – such as incremental LHS, 
optimization, and centered parameter studies – are also supported and trivial for analysts to create.

2.5 I
nte
gra
tio
n 
of 
Da
kot
a 
Us
er 
Int
erf
ac
e 
Co
mp
on
ent
s 

with NGW
For this milestone, we placed a strong emphasis on seamless integration between Dakota and NGW.  
A specific example of this integration is demonstrated in the new Dakota Study Wizard, which has 
the ability to automatically create a Dakota interface block that uses the Next-Gen Workflow engine 
as its analysis driver.  The analyst only needs to select an NGW file for their Dakota study, and all 
subsequent configuration details are handled automatically.

2.6 Plans for Future Work
To further strengthen Dakota support in SAW and NGW, we plan to continue creating custom 
editors for the remaining Dakota methods.  In addition, there is currently strong interest in 
bolstering Chartreuse with more plot types and configuration options.

Figure 2-4: Visualization of the optimization method
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3 AUTOMATIC REPORT GENERATOR
The Sandia Automatic Report Generator (ARG) takes as inputs user configuration files, written 
content, and data files (with primary emphasis on formats used by Sandia analysts), and using an 
intermediate abstract representation generates reports in MS-Word or LaTeX, and from the latter 
PDF through a standard TeX extension. that can be used for report customization by the user (15).  
For instance, one functional component (the Assembler) of the system extracts Sierra results data, 
using the Python bindings to the Exodus libraries, and generates tables, plots and visualizations as 
requested either by the user or by an automatic content analyzer (the Explorator), which forms 
another functional component.  The ARG is written in Python, leverages on Sandia-developed tools 
as well as open source software libraries, and is deployable on Linux and macOS (16) as well as 
Windows. Furthermore, by design it is possible to execute the ARG as part of a workflow. 

3.1 Multi-Stage Document Construction
With a case integrated in the ARG’s text harness (“Thick Pipe”), we have demonstrated this year the 
ability of ARG to discover, generate, and assemble content coming from multiple sources: 

 raw simulation data automatically summarized by ARG’s Explorator component; 

 human-authored content in the form of text templates;

 simulation input values stored in simulation pre-processor files;

 other artifacts (e.g., images) generated by third-party libraries or applications.

This new capability allows for the smooth integration of ARG into a workflow and in particular to 
automatically document ensembles of parametric runs, as illustrated in Figure 3-1 by the output of 

this multi-stage exemplar.
Figure 3-1: Templatized analyst authored results
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3.2 Architecture Overview
The Automatic Report Generator comprises the following three functional components:

 Explorator: an application to automatically discover content from raw simulation data and 
create an abstract report structure from it.

 Generator: an application to create “artifacts” such as charts, 3D visualizations, histograms, 
etc. as required by abstract report structure.

 Assembler: an application to create a concrete report from an abstract description thereof 
and containing the necessary artifacts.

These components may be all used in the a single ARG process but need not be: these are written as 
independent applications and can be used as such. Furthermore, each of these components can take 
into account a number of user-specified variables (“constants”) driving their behavior.

ARG currently supports a variety of “data interfaces”, allowing for the ingestion of various types of 
datasets that may exist in Sandia simulation, as illustrated below, with the original CAD/geometry 
description of mechanical part (left) and its corresponding mesh or part thereof mesh (right) of 
Figure 3-2.

Figure 3-2: Mesh visualization

We have implemented the ability for the Assembler to indifferently use a LaTeX/PDF or a MS-
Word “backend”, depending on the user’s choice, combined with three possible types of outputs: a) 
SAND report format with appropriate markings for OUO and classified reports and b) SAND TK 
(Test Plan) formats, and c) generic, user-defined reports.

3.3 Solid Mechanics Capabilities
During FY19, we have collected feedback from SNL production model users related to Solid 
Mechanics (SM) simulations and, as a result, added multiple new features, such as full plotting of all 
SM material plotting capabilities as illustrated in Figure 3-3 for the case of a Stress/Strain response 
function.
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Figure 3-3: Constitutive model curve plot

Also, based on user feedback, we reorganized mesh per-block pages functionality, separating out 
primary and derived data in order to make things both clear and epistemologically correct for 
efficiency and extensibility, in particular for SM simulations for which we know extensively mine the 
log data (e.g., Mass and Moments stored there). In particular, we developed a SM Log reader 
module, whose capabilities were driven by user feedback. An example of how log data is fused with 
data from other inputs is shown in the automatically-generated table shown in Figure 3-4.

Figure 3-4: FEM mass properties reporting

Several Structural Mechanics exemplars and test cases were added to the test harness, also exercising 
the two available output formats: LaTeX/PDF and Word, also exercising the three different types of 
document types that the ARG’s Assembler component currently supports.

3.4 Structural Dynamics Capabilities
All new features previously mentioned for SM capabilities, insofar as they are relevant to Structural 
Dynamics (SD) cases, were also implemented for such simulations, and/or specialized as required. 
For example, eigenvalue solutions are only relevant to SD simulations, and the Explorator component 
of ARG is now able to look for the appropriate types of solutions, depending on the discipline of 
interest (currently available: SM, SD, and EMPIRE EM/ES).

Another important capability that was added this year, also based on user feedback, was the 
computation of mesh quality statistics and histograms. This capability is available for all currently 
supported disciplines, and leverages Sandia’s VERDICT library, as illustrated in Figure 3-5 for mesh 
block statistics (left) and histogram (right) of SM and SD cases, respectively.
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Figure 3-5: Mesh quality reporting

As was done for Structural Mechanics, several Structural Dynamics exemplars and test cases were 
added to the test harness, also exercising the two available output formats: LaTeX/PDF and Word. 

3.5 Plans for Future Work
In the future, we plan in particular to:

 enhance the automatic validation and code coverage of ARG;

 complete transition of ARG to Python-3 and remove all remaining Python-2 dependencies;

 develop and integrate analysis tools for CAD to mesh mapping verification;

 integrate with ongoing Credibility Framework development;

 continue to expand to new disciplines (e.g., thermal, MHD, electrical device models, etc.).
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4 EXEMPLARS OF END-TO-END SENSITIVITY, OPTIMIZATION AND 
UNCERTAINTY QUANTIFICATION WORKFLOWS

A set of exemplars implementing the concepts outlined in (17) has been assembled to support 
requirements definition, stress testing and training for the IWF components developed for this 
milestone.  The UUR exemplars are published in the SAW project 
IWF_L2_Milestone_FY2019-UUR in the folder 1-Exemplars.  A listing of the exemplars 
is given in Figure 4-1.

Each workflow exemplar is designed to represent a different use scenario to exercise a distinct set of 
capabilities.  A brief summary of each exemplar is as follows:

Ge
om

et
ry

 D
ef

in
iti

on

M
es

hi
ng

So
lu

tio
n

Re
po

rt
in

g

Co
m

pu
ta

tio
na

lly
 D

em
an

di
ng

, N
ee

ds
 R

es
ili

en
cy

De
sig

n 
O

pt
im

iza
tio

n

Sc
al

ab
ili

ty
, P

ar
al

le
l C

on
sis

te
nc

y

So
lu

tio
n 

Ve
rif

ic
at

io
n

U
nc

er
ta

in
ty

 In
fo

rm
ed

 S
en

sit
iv

ity
 A

na
ly

sis

U
nc

er
ta

in
ty

 A
na

ly
sis

Q
M

U

Sl
yc

at

Da
ko

ta
 C

om
po

sit
e 

Pl
ot

s

Exemplar 1 -Simple  tank partially filled with liquid N/A N/A Analytic ARG Generic no N/A

Exemplar 2 - Tank assembly partially filled with liquid Creo Cubit Sierra imlpicit ARG SAND no

Exemplar 3 - Explosion beneath lattice structure CTH diatoms CTH grid CTH None yes

Exemplar 4 - Abnormal mechanical crush Creo Cubit Sierra explicit ARG SAND yes

Exemplar 5 - B61-12 full system abnormal mechanical N/A N/A Sierra explicit ARG SAND yes

Ensemble Workflow VisualizationAnalysis Workflow

Figure 4-1: End-to-end exemplars to support requirement definition, stress testing and training
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o Simple tank partially filled with liquid: non-trivial closed form solution of a structural 
engineering problem with simplified boundary conditions.  Executes quickly, requires no 
FEM, supports training with a realistically complex set of workflows.  ARG report 
communicates stress field and structural performance.  Solution verification, optimization, 
sensitivity analysis and UQ/QMU studies.

o Tank assembly partially filled with liquid: Parametric Creo (CAD) model connected to 
parametric conformal hex meshing with Cubit and Sierra implicit solution followed by ARG 
report.  Executes quickly.  Solution verification, optimization, sensitivity analysis and UQ 
studies.  

o Explosion beneath a lattice structure: CTH model illustrating generality of the framework. 
Computationally intensive.  Solution verification, parallel consistency and scalability studies, 
sensitivity analysis and UQ.

o A realistic small assembly (10 parts) subjected to crush representative of scenarios derived 
from abnormal mechanical system requirements.  Parametric Cubit meshing, Sierra explicit 
solution followed by quantitative Ensight and Python post processing summarized in an 
ARG report.  Computationally intensive.  Parallel consistency, scalability and mesh 
resolution studies.  

For each exemplar a folder structure suitable to support credibility evidence compilation was used.  
The reusable model files including analysis workflow components are kept under 1-
Analysis_Model, and the Dakota studies are in either the 3-Studies folder or subfolders 
associated with the appropriate credibility sub-elements in folder 4-Credibility/1-PCMM.

Figure 4-2: CompSim credibility inspired folder structure
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In the following sections detailed descriptions of two exemplars are given starting from problem 
definition through the construction of multi-tiered distributed analysis workflow mapping model 
parameters to responses and various Dakota studies generating visual presentations of the ensemble 
results.  One of the key goals of the milestone was to support communication of engineering 
information in a manner accessible to all stakeholders, and such visualization directly supports this 
goal.  

4.1 Exemplar 2 - Storage Tank
This model is an effective demonstration problem for end-to-end credibility-focused analysis, 
optimization, sensitivity and UQ.  Many typical CompSim tools such as Creo, Cubit, Sierra, 
ParaView, and ARG are involved in the analysis workflow.  Each model instance executes relatively 
quickly making this exemplar suitable for training.  Representative workflows are highlighted in this 
report, and the complete working set is in the SAW project IWF_L2_Milestone_FY2019-
UUR in the folder 1-Exemplars/2-Storage_Tank.

4.1.1 Problem Definition
The minimum weight storage tank partially filled with liquid needs to be designed subject to 
performance constraints expressed as a maximum stress and a maximum deflection constraints.  
Subsequently, sensitivity analysis is needed to determine the most sensitive and the most important 
model parameters, which are not necessarily the same as discussed later.  Finally, an initial 
uncertainty analysis is performed to indicate whether the optimized design is vulnerable to known 
and characterized input uncertainties.  

The geometry of the storage tank and design parameters are shown on Figure 4-3.  A set of 
parametric Creo parts representing the storage tank has been build and assembled in a Creo 
assembly.

A parametric analysis workflow is needed to map the model parameters to responses also called 
QoIs (Quantities of Interest).  A summary of the model parameters and the responses is given in 
Figure 4-4.  The g_displ and g_yield model responses are normalized constraints formulated 
such that a positive value means that the constraint is met, and a negative value means that the 
constraint is violated.  Additionally, normalization allows comparison of model responses with 
significantly different magnitudes (stress, displacement).

Figure 4-3: Storage Tank geometry and mechanical boundary condition definition



32

4.1.2 Analysis and Documentation Workflow 
The workflow encapsulating analysis and documentation is executed on two platforms Windows and 
Linux.  CAD packages such as Creo and SolidWorks are only available on Windows whereas FEM 
solvers need to run on HPCs for realistic problems.  

The top-level analysis workflow on Windows shown on Figure 4-5 has the following visual 
organization:  A table of global configuration parameters allowing easy handoff of a workflow 
between different analysts is visible on the top.  The contents of these global parameter tables are 
stored in external configuration files ensuring that the workflow itself can be made read-only for 
distribution to partners that have permission to use but not to edit the workflow.  Throughout the 
exemplars a convention was used that when a workflow has global properties in a tabular manner it 
is meant to run in studies.  Workflows that have individual global parameters may be executed to 
unit test, but they are meant to be executed as an embedded sub-workflow.  Model parameters are 
listed on the left side.  Static input files that don’t change with analysis instances are in the lower left 
corner.  Workflow responses are on the right side and workflow nodes performing tasks are in the 
middle.  It his case the important workflow nodes are 1.1-Windows-Creo.iwf performing 
Creo model generation for the current set of geometric input parameters on Windows and 2.0-
HPC-Analyze.iwf performing Cubit meshing, Sierra solution, ParaView visualization, QoI 

Figure 4-4: Model parameters and responses



33

evaluation and ARG reporting of the analysis instance, all executed on HPC in a remote nested 
workflow.  Variables are defined as nominal values and multipliers to support both optimization and 
UQ.  During the optimization process the multipliers are set to unity, and the nominal values are 
changed.  During UQ the nominal values are set to a final optimized design and the multipliers are 
changed to amounts required by the particular UQ process.  Since in this case some of the geometric 
variables are required by the meshing process visual clarity of the workflow representation is 
somewhat compromised.

.

Creo execution on Windows – This sub-workflow is shown in Figure 4-6.  Notice that unlike the 
top-level analysis workflow this workflow is not meant to be executed stand-alone, and its global 
parameters are on the canvas individually, and not in a table associated with a configuration file.  
The inputs for this subflow are geometric parameters (nominal and multiplier values), and the 

Figure 4-5: Top level analysis workflow
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responses are assembly volume and mass for FEM comparison downstream and a STEP file that 
will be imported by Cubit.  The static Creo assembly and part files are passed to the Creo execution.
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Analysis workflow on HPC– This is a somewhat complex remote nested workflow that implements 
Figure 4-7: Cubit-Sierra-ParaView-ARG workflow

Figure 4-6: Execute Creo
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the sequence of Cubit, Sierra, ParaView and ARG.  It is difficult to represent it clearly in this report, 
but an image of this workflow is shown in Figure 4-7.  Input parameters to the workflow are the 
STEP file and mass properties generated by the upstream Creo workflow, geometric, meshing, 
material and structural performance requirement parameters.  The workflow returns mass calculated 
by CAD, the error between FEM and CAD mass, normalized constraint violations (g_yield, 
g_displ) and the ARG generated report.  Figure 4-8 illustrates the analysis instance report 
generated by this workflow including human authored templatized results reporting.

The analysis workflows in this section are in the SAW project IWF_L2_Milestone_FY2019-
UUR in subfolders of 1-Exemplars\2-Storage_Tank\1-Analysis_Model\5-
Analysis_Workflow.

4.1.3 Solution Verification
Once the end-to-end analysis workflow is implemented it opens the possibility to examine the 
model, interrogate and adjust it and ultimately derive information decision makers can use.  The first 
action for any discretized model is solution verification to determine the optimal resolution for 
different intended uses.  For example, in an optimization scenario a model that is comparative 
correctly ranking designs is sufficient while for qualification the model must be predictive, meaning 

Figure 4-8: ARG report including analysis results
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(among other attributes) that either it is mesh converged, or the numerical error associated with the 
discretization used in the evidence package is quantified.  

The Dakota workflow for solution verification is illustrated in Figure 4-9.  The tabular global 
parameters on the top indicate that this workflow is intended to run stand-alone.  The Dakota node 
has two input parameters: a) the Dakota input file usually created by the wizard and edited using the 
syntax-aware editor, and b) workflow that represents the mapping between variables and responses 
named analysis driver.  During the ensemble sample execution other artifacts such as images, videos 
and .PDF reports are generated, and they are best viewed in Slycat.  A working prototype of the 
Slycat interface was created for this milestone, and it is distributed as a workflow node from the 
Engineering Sciences Tool Repository.  

A user operable on/off switch set not to activate this workflow at this time.  While studies that 
produce large variations in the design such as optimization benefit from having an ARG report 
available for each sample, UQ studies where the difference between samples may be imperceivable, 
it is not necessary to generate a report for each sample.  Dakota plotting nodes (Chartreuse) create 
convergence plots such as the one shown in Figure 4-10.  The mesh convergence plot displays an 
important finding:  there is a “false convergence” region when element_size is in the interval 
of (1.6,3.0).  From this plot it was decided that element_size=1.0 will be used for 

Figure 4-9: Dakota solution verification study workflow
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optimization studies, and element_size=0.5 is appropriate for UQ.  For CompSim models 
used for purposes other than demonstration a formal error estimation would follow.

 

The workflow in this section is in the SAW project IWF_L2_Milestone_FY2019-UUR in 
folder of 1-Exemplars\2-Storage_Tank\3-Studies\0-
Solution_Verification.

4.1.4 Optimization
Genetic optimization study type was used to define the design from realistic bounds of the 
geometric parameters using the of CAD mass and the normalized constraint violation workflow 
responses.  

The Dakota workflow is similar to that shown Figure 4-9. With the exception that a different 
Dakota input file representing an optimization process is attached to it.  For this and all subsequent 
studies the workflow file is identical underlying the return on investment on architecting and 
implementing the analysis workflow.  A single objective genetic algorithm executed 800 samples of 

with a concurrency of 4 meaning four evaluations were executed simultaneously.

Figure 4-10: Mesh convergence study for g_yield

Figure 4-11: Evolution of structural mass during the optimization process
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The history of the CAD evaluated mass, which is the objective in the optimization process is shown 
on Figure 4-11.  Green symbols indicate feasible designs (all the constraints are satisfied), red 
symbols mean infeasible designs (at least one constraint is violated) and the blue symbol indicates 
the best design.  It can be observed that there are many infeasible designs during the initial stage of 
the optimization while the design space is being fully explored, and there is a converging trend later.  
The CAD-Cubit interface failed for about 15% of the samples during the optimization process.  For 
these samples a fictitious weight of 8000 pounds was returned with g_yield=g_displ=-1.0 
indicating infeasible design to steer the optimizer away.  The assumption was that the Creo-Cubit 
failure occurs for unreasonably thin designs, but it was found that wasn’t necessarily so.  
Nevertheless, the Dakota genetic algorithm managed to improve the design despite these random 
failures.  The samples that produces invalid CAD export were collected and sent to PTC as evidence 
underlying the fact that workflow based CompSim thoroughly tests all elements of the CompSim 
software stack producing artifacts to support deep conversations regarding reliability of the tools.

It was found that the displacement constraint was the most active in this design space.  It can be 

observed in Figure 4-12 that the constraint was driven down to nearly zero which is the boundary 

between feasibility and infeasibility.  This may have negative implications on the robustness of the 

deign against uncertainties.  Additionally, the Dakota visualization package for optimization provides 
evidence whether the optimization process covered the entire design space, and whether the 

Figure 4-13: Design space coverage

Figure 4-12: Evolution of the displacement constraint during the optimization process
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optimum is in one of the corners of the design space.  For example, Figure 4-13 plotting vessel 
radius against vessel length indicates that the optimum design is at the lower bounds of the vessel 
radius and length.  It can be observed that the design space was covered reasonably well, and shorter 
smaller vessels tend to be feasible while the long storage tanks with large radii are infeasible.  In a 
preliminary design scenario these findings precipitate discussions between the system engineering 
and the design team to define the appropriate design window for the product.

The workflow in this section is in the SAW project IWF_L2_Milestone_FY2019-UUR in 
folder of 1-Exemplars\2-Storage_Tank\3-Studies\ 2-
Deterministic_Design_Optimization.

4.1.5 Deterministic Sensitivity
Once the design is obtained through either formal optimization - as it is the case in this exemplar - 
or by other means, designers want to know which variables have the largest effect on system 
performance.  To this effect each input variable was perturbed by 5% and the Dakota parametric 
sweep study was executed.  Dakota provides a Chartreuse composite plotting tool to quickly 
visualize main effects from such a study.  Figure 4-14 shows that normalized yield stress criterion 
violation is sensitive to vessel geometric variables, liquid density and height as well as material yield 
strength.  Note that this only represents information of the “slope” of the response with respect to 
the input variables, and not necessarily ranking of which variable is most important.  That statement 
needs to be made by a probabilistic sensitivity analysis considering the characterized physical bounds 
of the input variables.  

The workflow in this section is in the SAW project IWF_L2_Milestone_FY2019-UUR in 
folder of 1-Exemplars\2-Storage_Tank\3-Studies\ 1-
Deterministic_Sensitivity.

Figure 4-14: Deterministic sensitivity, main effects
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4.1.6 Probabilistic Sensitivity
The next step in the credibility assessment is to characterize the input uncertainties irrespective of 
whether they are model features or data to characterize then is available.  The resulting uncertainty 

inventory is a key input to further investigating credibility of the model.

Next, a sensitivity analysis where the amount of perturbation is tied to the quantified uncertainties is 
performed.  The results now identify the most important variables.  In this case, since geometric 
tolerances as well as natural variation in fluid density are relatively small sensitivity of stress with 
respect to these variables is small.  The only variables that are important are fluid level (h_ratio) 
and material yield strength.  The slopes of the sensitivities are intuitive; increasing the amount of 
fluid with more gravity load should reduce margin on yield and increasing the material yield should 
increase margin on yield.  While this analysis is very useful it doesn’t account for interaction between 
variables.

The workflow in this section is in the SAW project IWF_L2_Milestone_FY2019-UUR in 
folder of 1-Exemplars\2-Storage_Tank\4-Credibility\1-PCMM\5-
Uncertainty_Quantification\1-UQ\0-SA-Uncertainty_Informed. 

Figure 4-16: Uncertainty informed sensitivity

Variable 
Name

Description Type Characterization Parameters Model 
Feature?

Feasible 
Physical Range

References

l Length of the vessel aleatory distributional normal, C.o.V.=0.0004 http://www.assakkaf.com/Papers/Journals/Uncertainties_in_Material_Strength_Geometric_and_Load_Variables.pdf
a Inner radius of the vessel aleatory distributional normal, C.o.V.=0.0004
t Wall thickness of the vessel aleatory distributional normal, C.o.V.=0.0004

gamma_unc Uncertainty multiplier on fluid specific weightepistemic distributional uniform, [0.097,1.003] yes >0.0 http://www.genesisny.net/Commodity/Oil/ODefinitions.html
h_ratio Height of the fluid/inner diameter epistemic interval uniform, [0.5, 0.9] yes [0.0, 1.0] Operating requrements
p Pressurization epistemic interval uniform, [1.5, 2.5] yes >0.0 Operating requirements

E Elastic modulus aleatory distributional normal, C.o.V.=0.076 yes >0.0 http://www.assakkaf.com/Papers/Journals/Uncertainties_in_Material_Strength_Geometric_and_Load_Variables.pdf
FTY Tensile yield strength aleatory distributional lognormal, C.o.V=0.124 yes >0.0

Loading

Material Model Parameters

Geometric Parameters

Figure 4-15: Uncertainty inventory
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4.1.7 Uncertainty Quantification
The uncertainty inventory (Figure 4-15) is used in conjunction with the Dakota wizard to define an 
uncertainty quantification study.  Depending on the goal of the UQ study different methods may be 

appropriate, bit it is a good practice to perform an initial sampling study, typically an incremental 
LHS (Latin Hypercube Sampling).  This study generates information regarding the adequacy of the 
sample size through examination of the first four statistical moments.  Figure 4-18 indicates that 
while the mean and standard deviation are adequately converged with 120 samples the higher 
statistical moments are not yet converged.  From QMU point of view this means that no statement 

about low probability events should be made from this study, since the shape of the response 
distribution is not yet converged.

Figure 4-18: Incremental LHS convergence

Figure 4-17: Histogram of normalized displacement constraint violation
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The histogram of the model response g_displ is show on Figure 4-17.  There is an indication of 
non-zero probability of negative values at the left end of the histogram.  Since it was recognized that 
the shape of the response distribution has not converged with respect to sample size no statement 
may be made about the probability of violating margins at this point.

Partial rank correlation capable of measuring non-linear sensitivities is shown on Figure 4-19.  
Positive correlation is shown in green, negative correlation in red.  The intensity of the colors 
indicates the strength of the correlation.  For this model the findings are consistent with the 
uncertainty informed sensitivity results shown in Figure 4-16 both in magnitude and sign.

The workflow in this section is in the SAW project IWF_L2_Milestone_FY2019-UUR in 
folder of 1-Exemplars\2-Storage_Tank\4-Credibility\1-PCMM\5-
Uncertainty_Quantification\1-UQ\1-Incremental_LHS.

4.1.8 Plausible Program Decisions
These studies suggest several program decisions regarding the operation of the storage tank as 
follows:

- Negotiate acceptance criteria: Since the LHS study suggests a small probability of not 
meeting margin requirements, examine where the requirements came from.  Do we really 
need to maintain a factor of safety of 3.0?  Can we tolerate more displacement?

- Use deterministic sensitivities to tune the design.  For example, Figure 4-14 indicates that 
increasing vessel thickness or decreasing the radius may be effective ways of increasing 
margins.

- Restrict operations.  Limit the height of the liquid the tank is allowed to take on, although 
this may not be practical.

- Quantify the probability of not meeting margin and use this information in risk assessment.  
This requires using a more accurate UQ method from the Dakota toolset.

Figure 4-19: Sensitivity, partial rank correlation
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- Live with the plausibility of not meeting margins.  This may not be a desirable decision, since 
risk (loosely defined as the probability of occurrence x cost of occurrence) is not quantified.

4.2 Exemplar 4 - Abnormal Mechanical Crush of an Assembly
This model is a demonstration problem for end-to-end credibility focused initial assessment of a 
non-trivial SM (Solid Mechanics) problem.  Many typical CompSim tools such as Cubit, Sierra, 
Ensight, post processing tools from the Engineering Sciences Tool Repository (ESTR) and ARG are 
involved in the analysis workflow, and each instance executes for hours on hundreds of processors.  
Representative workflows are highlighted in this report, and the complete working set is in the SAW 
project IWF_L2_Milestone_FY2019-UUR in the folder 1-Exemplars/4-
Abnormal_Mechanical_Impact.

4.2.1 Problem Definition
A small assembly is crushed between a steel target and a steel impactor, and the system engineering 
organization is asking at what impact velocity will loss of function occur.  Before answering this a 
credibility assessment addressing parallel consistency and scalability of Sierra SM for this model 

needs to be assessed.
Figure 4-20: Crush of an assembly



45

Loss of function is defined by mapping high level system requirements to QoIs that can be directly 
measured in experiments and evaluated from the model.  In this demonstration problem two QoIs 
derived from use scenarios within Sandia’s mission are considered.  Shock environment – Maximum 
Shock Response Spectrum transformation of mass averaged vertical acceleration in the part “Post”.  

The process is illustrated in Figure 4-21.  Signal conditioning and SRS tools from Engineering 
Sciences Tool Repository are invoked in the analysis workflow.

Gap between the parts “Case” and “Plug” – During the impact event a gap between these two parts 
may open.  The gap opening is transient, and it is evaluated using a custom Ensight macro not yet 
generalized enough to be added to ESTR.  Figure 4-22 shows the time history of the gap and the 
spatial distribution of the gap at the end of the impact event on the cylindrical surface of the hole in 
“Case”.

Figure 4-23: Model parameters and responses

Figure 4-21: Calculation of SRS

Figure 4-22: Gap opening between "Case" and "Plug"
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Model parameters in this initial study are summarized in Figure 4-23, and they are focused on 
solution verification and scalability aspects.  In order to simplify mesh resolution studies, the model 
has a conformal hex mesh where all the mesh sizes in each part are scaled in relation to the number 
of elements through the case thickness.   

4.2.2 Analysis and Documentation Workflow
The top-level analysis workflow is submitted to HPC from a workstation (Windows or Linux), and it 
has a switch to enable/disable ARG report generation.  For the studies documented in this report 
obtaining a report for each sample is useful but in other scenarios such as UQ studies the reports 
may not be sufficiently different to be of value.  

This workflow may be viewed as the contract with the CompSim team describing the parametric 
interfaces between the embedded workflows.  Having such clear interfaces enable agile model 
development by a team implementing the defined sub-workflows in parallel.

A large Dakota study of the analysis workflow described above running for four days changing 
impact velocity, mesh resolution and processor count has been performed.  Execution of such a 
computationally demanding ensemble demonstrates robustness and resiliency of the entire NGW 
system.

4.2.3 Scalability

Figure 4-24: Atomic activities implemented as sub-workflows
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Figure 4-25 shows that for any mesh size the running this problem beyond 380 processors will not 
result in reduction of wall clock time.  While independence of the optimal number of processors on 
model size (mesh resolution) is surprising it is a useful guideline for setting up larger UQ studies in 
the future.  Examining other impact speeds, it was found that in all cases the point beyond which 
this model doesn’t scale is also about 380 processors.

4.2.4 Parallel consistency
At 50 ft/s impact speed it was found that irrespective of the mesh size the “gap” QoI was consistent 
is a sense that the variation in the numerical value was less than 0.5% when running the same 
problem on different number of processors.  However, at higher impact speeds this consistency no 
longer held.  The dataset (variables, responses, reports and videos) was sent to Slycat for detailed 
examination.  In a process illustrated in Figure 4-26, reviewing the ARG reports for the individual 
samples revealed significant differences in the solutions at different processor counts. 

The maximum SRS values exhibited similar behavior.  Parallel consistency was found to be excellent 
at lower impact speeds and rapidly deteriorated as the impact velocity was increased. Figure 4-27 
illustrates such investigation where is was found that the fracture patterns and, therefore, shock 
environments were at different processor counts.

Figure 4-25: Scalability at 50 ft/s impact speed
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Figure 4-27: Viewing deformation and SRS sections of ARG report in Slycat

Figure 4-26: Viewing ARG reports for study samples in Slycat
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4.2.5 Implications on Model Credibility
NGW enabled a rare in-depth initial look at the interaction between scalability, parallel consistency 
and mesh resolution.  It was found that: a) the model doesn’t scale past 380 processors, b) 
significant parallel inconsistency is present at impact velocities beyond 50 ft/s, and c) mesh 
convergence is not yet indicated with the studied meshes at higher impact speeds.  

These findings open more questions than they answer but this is exactly where the power of the 
toolset developed in this milestone is revealed.  Analysts can now interrogate their models much 
more effectively than before, and ask deep probing questions from system engineering customers 
(what are the QoIs? what are the acceptance criteria?) as well as code developers (what are the limits 
of model scalability?  how can parallel consistency be achieved?).
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5 LIBRARIES OF REUSABLE COMPSIM AND TRAINING RESOURCES 
During the L2 milestone existing configuration-controlled repository and access control capabilities 
provided by SAW SDM were used to develop CompSim library mechanisms.

5.1 Engineering Sciences Tool Repository (ESTR)
Important tools such as quantitative post processors that program decisions are based on are often 
not under configuration control, and their sharing is usually limited to workgroups.  The existing 
SAW SDM configuration and access control mechanisms were used to collect a set of reusable 
CompSim tools in a repository called ‘Engineering Sciences Tool Repository”.  Best practices 
requirements describing basic software quality assurance have been recorded in a document in the 
repository.  These practices are: a) configuration control b) documentation, and c) regression testing.  
The repository is periodically synced from SRN to SCN to ensure a consistent set of capabilities on 
the two platforms. Tools meeting these requirements contributed by several analysts include: 

o Creo (CAD) assembly explorer to regenerate parametric assemblies and interrogate metadata 
as well as mass properties to support credibility communications regarding the adequacy of 
FEM mesh to represent the mass of each part.  The Creo assembly explorer tool was used in 
Exemplar 2, Storage tank.

o A set of signal processing tools to post process transient dynamics analyses from Sierra 
including SRS (Shock Response Spectrum) generation, and signal conditioning.  The SRS 
tool was used in Exemplar 4, Abnormal Mechanical Impact.

o Dakota_to_Slycat is a pathfinder tool to connect Dakota studies, the media artifacts 
generated during execution of the samples to Slycat.  It is used in most of the exemplars.

o Solid Mechanics data conditioning tools to aid material constitutive model calibration.

o Validation metrics library to quantify the difference between test data and predicted 
responses.

A complete listing of tools in ESTR is given in Figure 5-1.  The SAW SDM repository is UUR, and 
it is named Engineering_Sciences_Tool_Repository, available on the SRN and SCN 
networks.  

5.2 NGW End-to-End Exemplar Repository
A set of end-to-end CompSim exemplars described in Section 4, available on the SRN and SCN 
networks.

5.3 NGW Unit Training Scenario Repository
This repository OUO, and it is named WorkflowSandbox.  This repository contains numerous 
exemplars of unit activities supporting training and one-on-one consulting.  These unit test were 
instrumental on helping early adopters of the NGW system to construct their own workflows.  This 
repository is available on the SRN network.
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5.4 ARG Exemplar Repository
This repository is OUO, and it is called ARG_Exemplars-OUO.  It contains SM and SD 
exemplars with detailed instructions on how to generate reports for them, available on the SRN and 
SCN networks.

Creo
CreoWorkflowNode Export Creo parts assemblies and metadata for meshing and reporting

HPC
SLURM_monitor Monitor SLURM jobs
SLURM_cancel Cancel all SLURM jobs
MOAB_monitor Monitor MOAB jobs
MOAB_cancel Cancel all MOAB jobs

Signal Processing
Signal Synthesizer Construct time series signals from various signal components (sine, wavelet, haversine, etc.)
Signal Conditioner Sample and filter time series signals, optionally take numerical derivatives 
SRS Generates shock response spectrum from time series signal 

SM (Solid Mechanics)

Least Squares Error Calculates LSE between two curves and plots the two datasets
Load-Displacement Interpolating Smoothes noise data using the lowess (locally weighted scatterplot smoothing) approach.  

Interpolates/extrapolates smoothed data to key points to support calibration
Solution Quality Assessment Plots energy measures over multiple restarts
Time Series UQ Calculates and plots C.o.V as a function of time (multiple uses; load-displacement, SRS etc.)

V&V
DAKOTA

ParameterIO Read and write Dakota parameters
Visualization Generates common plots for Dakota studies
Dakota_to_Slycat Exposes images and videos generated in a Dakota run to Slycat; Stand-alone and NGW node

Validation Metrics Evaluates various standard validation metrics

Video Processing
Evo2Avi, Evo2Mp4 Convert a set of Ensight .evo animation files to commmon  formats

Figure 5-1: ESTR contents
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6 USER ENGAGEMENT
Based on suggestions by the milestone review panel, user engagement was formalized and enhanced 
midway through the year to assure smooth transition of the developed capabilities to production 
deployment in FY20.  In addition to asking early adopters whether the right capabilities were being 
developed, the engagement helped developers to construct well-defined, actionable requirements – 
acknowledging that requirements are fluid, and with increasing use of the tools additional definition 
is likely.

User engagement by the IWF team started years before commencing the current milestone.  A 
formal strategic meeting with stakeholders in a major program identified pain points such as 
manually authoring reports and reliably executing studies.  

As near production level capabilities came on line in the middle of FY19 a one-on-one consultation 
based engagement model was adopted.  Members of the IWF team spent time with early adaptors 
for a few weeks to help them to construct their workflows and studies, then stepped back to let the 
users experiment with the system.  Early adopters ranging from summer interns to experienced 
analysts were asked to present their feedback as a regular “voice of the user” feature of the IWF 
sprint meetings.  Their presentations were recorded, and their slides were archived and subsequently 
feature enhancements entered in the project tracker, Jira.  Additionally, several dozen formal tickets 
were sent to both the SAW and the Dakota help sites.  Most of these issues have been addressed 
while a few tickets were placed in the backlogs.  Several early adopters became mentors to additional 
analysts justifying the consulting investments by the IWF team.

Among the enhancements initiated by early user engagement are extended features in graphical 
workflow definition and execution. Dakota study visualization, and context sensitive help.  Both 
NGW and the Dakota usability features are in the respective production releases, and their regular 
user help systems will provide ongoing production-level support.
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7 FOLLOW-ON WORK
Capabilities such as NGW, Dakota usability features and ARG developed in the milestone have 
reached production levels.  The key mission for IWF participants for FY20 is to introduce these 
tools to the analyst community beyond the group of early adopters.  The task “Democratization of 
Qualification and Design through Analysis – Production Hardened Platform and Training” is aiming 
to spread the use of these new tools to insert CompSim early in the design cycle and to promote 
credible CompSim model building and use practices. 

Through implementing analysis and ensemble workflows for the exemplars, the L2 milestone has 
identified technical tasks that were entered in the IWF FY20 plan.  These include data transfer 
between workflow nodes through hierarchical data containers to enhance visual and organizational 
clarity, enhanced library mechanisms providing search capabilities and separation of the roles of 
author and user, integration of new ATSS platforms, ARG extension and initial implementation of 
the Credibility Framework.

Additionally, findings about parallel consistency and scalability of Sierra Solid Mechanics models in 
the abnormal mechanical crush exemplar motivated a proposing an ASC V&V task to investigate 
these effects.  Outcomes from this task include guidelines for analysts regarding parallel consistency 
of different QoIs under a variety of loading scenarios and providing the Sierra development team 
UUR exemplars they can examine in detail to find the root cause of this often significant numerical 
uncertainty. 
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8 SUMMARY
The new capabilities, usability focused update and integration of existing tools and case studies 
demonstrate that the milestone met its goals.  Early user involvement assured that a core set of 
requirements was identified, and capabilities required to meet them were successfully implemented.  
Formal risk management informed deployment of the team’s diverse talents in a priority driven 
manner.  The resulting platform is now ready for deployment to analysts to transform how 
CompSim models are planned, developed, executed.  The developed capabilities are foundational to 
CompSim credibility, development of models in an agile manner and decision-support-focused 
communication of results.

The milestone motivated several follow-on activities including a productionizing and training task 
“Democratization of Qualification and Design through Analysis – Production Hardened Platform 
and Training” and several technical tasks delivering capabilities needed to support construction, 
dissemination and use of large full system models the enterprise increasingly relies on.
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