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Systematic Literature Review:
How is Model-based Systems Engineering
Justified?

Edward R. Carroll
Robert J. Malins
NW & Labs Futures Analysis

Sandia National Laboratories
P.O. Box 5800
Albuquerque, New Mexico 87185-MS0421

Abstract

The genesis for this systematic literature review was to search for industry case studies that could
inform a decision of whether or not to support the change process, investment, training, and tools
needed to implement an MBSE approach across the engineering enterprise. The question asked
was, how the change from a document-based systems engineering approach (DBSE) to a model-
based systems engineering approach (MBSE) is justified? The methodology employed for this
systematic literature review was to conduct a document search of electronically published case
studies by authors from the defense, space, and complex systems product engineering industries.
The 67 case studies without metrics mainly attributed success to completeness, consistency, and
communication of requirements. The 21 case studies with metrics on cost and schedule primarily
attributed success to the ability of an MBSE approach to improve defect prevention strategies.

The primary conclusion is that there is a significant advantage to project performance by
applying an MBSE approach. An MBSE approach made the engineering processes on a complex
system development effort more efficient by improving requirements completeness, consistency,
and communication. These were seen in engineering processes involved in requirements
management, concept exploration, design reuse, test and qualification, Verification and
Validation, and margins analyses. An MBSE approach was most effective at improving defect
prevention strategies. The approach was found to enhance the capability to find defects early in
the system development life cycle (SDLC), when they could be fixed with less impact and
prevented rework in later phases, thus mitigating risks to cost, schedule, and mission. However,
if a program only employed an MBSE approach for requirements management, advantages from
finding defects early could not be leveraged in later phases, where the savings in cost and
schedule from rework prevention is realized.

Significant performance success was achieved when the systems engineer (SE) held a leadership
role over engineering processes. A number of the case studies addressed a general lack of skilled
MBSE engineers as a major hindrance to implementing an MBSE approach successfully.
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Nomenclature
BCR

DBSE

FTE

INCOSE
MBPLM

MBSE

Models

NPV
OEM

OMG
ROI

SDLC

SDR
SE
SLC

SysML

V&V

Baseline Change Request — a request that changes the previously established
project cost or schedule

Document-based systems engineering — an approach to engineering systems that
relies upon paper or digital textual documentation to record system specifications
and other development project related information

Full-time equivalent — a labor resource consuming the equivalent of a full-time
employee (40 hours/week)

The International Council on Systems Engineering — a professional society

Model-based product line management — an approach to manage production line
development efforts that relies upon digital diagrams (called models)

Model-based systems engineering — an approach to engineering systems that
relies upon digital diagrams (called models) to record system specifications and
interfaces to subordinate component specifications

Diagrams, drawings, and databases, usually digitally rendered and electronically
maintained, that utilize a specialized nomenclature to represent system
specifications as objects, links, entities, attributes, relationships, processes,
dataflows, actors, and states.

Net present value — the value of an investment by adding the present value of
expected future cash flows to the initial cost of the investment

Original equipment manufacturer — a company that makes a part or subsystem
that is used in another company's end product

Object Management Group — an industry consortium

Return-on-investment — the gain or loss from an investment of resources
(financial, labor, materials)

System development life cycle — the combined and sequential phases to engineer
and produce a system. Typically phases include: concept, requirements
definition, design definition, construction (or manufacturing), and tests

System Design Review — a critical review commonly included in the
development life cycle of government systems

Systems Engineering — the engineering process that considers the system
development processes in their entirety and as they interrelate

System life cycle — the combined and sequential phases to engineer, produce,
operate, and retire a system (extending beyond development)

Systems Modeling Language — A nomenclature for use in digital systems
engineering models developed by OMG and adopted by INCOSE as a standard
for use in an MBSE approach

Verification and Validation — the processes to verify that the system developed
meets all of the design specifications and validates that the system delivered is
what the customer ordered



1. Executive Summary

The genesis for this systematic literature review was to search for industry case studies that could
inform a decision of whether or not to support the change process, investment, training, and tools
needed to implement an MBSE approach across the engineering enterprise. The question asked
was, how is the change from a document-based systems engineering approach (DBSE) to a
model-based systems engineering approach (MBSE) justified? We identified relevant case
studies, appraised them for quality, and drew the following conclusions from the findings.

There is a significant advantage to project performance by applying an MBSE approach. An
MBSE approach made the engineering processes on a complex system development effort more
efficient by improving requirements completeness, consistency, and communication. These were
seen in engineering processes involved in requirements management, concept exploration, design
reuse, test and qualification, Verification and Validation, and margins analyses. An MBSE
approach was most effective at improving defect prevention strategies. The approach was found
to enhance the capability to find defects early in the system development life cycle (SDLC),
when they could be fixed with less impact and prevented rework in later phases, thus mitigating
risks to cost, schedule, and mission. However, if a program only employed an MBSE approach
for requirements management, advantages from finding defects early could not be leveraged in
later phases, where the savings in cost and schedule from rework prevention is realized.

Significant performance success was achieved when the systems engineer (SE) held a leadership
role over engineering processes. A number of the case studies addressed a general lack of skilled
MBSE engineers as a major hindrance to implementing an MBSE approach successfully.

There are a number of prerequisites for any enterprise to employ an MBSE approach:

e Mature, well-documented, and enterprise-wide SE processes that span the SDLC
e Trained systems engineers in MBSE techniques

e Access to training in the SE processes for all engineers

e Defined processes for model management throughout the SDLC

e Investment in full-scale MBSE tools

In addition to these prerequisites, the enterprise would need to make the following commitments:

e Initiate modeling with appropriate staffing levels at the beginning of the program

e Configuration manage the model “first change the model, the model is the design”

e Provide continuous resources to maintain the models throughout the SDLC

e Provide MBSE resources and models to support system testing, qualification, and V&V
e Provide appropriate sustained computing infrastructure throughout the SDLC

The case studies confirm that enterprises acquired significant benefits from an SE approach in
general and an MBSE approach in particular by making these investments and commitments.
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2. Introduction

Although it is expected that most of the readers of this systematic literature review will be very
familiar with the processes involved in systems engineering (SE) and perhaps also model-based
systems engineering (MBSE), we provide the following definitions for those who may not be
familiar with this topic.

What is a system?
For the purposes of this review, a system is defined as a technology that is

“... an integrated set of elements, subsystems, or assemblies that accomplish a defined
objective.” [1]

What is a system life cycle?

The processes to create a system typically follow a sequence of phases, a life cycle. Therefore,
the system life cycle (SLC) is the combined and sequential phases to engineer, produce, operate,
and retire a system. The life cycle is referred to as the system development life cycle (SDLC)
when only concerned with the creation process. A fundamental understanding of this systematic
literature review is the role that a systems engineering or a model-based system engineering
approach contributes to the processes to engineer a system through the life cycle. Figure 1
illustrates the main phases of a life cycle to develop a complex system, as employed by three
U.S. Government agencies.

US Department of Defense (DoD)

Uscr A N/ C | 10C | FOCl

needs Pre-systems acquisition Systems acquisition Sustainment

Tech Materiel Technoloey Engineering and . .

opport solution deii:ellgc))1ﬁg[:l manufacturing Production and Operations and support
resources analysis 1o development deployment (including disposal)

National Aeronautics and Space Administration (NASA)

Formulation Approval Implementation
e ) Phase A: Phase B: Phase C: Phase D: Phase E: I
clo):;f:ép':istflgéﬂ concept & technology | | preliminary design & final design & system assembly operations & z]hOTe%E{
P ; development technology completion fabrication integration & test, launch sustainment

Feasible concept —» Top-level architecture = Functional baseline —-

Allocated Product
—> _—
baseline

basel

ine

As deployed baseline

US Department of Energy (DoE)

Project planning period Project execution Mission
- Preconceptual | Conceptual |Preliminary| Final |~ . .
Pre-project P P nnary - |Construction|  Acceptance Operations
planning design design | design
Typical / / / / / !/
decision New initiative Concept Development Production Operational ~ Deactivation
gales approval approval approval approval approval approval

Figure 1: System Life Cycle Phases
© 2011 by K.J. Forsberg [1]



What is systems engineering?

Systems engineering is one of the multiple engineering disciplines, along with electrical,
mechanical, software, or others that encompasses the processes and skillsets needed to develop a
system. The International Council on Systems Engineers (INCOSE) defines the discipline of
systems engineering as:

Systems Engineering (SE) is a perspective, a process and a profession ... focused
on defining customer needs and required functionality early in the development
cycle, documenting requirements, and then proceeding with design synthesis and
system validation while considering the complete problem: operations, cost and
schedule, performance, training and support, test, manufacturing, and disposal. [1]

Systems engineering processes were defined in the 1960s and 1970s. However, SE as a separate
engineering discipline grew out of the need to improve the engineering processes (around those
areas defined in the quote above) during the 1990s as engineering programs became more
complex, before the advent of digital modeling.

When discussing systems engineering — without referring to the use of engineering-models the
common industry term used is either an SE approach or a document-based systems engineering
(DBSE) approach. We will use both terms in this review depending upon the terminology used in
the cited case studies.

What is model-based Systems Engineering (MBSE)?

Model-based systems engineering (MBSE) is the formalized application of
modeling to support systems requirements, design, analysis, verification, and
validation activities beginning in the conceptual design phase and continuing
throughout development and later life cycle phases. [1]

Contrasting a traditional (document-based) systems engineering approach (DBSE) with that
of a model-based systems engineering approach (MBSE):

In a document-based SE approach, there is often considerable information
generated about the system that is contained in documents and other artifacts such
as specifications, interface control documents, system description documents, trade
studies, analysis reports, verification plans, procedures, and reports. The
information contained within these documents is often difficult to maintain and
synchronize, and difficult to assess in terms of its quality (correctness,
completeness, and consistency). [1]

In an MBSE approach, much of this information is captured in a system model or
set of models. The system model is a primary artifact of the SE process. MBSE
formalizes the application of SE through the use of models. [1]

Use of an MBSE tool as a central, common, and integrated repository is significant to the
distinguishing difference between an SE and MBSE approaches. For example, a model can be
drawn in a non-MBSE tool, e.g. Visio, but the end-result is a document-centric approach.
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There has been a groundswell to use an MBSE approach, due to the reported benefits. The
International Council on Systems Engineering (INCOSE) describes the benefits of an MBSE
approach as:

e Improved communications

e Increased ability to manage system complexity

e Improved product quality

e Enhanced knowledge capture

e Improved ability to teach and learn SE fundamentals [1]

However, as a counterweight to these described benefits, there are cost and difficulties toward
implementing an MBSE approach that need to be overcome. For example, an MBSE approach is
significantly different from a DBSE approach, forcing changes to engineering processes, tools,
and communication methods in order to be successful, and requiring a substantial financial
investment for training and tooling. Changing how information is communicated (using models,
instead of simple text) is a difficult process in itself that involves all stakeholders, which on a
large complex system project could be thousands of people. There are technical issues around
application, models, data standards, security, and information configuration management that
need to be resolved at the start of any program. In addition, an MBSE approach can change the
labor distribution curve. Instead of a flat-line deployment of SE resources across the system
development life cycle, an MBSE approach can emphasize a greater use of SE resources early in
the life cycle, forcing cost expenditures earlier than in a DBSE approach. This is because MBSE
tools will typically include functionality that focuses more effort on completing requirements and
interfaces throughout the early phases.

Therefore, the genesis for this systematic literature review was to search for industry case studies
that might validate or disprove the reported benefits, preferably with quantifiable metrics that
could inform a decision of whether or not to support the change process, investment, training,
and tools needed to implement an MBSE approach across the engineering enterprise.

2.1. Framing the Question

e How is the change from a DBSE approach to a MBSE approach justified?

e The Population: Those systems/programs/projects using SE processes within the
defense, space, and complex system product engineering industries.

e Study Design: Case studies of any design examining the justification for
implementing (or not implementing) a MBSE approach were drawn from the
population groups.

e The Outcomes: System/program/project performance as defined by industry
standards — cost savings, schedule performance, and/or defect rate.

e The Comparisons: Conceptually, projects using a DBSE approach were compared
against projects using an MBSE approach. However, because the cost to build two
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highly complex systems is prohibitively expensive, controlled studies of side-by-side
comparison are not feasible. As a result, this systematic literature review relied upon
one-sided, post-activity progress comparisons limited to the documented justifications
from within the case studies.

2.2. ldentifying the Relevant Publications

A wide range of electronic documents were sought from defense, space, and the product
engineering industry to capture as many relevant case studies as possible. Case studies about
systems, programs, and projects were sought from multiple industry, association, and
government sources. Electronic searches were supplemented by contacting persons of known
involvement in justifying an MBSE approach. Case studies were evaluated (and the selection
narrowed) for those studies that defined the justification for changing to an MBSE approach. We
limited our search to those case studies dating back to 2005 (the approximate starting date of
digital MBSE in industry) providing a 10-year window for comparison. Exceptions to the 2005
limit were included when cited by more recent case studies.

The initial search criterion was for documents with keywords of “Model-Based Systems
Engineering” OR “Systems Engineering.” This effort resulted in over 20,000 case studies. A
secondary search criterion was added using AND “ROI”, AND “Justif”, which yielded 1,000
case studies from which relevant studies were selected for review. Potential relevance was
examined based on a reading of the document titles and abstracts. Of this subset 865 case studies
were excluded because they did not discuss justification. At this point 47 case studies were
removed from the selection list as being redundant, or upon further reading were excluded
because they did not justify their use of an MBSE approach. Some of these were case studies
documenting return-on-investment (ROI) methodology or implementation processes.

From the remaining 88 selected case studies, 67 were separated out as those case studies that
justified the use of an MBSE approach by stating the generally understood benefits of an MBSE
approach, without documenting measurable metrics or results. These 67 articles came from 8
different countries, 10 from defense, 33 from aerospace-space, 5 from non-defense government
applications, 6 from commercial enterprises, and 12 were academic papers.

The remaining 21 case studies were selected because they defined how the investment in an SE
or MBSE approach was justified using quantifiable metrics, and were reviewed in detail. They
came from 4 countries, 12 from defense, 5 from space, and 4 from commercial enterprise, with 6
of these published as an academic treatise. 9 case studies justified an SE approach without
specifying the use of models and 12 used an MBSE approach. 6 case studies used an MBSE
approach to develop a complex weapon system.
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2.3. Assessing Study Quality

Design threshold for study selection: Selected studies were subjected to a refined quality
assessment by critical appraisal of the quantitative approaches taken to justify either a DBSE or
MBSE approach. These detailed quality assessments were used for exploring heterogeneity,
informing decisions regarding suitability of meta-analysis, assessing the strength of inferences,
and in making recommendations for future research.

Quality assessment of MBSE justification studies: After studies of an acceptable design were
selected, an in-depth assessment for the risk of various biases allowed us to gauge the quality of
the evidence in a more refined way. All case studies selected reported on complex technical
system development projects. However, as is common with engineering case studies, particularly
those submitted as presentations to industry conferences by competent practitioners, many of the
case studies reviewed presented a one-sided success story. Therefore, it can be assumed that
case-study author biases either exaggerated or underestimated the true ROI. No case studies were
found in our literature search documenting quantifiable metrics that compared failures of either
the DBSE or MBSE approaches. A ratio of 12:21 case studies reported an MBSE approach as an
improvement over a DBSE approach. However, none of these case studies documented a
controlled experiment comparing the two approaches side-by-side. The closest to a side-by-side
comparison conducted was a single case study by Frantz [23] at The Boeing Company (from
1995, well before MBSE) and referred to by Honour [16]. Therefore, it should be recognized that
all of the case study authors included in this review can be considered as overly optimistic in
their claims.

In addressing our own bias, the authors of this systematic literature review acknowledge that we
each have over 25 years in SE and engineering approaches employing digital modeling tools.
While we both favor MBSE as an approach, we have attempted to limit our personal biases in
this review through careful consideration of our analysis and peer reviews, but we identify the
potential.

Comparison Limitation: It is generally understood that an MBSE approach requires a sizable
initial or up-front investment, in contrast to the perceived use of a more traditional DBSE
approach. The cost to build highly complex defense and space systems twice, just to make a side-
by-side comparison is prohibitively expensive. As a result, this systematic review will rely upon
comparisons limited to the documented justifications from within the case studies. The general
low statistical quality of the studies means that the results must be interpreted with caution and
further study is warranted to validate the claims contained in these case studies.

13



2.4. Summarizing the Evidence

Eighty-eight case studies were reviewed. Of these, 67 case studies reported justifying their
investment in an MBSE approach with unquantified value statements in the following manner
(values overlap):

o 35 (52%) reported generic claims of program improvement

o 34 (51%) reported generic claims of technical improvement

e 9 (13%) reported claims to improve control of complexity

e 16 (24%) reported claims to improve communication

e 16 (24%) reported claims to ensure consistency

e 16 (24%) reported claims to ensure completeness of requirements

e 14 (21%) reported claims to ensure completeness of other design aspects

e 4 (6%) reported claims to maintain currency in model artifacts

e 7 (10%) reported claims to enable re-use of designs and design information
e 5 (7%) reported claims to improve ability to address stakeholder diversity

Of the 88 case studies reviewed, 21 case studies justified the use of either an SE or MBSE
approach with quantifiable metrics in the following manner:

e 10 (47%) reported metrics that illustrate reductions in defect rates or in preventing
rework

e 8 (38%) reported metrics that illustrate reductions in cost and schedule

e 3 (14%) reported metrics that illustrate control of requirements, complexity or risk
(without defining the corresponding impact on either defects or costs)

e 4 (19%) were published outside of the USA

o 12 (57%) reported on defense systems

e 5(24%) reported on space systems

o 4 (19%) reported on commercial systems

e 6 (29%) were published as an academic treatise

e 9 (43%) reported on a systems engineering approach without specifying the use of
models

o 12 (57%) reported on an MBSE approach

e 6 (29%) reported on an MBSE approach used to develop a complex weapon system
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3. Interpreting the Finding

There have been arguments made in industry and academia that justifying a change in an
engineering approach should not be attempted, because there are valid reasons why success
within one organization is not transferrable to another. Sheard and Miller [2], in their article,
“The Shangri-La of ROI,” described the appropriate questions as follows:

“Any estimation model must be examined to determine whether the numbers can be
replicated in a specific situation.

e How much waste was in the baseline process of the companies surveyed? How much
waste is in your baseline process?

e How much of their way of doing business depended on “smart people” and how much
does yours? Are your people just as smart? Smarter?

e What did the surveyed companies consider “productivity” to be, and how does it
compare to your definition?

e How are overtime, overhead, and G&A costs considered in the definition of systems
engineering costs?

e How did the surveyed companies calculate return on investment related to a decrease
in time-to market? Would such calculations apply as well in your marketplace?

e Do they follow procurement rules similar to yours, or do you have constraints that
would keep you from achieving the same improvements?” [2]

In spite of Sheard and Miller’s concerns, many projects have moved forward with the
implementation of both SE and MBSE approaches in the ensuing 15 years from when these
comments were made. The case studies reviewed in this document provide rich examples of how
the authors justified making the changes to their engineering processes. Although controlled
studies that would confirm a ROI expectation are difficult to perform on engineering processes
for developing complex systems, lessons can still be learned from a review of case studies from
across different industries, as long as one maintains a level of understanding of the differences
between these examples and one’s own situation.
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3.1. Key Findings from Case Studies without Metrics

The case studies that did not include quantifiable metrics primarily addressed the process by
which an MBSE approach could be integrated into a complex system development effort. The
most commonly discussed application of an MBSE approach was for requirements development
and requirements engineering.

The most commonly quoted benefits were

e Completeness — more thorough analysis of the mission to form a more complete
requirements set [3]

e Consistency — a single source of information for requirements [4], and

e Communication — across design teams, engineers had an improved understanding of the
source of requirements and the dependencies among them [5] and [6].

Other areas where benefits were reported from an MBSE approach included:

e Test and evaluation — some authors reported that use of an MBSE approach enabled test
planning to begin earlier in a program, improving the traceability between detailed test
plans and system requirements, as well as system performance uncertainty reduction
goals. [7]

e Verification and validation (V&V) — organizations found that consistent use of an MBSE
approach in the early phases of a complex program enabled verification methods to be
specified early in the program, thus enabling more thorough planning and providing
detailed traceability between requirements and test plans [8] and [9].

e Concept exploration — developing mission architectures using an MBSE approach
enabled some organizations to explore a much broader set of design options in the same
amount of time and resources as conventional methods. [10]

e Design reuse — organizations have found that MBSE models can be reused across
product lines to achieve significant savings in upfront design effort. [11]

e System margins analyses — detailed representation of the system in the MBSE model
enables improved systems-level characterizations such as weight, budget, and power
requirements analyses. [12]

A number of these case studies also addressed the challenges experienced in transitioning from
DBSE to MBSE. Numerous authors cited a general lack of skilled systems engineers, and skilled
MBSE engineers in particular, as a major hindrance to implementing an MBSE approach. There
appears to be an overall need to develop and mentor staff skilled in MBSE tools and techniques
and in the methods for employing these within a complex system development effort. Among the
additional challenges described were the following:

e Broader adoption of SE modeling tools [13] — design engineers of all disciplines need a
basic understanding of an MBSE approach in order to fully utilize the information
generated by systems engineers.
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e Development of model management processes [14] — life cycle management tools for
MBSE model management are still limited; the model must be managed, configuration
controlled, and kept up to date if it is to provide benefit to later phases of the program.

e Cultural barriers across the design team and stakeholder team [15] — both engineers
and stakeholders are accustomed to reviewing documents rather than MBSE model
artifacts, and in some cases will argue that “this is the way we have always don it”. The
process of “first change the model, the model is the design” meets with cultural
resistance, and represents one of the fundamental challenges to transition from a DBSE to
an MBSE approach.

3.2. Key Findings from Case Studies with Quantifiable Metrics

We have broken this section of our review findings into three subsections: those case studies that
document the baseline need for changing engineering processes, those case studies that use cost
and schedule to document their justification, and those that use defect correction or rework
prevention to document their justification. In each subsection we start with case studies focused
on an SE approach and follow with case studies focused on an MBSE approach. We do this
based on the presumption that an MBSE approach is a refinement of an SE approach and the
justifications for an SE approach are inherited by an MBSE approach. Some authors validate this
presumption by documenting their gains from implementing an MBSE approach above the gains
they received by implementing an SE approach. Please note that all of the figures included in this
review are from case studies and provided only to illustrate a particular point. To more fully
understand an illustration may require reading the originating case study.

3.2.1. Establishing a Baseline for Justification by Cost and Effort

Seven authors documented the baseline concepts for comparing why they felt changes to their
engineering processes were necessary. Honour [16] and Mornas et al. [17] emphasized that the
SE effort is more than just managing requirements and extends throughout the system
development life cycle. EIm and Goldenson [18] defined the influence that SE capability
maturity has on program performance. Bone and Cloutier [19] explained that models produced in
an MBSE approach were broadly accepted by other engineering disciplines in their case study.
Dallosta and Simcik[20] defined the basis for why an MBSE approach can reduce cost. And,
Tonnellier and Terrien [21] and Saunders [22] defined the basis for why an MBSE approach can
prevent rework.
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3.2.1.1. Systems Engineering Effort Extends Through the Development Life Cycle

All of the 21 case studies with quantifiable metrics in this review describe the systems
engineering effort as a process that extends throughout the system life cycle. This was in contrast
to the 67 case studies without metrics,
which most commonly discussed the
application of an MBSE approach for
requirements engineering. Honour [16], in
his thesis, “Systems Engineering Return on
Investment,” provided the graphic in Figure
2 to illustrate this point by mapping the
difference between the total effort and SE
effort. Note that the total systems
engineering effort extends through the full
development life cycle. The shaded areas
represent the requirements effort (what Figure 2: Comparison of SE Effort to Total Effort

.. Adapted with permission from E. Honour [16]
NASA calls definition).

Total Project Effort

NASA
Definition
ort

Systems
Engineering
Effort

SE Effort Extends
throughout the
systems life cycle

Development Effort

SE Requirements Effort Time

Mornas et al. [17], in their case study, “Development of Systems Engineering People to Support
Major Transformation Plans in Thales (Process, Roles, Methodology & related tools),” further
detailed how the SE effort is distributed across all phases of the systems development life cycle.
The authors reference Figure 3, which shows the amount of SE work performed during the
utilization and support phase continuing into the system retirement phase. The MBSE modeling
languages and tools assume that all of these SE tasks are performed, encompassing much more
than requirements management.

Stages
Utilization
Process Groups Concept Development |Production Retirement
Support
Technical
Processes SVStems
" Engineering
roject
P ‘ Effort
rocesses
Agreement
Processes

Organizational
Project-Enabling
Processes

Tailoring
Processes

Figure 3: Systems Engineering Effort Across Project Phases
© 2011 International Council on Systems Engineering [37]
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This concept is relevant to the question of how to justify an MBSE approach, as will be
presented in Section 2.2.3, where 11 case studies justify an MBSE approach by cost reductions
and schedule improvements attributed to the capability to find and fix defects early in a system
life cycle and prevent costly rework later in the program.

3.2.1.2. Project Performance is Higher with Higher Capable Systems Engineers

Elm and Goldenson [18], in their research published in, “The Business Case for Systems
Engineering Study: Results of the Systems Engineering Effectiveness Survey,” documented a
significant correlation between SE capability and overall project performance. A dramatic 57%
of projects indicated higher project performance when utilizing higher SE capability (Figure 4).

2012 ( Higher Capability >

100%
90% 15% 1 24% ! /| Higher
80% | - Perf
70% 33% 57%
60% I i Middle
50% Perf

40%
30%
20%
10%

0%

Higher Performance

Lower
Perf :

Project Performance (Perf)

Lower SEC (n=48)  Middle SEC (n=49) | Higher SEC (n=51) All Projects
Total Systems Engineering Capability (SEC-Total)

Gamma = 0.49 p-value < 0.001

Figure 4: Systems Engineering Capability vs. Project Performance

© 2012 Carnegie Mellon University - Published in the Public Domain. [18]
This concept is relevant to the question of how to justify an MBSE approach, because those
projects assessed at higher performance and capability in EIm and Goldenson’s study applied SE
processes across the full scope of the SDLC, as illustrated by Mornas et al. [17]. Programs
employing an SE approach only for requirements, for example, rated in the low performance/low
SE capability category. The authors did not separate out projects that applied an MBSE
approach, however by extension, this argument can be applied to the implementation of MBSE
as well as SE in general. Thus, Figure 4 further illustrates that the greatest improvements or ROI
are achieved when an SE or an MBSE approach is applied throughout the system development
life cycle.
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3.2.1.3. Engineering Disciplines Involved in Modeling with SysML

Bone and Cloutier [19] justified the use of an MBSE approach in their case study, “The Current
State of Model Based Systems Engineering: Results from the OMG™ SysML Request for
Information 2009,” by documenting which engineering disciplines were involved in modeling
with MBSE notation (SysML). Figure 5 indicates a broad acceptance of an MBSE approach
across the engineering disciplines in this case study. Note that this data contradicts the statement
by Gongora et al. [11] The authors of both case studies affirm that the more engineers become
familiar with models in their own disciplines, the more they will expect models from other
interfacing disciplines and processes.

This COT\CG[.)t is relevant to the question of ) What disciplines were involved in modeling
how to justify an MBSE approach, because it with SysML (select as many as needed)?
reflects the growing level of acceptance with | 100.0% -94.7% Al talking the
MBSE-related modeling amongst other 80.0% - 71.9% same modeling
engineering disciplines. All of the case 60.0% language
- - . . 0 A%/

studies reviewed reported using models to 38.6% o o, S

- - - D —t 0.
manage integration points between 40.0%
requirements, processes, objects, 20.0% - I
components, and with other engineering 0.0% - . ; . ,
models. Requirements tracing analysis of System Software Hardware Test  Analysts
integration points across models and margin SHENSELS: SNGINGRFS MIEINGAT: SNEINGALs
analyses automated by MBSE tools are key Figure 5: Engineering Disciplines Using SysML Models

in findi Adapted with permission from M. Bone and R. Cloutier [19]

processes in finding defects early.
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3.2.1.4. Cost Committed vs. Cost Expended

Dallosta and Simick [20] in their case study, “Driving Reliability, Availability, and
Maintainability in While Driving Cost Out,” illustrate in Figure 6 that up to 80% of a system life

cycle cost (total ownership cost) is
accrued during the operation and
support phases. Recall that in Figure
3, Mornas et al. [17] illustrated that
SE tasks extended throughout the
operation and support phases of the
system life cycle. Dallosta and
Simcik, along with authors for 11
other case studies, justified an SE
approach by documenting savings or
cost avoidance due to reduced rework
by finding and fixing defects early in
the development life cycle. Those

HEECYCLECOST

& SYSTEM ACQUISITION =— |

-

| e OPERATION AND SUPPORT =——

Biggest Cost
Avoidance
Impact

o 60% O%

‘
.

L S,
e 30+ YEARS é

Nominal Life Cycle Cost Distribution

Figure 7: Cost Commitment across the SDLC

savings are often not realized until the © 2012 Defense AT&L Magazine - Published in the Public Domain [20]

operation and support phases.

In Figure 7, Dallosta and Simcik use a
common representation of total life
cycle cost to emphasize how
important cost containment is in
defense system programs. As the
graph shows, 85% of project/program
life cycle cost is committed by the end
of system definition. The authors
described how finding defects early
and reducing or eliminating rework in
later phases justifies an MBSE
approach by maintaining or reducing
cost to within committed limits.

This concept is relevant to the
question of how to justify an MBSE
approach, because it illustrates the
constrained cost and schedule
environment within which most
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Figure 6: Normal Life Cycle Cost Distribution
© 2012 Defense AT&L Magazine - Published in the Public Domain [20]

system projects must operate. This sharply contrasts with the less constrained environment that
commercial programs operate within, where ROI is based on the number of units sold above a

breakeven point.
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3.2.1.5. Defects and Rework Causes Schedule Delays

Tonnellier and Terrien [21] in their case
study, “Rework: models and metrics,
An Experience Report at Thales

| Effort to resolve defects adds to schedule |—v

>

Discover
Airborne Systems,” justified an MBSE the problem " ® ¥ [ ——
approach by illustrating the impact of
rework on schedule. Figure 8 shows Lookfor @ || ...

the causes

that there are several steps in the

process to resolve a defect. The central

column shows the amount of effort o 3l
(labor) in each step to discover and

resolve a defect. The authors mention

that this impact is easily tracked with May - I I B L
MBSE tools. The far right column
simply equates the effort to fix defects L o, N m—

the s$olution

to rework. The authors emphasize that
the level of impact increases as the _ _ _

) ] Figure 8: Rework as a Mathematical Function
complexity of a problem increases, © 2012 by Edmond Tonnellier and Olivier Terrien [21]
which naturally happens as the number
of interfaces increases or the system becomes more complex.

Saunders [22], in his case study,

“Does a Model Based Systems

Engineering Approach Provide Real i
Program Savings? — Lessons
Learnt,” justified his MBSE
approach by further emphasizing the
importance of finding and fixing
defects as early in a program
schedule as possible. He referenced
an often-quoted metric from the
Defense Acquisition University
(1993) in Figure 9 that contrasts the
cost to correct defects to the curve of Time

committed funding, illustrating the Figure 9: Cost to Fix Defect vs. Committed Cost

cumulative cost of Correcting defects © 2011 Defense AT&L Magazine - Published in the Public Domain [22]
(rework) over the lifecycle of a

defense system project/program.

Committed costs

o4
R
]

80%
70% —
60% -
50%
40% -
30%

20%

No funds left to
cover increasing
cost of defects

10% - Concept

“umulative percentage life cycle cost against time
( lat tage life cycle cost against ti

These case studies are relevant to the question of how to justify an MBSE approach, because
they illustrate how fixing defects early saves cost and preserves schedule. A ratio of 14:21 case
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studies reported that rework late in the development life cycle possess a significant risk to the
project/program for cost and/or schedule overrun. With total program cost committed in the early
phases of the system life cycle, there is little room to absorb rework in the later phases. Most of
the case studies in this review assume a cost commitment model similar to Figure 9.

3.2.2. Reducing Cost and Improving Schedule

Four authors justified changing processes toward SE or MBSE approaches through cost savings
or schedule improvements. Honour [16 and 24] authored perhaps the most detailed analysis on
justifying an SE approach based on cost savings and improved schedule performance. Frantz
[23] authored perhaps the most relevant example of improvement in project schedule
performance, due to implementing an SE approach. Tommasi and Vacca [25] illustrated the
incremental improvements in cost and schedule performance by implementing an MBSE
approach. And, Sweetman [26] described the dramatic achievements possible by modeling
everything.

3.2.2.1. A Side-by-Side Comparison of Improvement from Systems Engineering

No case studies were found in this literature review that compared an MBSE approach side-by-
side with a DBSE approach in a controlled experiment. The closest to a side-by-side comparison
found in our search was a single case study referred to by Honour [16] in his thesis, “Systems
Engineering Return on Investment,” conducted by The Boeing Company in 1995 — well before
MBSE. The case study referenced by Honour was authored by Frantz [23] and gave an example
of how the Boeing Company justified an SE approach by comparing improvements gained from
employing three various levels of systems engineering processes on three similar projects
conducted simultaneously. Honour summarizes the case study below and illustrates the
performance between the three projects in Figure 10:

A unique opportunity occurred at Boeing in which three roughly similar systems were
built at the same time using different levels of systems engineering. The three systems
were Universal Holding Fixtures (UHF) used for manipulating large assemblies during
the manufacture of airplanes. Each UHF was of a size on the order of 10’ x 40, with
accuracy on the order of thousands of an inch. The three varied in their complexity, with
differences in the numbers and .

types of sensors and interfaces. Overall Development Time (weeks)
The three similar projects were
run in parallel. Each had varying
degrees of systems engineering

1
/ | Delivered 3X sooner |

(SE) disciplines implemented — OUHF3
from nearly none to high. The B UHF2
two projects using SE were

delivered more than twice as fast. B UHF1

The project using the highest
level of SE was delivered nearly
three times faster and had the
highest quality. [16]

0 50 100

Figure 10: Three System Engineering Efforts Compared
Adapted with permission from E. Honour [16]
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Frantz documented his findings or differences between the three projects described by Honour in
his case study, “The Impact of Systems Engineering on Quality and Schedule *Empirical
Evidence*.” Note in Table 1 that in this justification only low to medium SE skills were claimed,
implying that even greater improvement might be possible. The key differences between the two
efforts that employed an SE approach were that the group with the best performance paid
attention to the systems management discipline, updated and followed all specifications, and paid
attention to external input (red boxes).

using multi- organizational
approach.

Project Trait UHF 1 UHF 2 | UHF 3
Systerns Management Low Low to Medium, (relative to active NCOSE membership
experience levels experience levels)
Subcontractor Approach | Periodic design reviews Full-time Systems Engineer on site of major

subcontractor

Access to systems Low access High access, but paid | High access and paid high
management disciplines little attention attention
and support |
Systems Engineering Token requirements Complete, detailed, integrated requirements for Robot
apprpach for and UHF. Developed and written by multi-
requirements organizational team of customers.
Systems Engineering Good hardware and Functional Specification driven by the Requirements
approach for design software specifications Specification using multi-organizational coordination,

input, and reviews to over 50 people. Functional

Specification fully addressed hardware, software,
processes, and interfaces. The Procurement

Specification fully addressed general requirements.

Adherence to Functional
Specification

Design documents took precedence. Specifications not
followed and adhered to in all aspects of design and
bwild but updated as required by design.

All specifications updated
as design matured.
Specifications were

| followed and adhered to in
all aspects of design and
build. Controlled by
formal Change Board.

Design review approach

Weekly teain reviews.
Internal & external
concerns drove smaller
working meetings.

[ Formal internal and
external. Paid moderate
attention to mnput.

Formal internal. Paid
little attention to external
mput.

Unit/Integration Test
Approach

Patterned after design

Driven by Functional Specification and defined early
in the project life cycle.

System Acceptance Test
approach

Tests were defined 1n
high-level plan.

Formal Tests were based directly from Requirements
Specification Acceptance Cnteria and Functional

Specifications.
Total Project Duration® 104 weeks 48 weeks | 36 weeks
Requirements through 25 weeks 10 weeks--about 2.5 times faster than typical.
Request for Proposal
Design to production 52 weeks 30 weeks 20 weeks--about 2.2 times
ready faster than typical.
Integration Test 16 weeks Not applicable 10 weeks

Table 1: Assessment of Three System Engineering Efforts
© 1995 The Boeing Company [23]

This case study shows that when an SE approach is applied rigorously, greater improvement is

achieved.
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3.2.2.2. Cost Improvement from Implementing Systems Engineering

Another example described by Honour [16] in his thesis was how IBM justified employing an
SE approach by tracking cost performance on eight projects.

IBM Commercial Products division implemented new SE processes in their
development of commercial software. While performing this implementation, they
tracked the effectiveness of the change through metrics of productivity.
Productivity metrics existed prior to the implementation and were used in cost
estimation. These metrics were based on the cost per arbitrary “point’ assigned as a
part of system architecting. During the SE implementation, the actual costs of eight
projects were tracked against the original estimates of “points.” Three projects used
prior ‘non-SE’ methods, while the remaining five used the new SE methods. In the
reported analysis, the data indicated that the use of SE processes improved overall
project productivity when effectively combined with the project management and
test processes. [16]

Year Project “"Points” Cost SE Costs $/
($K) (%) Point
2000 Project 1 12,934 18,191 0 1,406
2000 Project 2 1,223 2,400 0 1,962
2001 Project 3 10,209 11,596 9.2 1,136
2001 Project 4 8,707 10,266 0 1,45
2001 Project 5 4,678 5,099 10.7 1,090
2002 Project 6 5,743 5,626 14.4 980
2002 Project 7 14,417 10,026 10.2 695
2002 Project 8 929 1,600 16.0 1,739

Table 2: Comparison of Eight System Engineering Projects by Function Point
Adapted with permission from E. Honour [16]

Note in Table 2, that the three projects with zero SE costs had the highest cost per point values
(red box) and those projects with the highest SE cost had the lowest cost per point values, with
the exception of Project 8. The exception with Project 8 is attributed to the small project size,
and an indication that the project was a design project, not a full-scale development effort. This
case study shows an advantage between non-SE and applied SE approaches. In addition, it
provides a good example on how a common denominator can be derived to compare projects
with dissimilar architectures, compensating for differences in complexity, risk and uncertainty.
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3.2.2.3. Optimal Cost Performance is Achieved when SE Effort is Between 12 and 17%

A significant portion of SE effort at NASA is dedicated to requirements management, as
illustrated by Honour in Figure 2. In justifying an SE approach, Honour [16] also documented a
correlation between the effort spent defining requirements and project overruns on complex
systems projects (Figure 11).

The NASA data compares project cost overrun with the amount spent during
phases A and B of the NASA five-phase process. The data shows that expending
greater funds in the project definition results in significantly less cost overrun
during project development. [16]

Total Program Overrun
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Figure 11: Total NASA Program Overrun
Adapted with permission from E. Honour [16]
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Honour [24] also correlated actual/planned cost compliance against SE effort (the latest updated
versions are available on Honour’s website) documenting a ROI for an SE approach when an SE
approach is increased to between 12% and 17% of total effort. As illustrated in Figure 12, the y-
axis represents cost at 1.0, with cost overruns at increments above 1.0 and underruns below. Note
two items of interest: 1) as the percent of SE effort increases, cost compliance improves; and 2)
there is a point when the cost no longer improves with more SE effort.
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Figure 12: Systems Engineering Effort vs. Cost

Adapted with permission from E. Honour [24]
As Dallosta and Simcik [20] pointed out, costs are committed early in a typical defense system
project or program. Figure 12 identifies the cost justification for an SE approach as a method to
prevent cost overruns. Later case studies in this review document that the SE contribution to cost
containment is attributable to complete specification of requirements and interfaces so that those
requirements can be traced through testing and V&YV. In addition, several case studies illustrate
that the complete requirements and interfaces developed through an MBSE approach are directly
attributed to preventing defects and rework.
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Honour reinforced his cost comparison and further justified employing an SE approach by
correlating actual/planned schedule compliance against SE effort (Figure 13). As with the cost
comparison, note two items of interest: 1) as SE effort increases, schedule compliance improves;
and 2) there is a point when the schedule no longer improves with more SE effort. If we assume
that schedule overruns also result in cost overruns, as is usually the case for defense systems, the
chart of Dallosta and Simcik regarding cost commitment (Figure 6) adds additional relevance.
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Figure 13: Systems Engineering Effort vs. Schedule
Adapted with permission from E. Honour [24]

Using the data from the projects plotted in Figure 12 and Figure 13 Honour tabulated ROI for SE
efforts (Table 3).

This calculation supports two strong findings. First, the monetary Return on
Investment of greater systems engineering effort can be as high as 7:1 for
programs using little to no current systems engineering effort. Second, the
monetary Return on Investment of greater systems engineering effort for median
programs is 3.5:1. [16]

Current SE Effort ROI for Additional SE Effort
(% of Program Cost) Average Cost Overrun (Cost Reduction Per $$ Added)

0% 53% 7.0
5% 24% 4.6

7.2% 15% 3.5

(median of all programs)

10% 7% 2.1

15% 3% -0.3

20% 10% -2.8

Table 3: ROI for Additional Systems Engineering Effort
Adapted with permission from E. Honour [16]
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The thesis by Honour [16] is perhaps the most complete and well-documented justification for an
SE approach found in this systematic literature review. Note that Honour correlated cost and
schedule performance against any SE resource utilization. His thesis did not consider whether or
not the project was using an MBSE approach. However, he documents not only a significant
trend in cost and schedule improvements as SE effort is increased, but also the optimal point of
SE effort as a percentage of total effort. This information, plus his documented 7X cost reduction
per dollar for additional SE effort provides very compelling justification for an SE approach.

3.2.2.4. MBSE is an Improvement Over Systems Engineering

Tommasi and Vacca [25] justified an MBSE approach by documenting the level of improvement
achievable from implementing SE, to MBSE, and to model-based product line engineering
(MBPLE) approaches in their case study, “How Model-Based SE Makes Product/System
Lifecycle Engineering Framework More Effective.” They emphasized that an MBSE approach
should be considered as an extension of SE, and that a MBPLE approach was a further extension
of an MBSE approach.

Figure 14 shows comparable development cost between the three approaches on the left and
comparable project on-time delivery on the right. For example, projects using an MBSE
approach cost 55% less than projects using a traditional SE approach. In addition, projects using
an MBSE approach delivered on-time 62% of the time, compared to 59% of the time with a
traditional SE approach. Tommasi and Vacca drew data from an independent survey by
Embedded Market Forecasters (EMF) of 667 SE respondents working on software-intensive
product delivery projects.

MBPLE

SE
SE MBSE

Reduced due
to MBSE

MBSE

MBPLE

Improved due
to MIBSE

Development Cost per Project On Time Delivery

Figure 14: Effectiveness of Model-Based Systems Engineering
Adapted with permission, copyright © 2014 PTC, Inc. [25]

“Extending a traditional PLE framework through adoption of Systems Engineering and
Model-Based Systems Engineering methodologies multiplies its typical benefits.” [25]
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The authors asserted that as systems become more complex projects are increasingly challenged
to provide a holistic view throughout the system life cycle in order to meet customer needs,
reduce and mitigate risks, increase reuse, support design variants, and understand trade-offs.
They asserted that an MBSE approach is critical to a successful MBPLE approach.

3.2.2.5. Modeling the Entire Engineering Process, and Halving the Effort

Sweetman [26] described perhaps the most advanced example and justification of an MBSE
approach in his case study, “Economy Class: Saab plans to contain JAS 39E costs.” Saab has
implemented a fully integrated and automated implementation of an MBSE approach overlaying
a 3-D model-based engineering (MBE) approach. The MBSE approach models the overall
system requirements, architecture, tests, and V&V processes integrating all system components;
while the MBE approach models the detailed component designs and automates the
manufacturing processes. This full-system approach contributed directly to the Saab Aerospace
Company’s plans to significantly lower costs of development, procurement, and operation for the
JAS 39E Gripen fighter plane.

The most important tools are grouped under the term model-based systems
engineering. Saab uses industry-standard Dassault Systemes Catia design
software but says it applies it in unique ways. For example, there are no 2-D
drawings in the JAS 39E program. Every part and manufacturing operation is
defined by a 3-D model, from requirements and standards through design,
manufacture and assembly and into the maintenance stage.

The same model is used by all the groups involved in the design process —
weight and balance, aerodynamics, weapon integration and so on. The result is
that 70% of defects are discovered in the simulation stage and all groups can
contribute to the solution and confirm that it will work. With earlier program tools,
the design would be in flight-test by the time 70% of problems were identified.

The definition of the Gripen C/D configuration includes 70,000 written documents.
There are none in the JAS 39E database: Specifications and requirements (for
example, resistance to bird-strike, corrosion and electromagnetic interference)
are built into the models.

The industry standard is to reach a near-optimal time for manufacture at the 180th

aircraft produced. Saab wants to reach that stage by the 30th aircraft — halving the

number of work hours taken on the first 100 aircraft.

[26]

This case study is good example of the benefits of integrated development in a centralized
modeling environment over a more traditional document centric approach. The authors of this
literature review are aware of other similar examples of full system modeling in the aerospace
industry but were unable to locate appropriate case studies in the time allotted. Further research
may be warranted into how the aerospace industry is using an MBSE approach.
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3.2.3. Justification Based on Reducing Defects and Preventing Rework

Eleven case studies justified either an SE or MBSE approach by emphasizing that these
approaches enabled engineers to find defects early in the project development life cycle, where
they are less expensive to fix and thus avoid costly later phase rework, which would impact both
cost and schedule. Pena and Valerdi [27] correlated the impact from requirements volatility to
the amount of SE effort. Boehm et al. [28] illustrated the impact of fixing defects early to
delivery schedule and Hitchins [29] correlated the impact of fixing defects on overall project
timelines. Chodas [30] illustrated how an MBSE approach can positively impact cost and
schedule by limiting rework. Miller [31] illustrated how an MBSE approach can automate the
tracking of defects. Tyreman et al. [32] documented the cost to fix defects. Maurandy et al. [33]
compared attributes of a DBSE to those of an MBSE approach. Perez [34] applied an MBSE
approach to risk-informed design. Ward and Redman [35] documented the cost avoidance
potential of using an MBSE approach during the systems operation and support phase. Mitchell
[36] documented the incremental improvement achieved after implementing an MBSE approach.
And Saunders [22] compared defect density between DBSE and MBSE approaches.

3.2.3.1. Requirements Volatility Causes Defects and Increases Effort
Pena and Valerdi [27] justified a se approach in their study, “Characterizing the Impact of

Requirements Volatility on Systems Engineering Effort.” Figure 15 illustrates how volatility
oscillates through the project life cycle for seven sample projects (each line represents a project).
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Figure 15: Requirements Volatility
© 2014 Wiley Periodicals, Inc. and Adapted with permission from M. Pena and R. Valerdi [27]

It was noted that some volatility early in the project is to be expected, but as the project timeline
progresses volatility increasingly impacts project performance, due to an increase in SE effort in
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later life cycle phases to resolve omissions, defects, and rework. The y-axis in Figure 16
represents the average order of magnitude increase (e.g., 2 = 2x effort, 4 = 4x effort) in SE effort
to resolve issues due to volatile requirements at each project phase.
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Figure 16: Impact of Volatility on Systems Engineering Effort
© 2014 Wiley Periodicals, Inc., and adapted with permission from M. Pena and R. Valerdi [27]
An SE effort is typically planned to trail off toward the later phases, as illustrated by Mornas et
al. [17]. Pena and Valerdi illustrated that requirements volatility can cause a 10X increase in SE
effort in the later phases (Transition to Operation). A 10X increase in SE effort late in the SDLC
would likely cause a significant cost overrun.
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3.2.3.2. Cost to Fix Defects Can be 100 Times More in Late SDLC Phases

Boehm et al. [28] justified an SE approach by correlating the relative cost to fix defects to project
phase in their study, “The ROI of Systems Engineering: Some Quantitative Results for Software-
Intensive Systems.” Illustrated in Figure 17 is the increasing relative cost to fix defects as a
system progresses through life cycle phases.
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Figure 17: The Cost to Fix Defects by Phase
© 2008 Wiley Periodicals, Inc., and adapted with permission from B. Boehm et a. [28]
The specific amount of increase reported by different case studies reflects the differences in
systems, complexity, labor (size and experience), technologies, and industries. However, the
message is the same for each case study; that as the project progressed through the SDLC, the
cost to fix defects increases by orders of magnitude.
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Boehm et al. also justified an SE approach by illustrating the impact of defects on schedule in a
project where emphasis was placed on finding and fixing defects early in the project life cycle.
Note in Figure 18 the relatively low flattening of the ratio line — hours to fix: schedule — from 20
to 36 months through the development life cycle; less than the cost to fix defects during design.
This indicates that the defects found during implementation were minor.
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Figure 18: Flattened Cost When Defects are Fixed Early
© 2008 Wiley Periodicals, Inc., and adapted with permission from B. Boehm et al. [28]
Hitchins [29] justifies an SE approach by illustrating in his study, “Systems Engineering in
Search of the Elusive Optimum,” the impact to total project schedule when defects are found
(and fixed) early. Figure 19 provides further evidence that the earlier a defect can be found and
fixed the less impact the rework effort has on the project timeline.
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Figure 19: Rework Causes Project Overrun
© D K Hitchins [29], adapted with permission
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In Figure 20, Hitchins further correlates the percentage of defects (initial errors) found early to
the average amount of rework, and to the percentage of overrun, further illustrating that as the
number of defects (errors) increase, so does the amount of rework and the corresponding
percentage of project overrun.
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Figure 20: Escalating Cost Impact from Defects
© D K Hitchins [29], adapted with permission

Hitchins qualifies his findings with this statement:

“...curtail the requirements phase ...invariably leaves requirement and design
specifications with errors and omissions” [29]

These case studies illustrate that finding and fixing defects early are important keys to
maintaining project performance within costs, schedule, and quality objectives. The work of
Boehm et al. [28] and Hitchins [29] sets the baseline for case studies, such as Chodas [30]
(Section 2.2.2.3), which documents that an MBSE approach is effective at finding defects early
and thereby enabling fixes early and/or preventing rework.
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3.2.3.3. MBSE Improves Design Decisions

Chodas [30] justified an MBSE approach by illustrating improvements in cost and schedule in
his case study, “Improving the Design Process of the REgolith Imaging X-ray Spectrometer
(REXIS) Using Model-Based Systems Engineering (MBSE).” He set the stage by showing
(Figure 21) that NASA had a significant number of projects with cost and schedule overruns.
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Figure 21: Cost Overruns at NASA

Published in the Public Domain [30]
Chodas explained that many systems at NASA are system-of-system projects and attributed the
cost and schedule overruns to the growth of new subcomponents (parts) added to the system
design in order to solve problems found as a result of design defects, omissions, or changes. He
showed that an MBSE approach can have a significant positive impact on project cost and
schedule by limiting the amount of rework as an improvement above using a traditional DBSE
approach. Figure 22 illustrates how component (parts) growth often occurs after system design
review (SDR), a point after which it becomes increasingly more costly to make changes.
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Figure 22: Part Growth After SDR
Published in the Public Domain [30]
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In Figure 23, Chodas provides an example of how his team successfully used an MBSE approach
to find a design solution sooner than they would have found using a DBSE approach. The MBSE
approach found a requirement change that had not been reflected in the design (removal of
spacecraft thermal isolation). The historical thermal design timeline is presented in the top half
of the Figure 23. In the bottom half, the MBSE design timeline shows that the requirement
change was recognized prior to SDR and the determination to change the design (adding a
second isolation layer) is made in an earlier phase prior to the product design review (PDR). The
result is reduced design iteration (which becomes increasingly more difficult after PDR
approval) and rework prior to critical design review (CDR). Chodas does not identify what the
cost saving were for making the design change earlier, but applying the lessons from Hitchins
and Boehm et al., the cost savings can be presumed as substantial.
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Figure 23: Example of MBSE Enabling Better Design Decisions
Published in the Public Domain [30]

Chodas’ example illustrates how to justify an MBSE approach by walking through the process of
preventing rework. His comparison with historical implementations of radiator thermal systems
is relevant, because it illustrates the effect of a requirement omission in the historical view
compared to requirements completeness in the MBSE view. Explicit requirements and interface
tracing in an MBSE approach ensures that omissions do not happen, enabling design change
decisions to happen earlier in the life cycle and preventing costly rework.
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3.2.3.4. MBSE Modeling Software Automates the Finding and Tracking of Defects

Miller [31] justified an MBSE approach by presenting data from SE modeling tools used to
automatically track defects to requirements, drawings, dimensions, parts, etc. in his case study,
“How Has Effective Systems Engineering Benefited Our Defense Programs.” Figure 24
illustrates an example of the data tracking possibilities from an MBSE tool, which provides the
information necessary to find defects early in the systems development life cycle.

300

Figure 24: Automated Error Tracking Results Report
© Harris, Inc., 2012 [31]

Miller’s case study builds on the work of Chodas [30] by illustrating data indicators that should
be investigated (for example, the large number of defects in the Design-Assy and Design-Detail
models) leading to the discovery of defects early in the SDLC.
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3.2.3.5. MBSE Reduced the Cost to Fix Defects on a Complex Submarine Program

Tyreman et al. [32] justified an MBSE approach by illustrating in their case study, “Achieving
MBSE Benefits amidst Multiple Government Program Office System-of-System Challenges,”
how an MBSE approach reduced the impact of fixing defects on a complex system-of-system
submarine program. Program components included 4 ships, over 55 subsystems, and 25 original
equipment manufacturers (OEMSs). The group was chartered for a two-year technology renewal
cycle and committed to doing more each cycle for the same price. The delta of engineering
change proposals (ECPs) was the basic counted metric. The group solution was to meet this
commitment by reducing their defect rate.

In Figure 25, the authors compare a traditional SE approach (sand colored section) against an
MBSE approach (light green section). They illustrate how the traditional approach had much
higher cost to fix defects than in the MBSE approach.
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Figure 25: MBSE Finds Defects Earlier, Reducing Cost to Fix
Published in the Public Domain [32]

The impact estimates in Figure 25 (1x to 20x) were validated on the program, and further
confirmed the results of Boehm et al. [28] (and others) that the earlier in the project timeline a
defect is found, the less expensive it is to fix. Tyreman et al. justify MBSE as an approach to
finding defects early. This case study is an example of an MBSE approach scaled to an
extremely large and complex submarine system-of-system program where reducing the defect
rate on this multi-billion dollar program would save many millions of dollars or more.
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3.2.3.6. The Benefits of MBSE are Not Seen if Only Used for Requirements

Attempting to justify an MBSE approach, Maurandy et al. [33] conducted a cost-benefit analysis
on using the systems modeling language (SysML) in their case study, “Cost-Benefit Analysis of
SysML Modelling for the Atomic Clock Ensemble in Space (ACES) Simulator.” ACES is an
initiative of the European Space Agency to compare the accuracy of orbiting atomic clocks with
ground-based clocks.

A basic assumption of this case study was that both DBSE and MBSE approaches are
comparable in their ability to store information in order to communicate ideas to others.
Attributes that reflect this concept for both

approaches were defined. Weight
The attributes measured are depicted in Table 4. The Completeness 0.097
authors derived a weighting measurement for . -

. : ; Consistency 0.261
comparing the value of assigned attributes of —
requirements management in an MBSE approachtoa | EXtendability 0.048
DBSE approach. The comparison only considered the Readability 0.161
use of MBSE as an approach for requirements Layering 0.433

management and did not consider other SE functions.
Table 4: Weighted Requirements Attributes
© 2012 by Julien Maurandy, Ebehard Gill, Achim
Helm, and Roland Stalford [33]

“The results are RMBSE = 0.489 and RDBSE = 0.511. Looking closer, one can quickly
realize these coefficients highly depend on the ratio of the total project cost to the number
of team members.”

“Architecture and Behavior Context: FMBSE = 1.15 and FDBSE = 0.85
Requirements Handling Context: FMBSE = 1.02 and FDBSE ~ 0.98” [33]

The authors readily admit that their results showed marginal differences between MBSE and
DBSE approaches. This case study was the only case study found in this literature review that
documented a less than obvious improvement from using an MBSE approach. Therefore, it
provides a counter argument to the inherent biases of the other case studies.

However, this case study further illustrates that using an MBSE approach only for requirements
management may achieve only marginal benefits. Advantages from an MBSE approach such as
ensuring completeness of requirements, interfaces, and design elements, thus enabling omissions,
inconsistencies, and defects to be found early in the life cycle cannot be leveraged into later
phases where the cost and schedule savings or rework prevention is realized. Similarly, this case
study ignored the advantages from reusing models. Therefore, a program that does not continue
an MBSE approach throughout the full system development life cycle will likely incur all of the
investment cost, but will not reap the benefits or ROI hoped for.

40



3.2.3.7. MBSE Improves the Probability of Success

Perez [34] justified an MBSE approach in his case study, “Application of MBSE to Risk-
Informed Design Methods for Space Mission Applications,” by documenting how MBSE tools
and processes improve the probability of success by reducing risk in design decisions. Risk-
Informed Design (RID) is an analysis method employed early in the lifecycle of spaceflight
projects, enabling designers to include a risk factor in their component trade-off decisions.

Perez explains that risks analyses are typically conducted late in the design cycle, when design
changes are difficult to implement. To improve this process the team evaluated the use of failure
analysis integrated into the system architecture model and the use of an MBSE approach to
enable engineers to make risk-informed system modification decisions during the design process.

Table 5 summarizes the risk probabilities for adding alternative subsystems to a larger system.
The baseline probability is for no change to the system design. Update 1 reflects the probability
for system changes derived using an SE approach, without models (improving the likelihood of
success to 73%), and update 2 reflects the probability for system changes derived while using an
MBSE approach (improving the likelihood of success to a 93%).

Svstem 0O Phase Success Probability Failure Probability
g [ probOfSuccess ] [1- probOfSuccess ]
Nochanesto | Baseline 06 0.4
Without Update 1 0.73 027
MBSE
With
wese | Update 2 0.93 0.07

From 73 % chance of success
to 93 % chance of success

Table 5: Probabilities from Implementing MBSE
© 2014 by Rafael Mareni Perez [34]

However, the authors provided this caveat about adding subsystems to a space system design:

Although the reliability of the system improved significantly, it came at the

sacrifice of additional complexity to the system that typically results in higher

costs, longer schedules, higher mass, larger volume, more electrical power and/or

extra resources. [34]
The use of an MBSE approach did not reduce cost directly; rather the use of an MBSE approach
allowed the authors to make more informed design option decisions. The more informed decision
significantly improved mission reliability (reducing risk) and prevented a cost increase later due
to potential rework or due to a system failure, which if it occurred in space would likely have
been catastrophic.
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3.2.3.8. An ROl on the Cost to Develop a Custom MBSE Approach

Ward and Redman [35] documented the ROI to develop and implement the System Architecture
Virtual Integration (SAVI) MBSE approach (tools, standards, labor, etc.) by calculating the
potential rework cost avoidance that using SAVI could achieve. The program is

A collaboration between aerospace system development stakeholders whose goal
is to lower development costs of complex aerospace systems by enabling model-
driven virtual integration of complex systems across multiple development
environments. The SAVI Program resides within the Aerospace Vehicle Systems
Institute (AVSI), an aerospace industry research cooperative whose members
perform collaborative applied research and technology projects. AVSI is part of
the Texas A&M Engineering Experiment Station. Current Members of the SAVI
Program include Airbus, Boeing, U.S. DoD, Embraer, U.S. FAA, GE Aviation,
Honeywell, U.S. NASA, Rockwell Collins, the Software Engineering Institute at
Carnegie  Mellon  University and United Technologies Corporation.
[www.savi.avsi.aero]

The SAVI program was initiated in response to the growing industry trends toward the use of
models for SE, development, manufacturing, production, verification and validation (V&V), and
integration. The authors argue that as models proliferate, the various models contain multiple
interdependent properties, resulting in multiple versions of the truth. In order to maintain a single
version of truth the complete model set for a system needs to be consistent. SAVI is an MBSE
approach aimed at providing consistency across all models.

In Table 6, the authors illustrate their results from the use of parametric estimation software,
where they calculated a risk factor of the cost of rework and amortized that cost over 10 years.
Since these are multi-year calculations, they have equalized the values to net present value
(NPV). The cost avoidance estimates are used to calculate an ROI, which for the SAVI approach
shows a positive ROI to implement this MBSE approach even in the most pessimistic estimates.

NPV (Cost Total Cost NPV (Cost to ROI
Avoidance) Avoidance Develop) % per year
Pessimistic $64 M $99 M ($85.7 M) 2%
Expected $256 M $398 M ($85.7 M) 40%
Optimistic $768 M $1.193B ($85.7 M) 144%
ROI to develop the SAVI MBSE approach A

Table 6: ROI to Develop a Custom MBSE Approach
Adapted with permission from the SAVI PMC [35]

This case study provides representative cost ($85.7M) and ROI (40%) for developing and
implementing a complex MBSE approach for a large aerospace systems development operation.
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3.2.3.9. MBSE Allows a Reduction in SE Labor, Even as BCRs Increase

Mitchell [36] justified their transition from a traditional DBSE approach to an MBSE approach
by documenting the incremental improvement that his team experienced during their transition
on the Submarine Warfare Federated Tactical Systems (SWFTS) Program. He describes using
continuous process improvement technigques on their SE processes in response to request from
their customer to do more for less cost. As is normal in a large complex weapon system
development program, the number of baseline change requests (BCR) increased steadily
throughout the course of the multi-year program. Doing more for less did not prevent the
SWEFTS program from investing in new processes and tools. Notice the bump in Figure 26 (blue
line) after implementing the DOORS tool. Mitchell explains that extra effort was required to
implement the new processes and tools. Lessons learned from that effort helped smooth the
transition to an MBSE approach in 2011. Mitchell points out that through improved modeling
and automation of the SE processes, his team was able to reduce the number of SE full-time
equivalents (FTE) assigned to the project, even though the number of BCRs continued to
increase (doing more for less cost).
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Figure 26: MBSE Enabled a Reduced Systems Engineering Effort
Published in the public domain and adapted with permission from S. Mitchell [38]

While controlled experiments providing direct comparisons of large side-by-side development
projects are not financially feasible, the types of results documented by Mitchell are evidence of
the value of an MBSE approach, where the team was able to do more work with fewer members.
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3.2.3.10. A Dramatic Reduction in Defects Directly Attributed to MBSE

Saunders [22] justified an MBSE approach in his case study, “Does a Model Based Systems
Engineering Approach Provide Real Program Savings? — Lessons Learnt,” by comparing defect
rates on four programs run under a DBSE approach to three programs using an MBSE approach.
Figure 27 illustrates his dramatic 68% reduction in defects after MBSE practices were

introduced. Defects were tracked over a five-year period, starting before an MBSE approach was
implemented.
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Figure 27: Reduced Defects After Introducing MBSE

© 2011 Raytheon Company and adapted with permission from S. Saunders [22]
Saunders describes how the DBSE approach is focused on producing the specification, perhaps
using a requirements management tool (which he does not consider an MBSE tool). He further
explains that the largely manual processes involved in a DBSE approach produce poor
traceability reports and incorrect specifications. Saunders contrasts the MBSE approach as
providing complete understanding of the system behavior. “An MBSE approach,” he states,
“focuses on evolving the system model until all views are completely integrated” (functional,
requirements, architecture, and test). He emphasizes, “functional behavior cannot be expected to

be understood to the extent needed to create a complete and consistent specification,” (with a
DBSE approach).

As with Mitchell’s [36] case study, Saunders attributed improvements in the reduction of defects
due to the use of an MBSE approach. Saunders’ comparison of only seven sample projects is

dramatic. It would be worthwhile to conduct further research. Perhaps a follow-on study could
show whether the improvements continued into 2015.
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4. Conclusions

The genesis for this systematic literature review was to search for industry case studies that could
inform a decision of whether or not to support the change process, investment, training, and tools
needed to implement an MBSE approach across the engineering enterprise.

There is a significant advantage to project performance by applying an SE/MBSE approach.
A ratio of 12:21 case studies reported that applying an SE approach established repeatable
processes with strong project performance results for requirements management, architecture,
testing, and V&V processes. A ratio of 11:21 case studies reported that applying an MBSE
approach significantly improved project performance above that of an SE approach. This was
attributed to added processes, for stakeholder and requirements stability, concept exploration,
design reuse, and margin analyses. These are the processes where an MBSE approach enables
defects to be found and fixed early in the SDLC. Defects and rework are the cause of significant
project performance degradation, and an MBSE approach was shown to prevent this impact.

An MBSE approach improves engineering efficiency. The case studies that did not include
quantifiable metrics primarily stated that an MBSE approach could make a complex system
development effort more efficient. The most commonly discussed application of an MBSE
approach in these case studies was for requirements completeness, consistency, and
communication. These were seen to improve engineering processes involved in requirements
management, test and evaluation, V&YV, concept exploration, design reuse, system margins
analyses. Improvements in defect prevention strategies were made by identifying, analyzing, and
tracking defects, so that they are fixed in the phase where the defects occur (where the fix will
have the least impact to cost and schedule).

An MBSE approach prevents costly rework. The case studies with metrics, in a ratio of 12:21,
presented evidence confirming that an MBSE approach provides significant capability to find
defects early in the SDLC when they can be fixed with less impact, thus mitigating the risks to
cost, schedule, and mission by preventing rework late in the life cycle. Rework late in the SDLC
poses significant risks to the program for cost and schedule overruns, because many complex
system programs commit total program cost in the early phases of the SDLC, leaving little room
to absorb rework in the later phases.

Using an MBSE approach only for requirements management may achieve only marginal
benefits. Advantages such as enabling defects to be found early in the life cycle cannot be
leveraged into later phases where the cost and schedule savings or rework prevention are realized
if a program only employs an MBSE approach for requirements management. A program that
does not continue an MBSE approach throughout the full system development life cycle will
likely incur all of the investment cost, but will not reap the benefits or ROI hoped for.
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Systems engineers have a role in driving the engineering processes. Along with applying an SE
or MBSE approach across the SDLC, the greatest performance success was achieved when the
SE held a process leadership role. Mornas et al. [17] defined those processes that SEs should
lead, which have effect across the SDLC. Research by EIm and Goldenson [18] showed that
programs employing an SE approach only for documenting requirements rated in the low
performance/low SE capability category, while those with a strong SE capability achieved
significantly higher performance. Frantz [23] attributed success in the UHF project that delivered
3X sooner than the worst UHF project to high access and attention from systems management
disciplines. The defined optimal SE effort (from 12%-17%) by Honour [16 and 24] assumed that
the SE functions within this role as the driver of engineering processes.

There is a need for skilled engineers. A number of the case studies addressed the general lack of
skilled systems engineers, and skilled MBSE engineers in particular, as a major hindrance to
implementing an MBSE approach successfully. If the models are to provide benefit to later
phases of the program, they must be managed and kept up to date. Design engineers need a basic
understanding of an MBSE approach in order to fully utilize the information generated by
systems engineers. Both engineers and stakeholders are accustomed to reviewing documents
rather than MBSE model artifacts and the fundamental process of “first change the model, the
model is the design” meets with cultural resistance. The greatest challenge to a successful
implementation of an MBSE approach may be overcoming this cultural resistance.

Additional research is needed. Much of the analyses conducted in these case studies are
incomplete when applied to an MBSE approach. For example, Honour [24] documented an
optimal percentage of systems engineering effort correlated to project performance (from 12%-
17%). An extension of his analysis specific to an MBSE approach would be informative, because
of the process, schedule, and cost differences between the two approaches. Some of the defect
analyses in other case studies used only a few samples in their report. It would be worthwhile to
expand the sample size and see if the improved performance continues. Some of the defect
analyses used samples from several years ago. It would be worthwhile to explore whether an
MBSE approach continues to provide significant benefits over a longer period of time. While the
findings of this literature review are positive, further study is warranted in order to establish a
definitive ROI for implementation of an MBSE approach in the target environment, as well as
account for differences in cultures, motivations, management styles, marketplace pressures,
governmental regulations, and staff experience between the case studies reviewed here. What
works for one company may not work for another or fit another’s business model.
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5. Implementation Lessons Drawn from the Findings

The results of this study can be used to construct a picture of what it would take for an
organization to successfully employ an MBSE approach and to achieve the benefits illustrated.

First, the case studies identified are a number of prerequisites for any enterprise to employ an
MBSE approach, representing investments by the enterprise in its staff and processes.

The enterprise must have a mature, well-documented, and enterprise-wide SE process
that spans from requirements development and analysis through system test and
qualification (or V&V in the case of software intensive systems).

The enterprise must have a cadre of trained systems engineers with at least moderate skill
in employing MBSE tools and techniques, and whose MBSE roles are clearly delineated
from the more traditional roles.

The enterprise must make available to all the engineering staff a basic level of training in
the MBSE processes (so that they understand the value of the models and what to expect
from the systems engineers) and in how to read MBSE artifacts (so that they can interpret
information provided from the MBSE processes).

The enterprise must define MBSE model management processes in order to create,
update, and maintain the MBSE models throughout the full lifecycle and to derive
engineering artifacts from the models at each stage of the system development lifecycle.
The enterprise must invest in full-scale MBSE tools (hot requirements management tools)
and tool-use procedures must be institutionalized (all teams must use compatible tools).

In addition to these prerequisites, the case studies assert that each program in the enterprise
would need to make the commitment to employ an MBSE approach in the following manner:

Initiate MBSE model development at the beginning of the program to model the program
processes (as well as requirements and other artifacts) and resource the SE effort
sufficiently, including MBSE work (which could be as much as 15% of program costs).
Commit to making the MBSE models the centerpiece artifact for referencing the
architecture, converting requirements into designs, and tracing tests and V&V tasks
through design to requirements (“first change the model, the model is the design”).
Provide continuous resources to update and sustain the models and employ them as the
basis for design reviews and verifying requirements, using the models to improve
understanding of the impact to the design caused by changes.

Provide continuous resources to employ the models as the basis for defining system
testing, qualification, and requirements verification plans.

Support an MBSE approach with appropriate sustained computing infrastructure
(licenses, repositories, access controls, archives, and processes) throughout the system
life cycle.
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Based on the case studies reviewed in this document, the enterprises which acquired significant
benefits from an SE approach in general and an MBSE approach in particular made these
investments and commitments. The cultural changes necessary to implement an MBSE approach
successfully (roles, rewards, behavior, and support at all levels) were described as the more
difficult challenges to overcome. However, those who remained committed to the application of
an MBSE approach throughout the SDLC achieved significant ROI.
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