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Abstract—We report observation of a radial dependence in the magnetic anisotropy of epitaxially 

strained CoFe2O4 nanopillars in a BaTiO3 matrix. This archetypal example of a multiferroic 

heterostructure with a self-assembling three dimensional architecture possesses significant out-of-

plane uniaxial magnetic anisotropy. The anisotropy originates from the large magnetostriction of 

CoFe2O4 and the state of stress within the nanocomposite. Magnetometry suggests the existence 

of two magnetic phases with different anisotropies. Micromagnetic simulations of a core-shell 

magnetic anisotropy qualitatively reproduce features of the magnetic hysteresis and elucidate the 

magnetization reversal mechanism: the magnetization initially reorients within the pillar core, 

followed by that of the shell. This is consistent with polarized small angle neutron scattering which 

can be described by a CoFe2O4 magnetization that is non-uniform on nanometer length scales. As 

the length scale of inhomogeneity of the magnetic anisotropy is similar to estimates of the 

relaxation of the displacement field from the CoFe2O4-BaTiO3 interface, stress and its influence 

on structure provides an important route to new functionality of vertically aligned nanopillars for 

applications in low-power memory, computing and sensing. 
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Recently there has been growing interest in multiferroic materials [1–4] due to the intriguing 

physics that is inherent in the coupled order parameters that they possess [5,6], which may enable 

novel memory and sensor applications [7,8]. Presently, single phase multiferroics, particularly 

those with ferromagnetic (FM) and ferroelectric (FE) order parameters, do not possess large 

magnetoelectric coupling [9,10]. Thus, an alternative approach of using heterostructures, i.e., 

nanocomposites, consisting of materials with different ferroic orders has been pursued [4,11–14].  

For thin-film multiferroic heterostructures, often the magnitude of the multiferroic response 

depends on the interfacial area; binary 2D films are limited by the extent to which this 

propagates from the interface [9,15]. By contrast, for 3D architectures such as vertically aligned 

nanopillars (VANs), the interfacial area scales with film thickness, pillar diameter and 

density [4,11,16–19]. This means coupling of for example magnetic and electric order 

parameters (magneto-electric coupling) may remain strong even in thick films. As the variation 

of atomic structure (commonly referred to as strain) within these structures is determined by the 

competition between the substrate and out-of-plane interfaces, this geometry also enables strain 

control [16,19], compared with 2D films which are only controlled by substrate clamping [20]. 

These properties have motivated significant research into 3D architectures for multiferroic 

heterostructures and beyond. [19, 21-24]. 

Nanopillars of ferromagnetic spinel CoFe2O4 (CFO) within a ferroelectric perovskite BaTiO3 

(BTO) matrix are a prototypical example of a VAN multiferroic, due to the large magnetostriction 

of CFO [25], ferroelectric response of BTO [26]. This system and comparable crystal structures 

are amenable to heteroepitaxial growth along the normal to the film’s surface, i.e., vertical 

direction  [11]. Lattice mismatch between the CFO and BTO causes interfacial strain. The strain 

induces a large out-of-plane uniaxial magnetic anisotropy in the CFO [4,27,28]. Due to the 
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sensitivity of the anisotropy to strain, even slight relaxation within the CFO pillars can cause 

significant changes to the magnetic behavior. Consequently, relaxation of the displacement field 

away from the interface, often reported in lateral heterostructures, [29,30] could produce a non-

uniform magnetic field dependence of the magnetization within a VAN—although this is presently 

unknown. In order to maximize the magnetoelectric coupling, knowledge of the spatial 

dependence of the magnetic anisotropy is essential. Here we report on a combined study of 

micromagnetic simulation, magnetometry and polarized small-angle neutron scattering (SANS). 

The micromagnetic simulation demonstrates that a CFO nanopillar with a high anisotropy shell 

and a lower anisotropy core is required to describe the field dependence of the magnetization. 

Polarized beam SANS data measured away from saturation are consistent with the nanopillars 

possessing a non-uniform distribution of magnetization. 

Samples were grown using pulsed laser deposition from a (BaTiO3)0.65(CoFe2O4)0.35 (molar 

ratio) composite target with a substrate temperature of 850 °C, an oxygen pressure of 50 mTorr (1 

Torr = 133 Pa), and a laser energy of 2 J/cm2, consistent with previous reports [4,11]. Film 

thicknesses of 720 nm were deposited on (001) Nb:SrTiO3 (Nb:STO, Nb doping, 0.7%) and STO 

(001) substrates (Fig. 1a,b). A bottom electrode SrRuO3 (SRO) with a layer thickness of 30 nm 

was grown on STO by pulsed laser deposition. Epitaxial growth of CFO nanopillars of an average 

diameter of 18(2) nm and a volume fraction of 0.17(2) is evidenced by high angle annular dark 

field scanning transmission electron microscopy (HAADF-STEM) images (Fig. 1a) (detailed in 

Supporting Information). X-ray diffraction (XRD), performed using a Cu-Kα (1.5406 Å) source, 

indicates no impurity phases and establishes the BTO and CFO c axis parameters to be 4.045(2) 

Å and 8.277(4) Å respectively (Fig. 1c); the CFO is 1.4% compressively strained in the out-of-

plane direction relative to the bulk lattice parameter [31] (8.392 Å). Previously, single-phase CFO 



5 

 

films on STO substrates were shown to have out-of-plane tensile strain [32]. The large out-of-

plane compressive strain of the CFO nanopillars is dominated by the vertical interface coupling 

rather than the STO substrate. [33]  

 

 

FIG 1. a) Plan-view and b) cross-sectional HAADF STEM showing the sample morphology and 

thickness of a 720 nm BTO-CFO VAN grown on 30 nm SRO buffered STO(001). Inset: Epitaxial 

relationship between a single CFO pillar and the surrounding BTO matrix. c) X-ray diffractogram 

(θ-2θ scan) of the BTO-CFO nanocomposite film.  

 

Superconducting quantum interference device (SQUID) magnetometry (Fig. 2) performed at 

300 K shows a significant perpendicular magnetic anisotropy between the in-plane and out-of-

plane directions, along with a kink at low field, which is consistent with previous BTO-CFO VAN 
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MH loops [4,27]. The magnetization of 400(30) kA/m, which was normalized to the volume 

fraction of the CFO determined from STEM, is somewhat lower than the bulk value of 477 kA/m 

or 3.65 µB/f.u. [34]. As the CFO spinel inversion is strongly dependent on the growth conditions, 

[35] and the theoretical magnetic moment for a completely inverse CoFe2O4 spinel is 3 µB/f.u. [36], 

the decreased magnetization of our samples may originate from a higher distribution of Co2+ in 

octahedral sites. Another potential cause is spin disorder at vertical interfaces, which is commonly 

posited as an explanation for reduced magnetization in nanopillars [37]. 

 

 

FIG 2. a) In-plane and b) out-of-plane magnetic hysteresis loops (black curve and circles) with 

fits to the data (red curve) and the components of fits (dashed curves). H1 and H2 denote the two 

hysteresis loops. The insets highlight the shape of the experimental MH loops at small fields. The 

error bars are smaller than the symbol size. 
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The MH loops can be fitted by a minimum of two hysteresis loops (Fig 2), representing different 

fractions of hard and soft magnetic phases. This is congruent with reports of exchange coupled 

FePt/Fe3O4 nanoparticles [38], where similar behavior was attributed to an incomplete coupling 

between the soft and hard magnetic phases arising from two different chemical phases. However, 

for the BTO-CFO VAN, the two magnetic responses originate from a single chemical phase of 

ferromagnetic material. There is a significant difference in the saturation magnetization, Ms, of the 

soft magnetic hysteresis loop for fields applied in and out of the sample plane. These differences 

suggest the two magnetic phases are partially coupled, potentially originating from a non-uniform 

lateral magnetization within the nanopillars, which motivates the SANS study.  

From the in-plane MH loop an anisotropy field [39], Hk, of 6.5 T can be estimated. Assuming 

magnetostriction is dominant, the anisotropy field, Hk, is related to the CFO strain in the [001] 

direction, ε001, by 𝐻𝑘 = −3𝜆001Υ𝜀001, where λ001 is the magnetostriction in the [001] direction and 

ϒ is the Young’s modulus of CFO. However while values of the CFO Young’s modulus are 

relatively consistent [31,40,41], there is significant variation in literature values of 

λ001 [25,40,42,43] (250-600 × 10-6), which has also been reported to have a strong dependence on 

the degree of spinel inversion [44]. Therefore, given the measurements of Hk (from Fig. 2b) and 

ε001 (from XRD) and the literature value of 141.6 GPa for ϒ, our value of λ001 = 340 × 10-6 is 

consistent with the reported range.  

SANS with polarized incident beam was conducted on NG7 at NIST (Fig. 3) on two samples 

placed face-to-face, with the pillars parallel to the incident beam and the neutron beam 

polarization. Due to the large anisotropy field, these samples were saturated with a +7 T out-of-

plane field ex situ and then measured at +7 mT (near remanence) and -500 mT field where the sign 

is taken with respect to the saturation field. Neutron scattering is sensitive to the magnetization 
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that is perpendicular to the scattering wavevector, 𝑄⃗ = (𝑘⃗ 𝑓 − 𝑘⃗ 𝑖) (the difference between the 

wavevectors of the incident and scattered neutron beam, ki, and kf, respectively, equals 

4𝜋sin⁡(𝜓) 𝜆𝑛⁄ , where 2𝜓 is the angle between ki, and kf (half the cone angle in Fig. 3e) and 𝜆𝑛 is 

the wavelength). The intensity of the neutron scattering for each polarization state of the incident 

beam for our experiment is [45]: 
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Where 𝜃 is the angle between the x axis (Fig. 3e) and 𝑄⃗ , and V is the volume, 𝑁 and 𝑀̃ are the 

spatial Fourier transforms of the nuclear and magnetic scattering length densities (SLDs) 

respectively, and bH = 2.91 × 108 A-1m-1 is a constant relating the atomic magnetic moment to the 

Bohr magneton [45]. As the magnetometry shows that the z component of the magnetization is 

significantly larger than the in-plane components, the difference between the polarization states 

(defined by ∓ in (1)) is predominantly a measure of Mz, as a function of x and y.  



9 

 

 

FIG 3. SANS with polarized neutron beam for +7 mT and model fit: a,b) 𝐼+(𝑄), c,d)⁡𝐼−(𝑄). The 

ring feature is identified at Q=0.0168 Å-1. e) Schematic of neutron experiment. The final 

wavevector, kf, lies inside the cone. The scattering vector, Q, lies in the green colored plane at the 

position of the sample. 

 

Standard corrections [46], including accounting for a beam polarization of 93%, were applied to 

each dataset. From the relative length scales observed with STEM, the ring at 0.0168 Å-1 (Fig. 3) 

is due to inter-nanopillar correlations (structure factor), while the high Q data are more sensitive 

to the nanopillar size and shape (form factor). The Fourier transform of a 2D model of simulated 

structures similar to that observed in the STEM was fit to the spin asymmetry, 

I + Q( )- I - Q( )( ) / I + Q( )+ I - Q( )( ), as detailed in the Supplemental Material (Fig. S1 and S2). 
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Roughness (or variation) in the position, r, of the interface from the axis of the pillar represents 

the deviation of the CFO/BTO interface from its mean value along the length (i.e., along z) and 

circumference (i.e., from φ = 0 to 2π, where 𝜙⁡(= 𝜃) is the polar angle in the plane of the film). 

The roughness is included in the scattering calculation as a Debye-Waller factor of the form [37]: 

       e
- Q

x
2+Q

y
2( )G j ,z( )/2

     (2) 

where: 

 G j,z( ) = r j,z( )- r j ',z '( )é
ë

ù
û

2

  (3) 

the roughness factor, is the mean squared difference between the radii of any two points on the 

surface of the nanopillar and Qx and Qy are the components of Q parallel to the plane of the detector.  

As models with both uniform and non-uniform magnetic SLD  have similar reduced chi squared 

values [48], these SANS data are insufficient for differentiating between the two; the large pillar 

roughness (Table I) obfuscates the details in the form factor. For comparison, the magnitude of the 

roughness factor G(φ), determined from the STEM, is 2.6(5) nm (integrated over a z-slice of the 

film prepared for microscopy). This is potentially indicative of a larger roughness along the pillars 

than around their radii, although this cannot be confirmed without determining G(φ) for several 

film thicknesses. In the case of the core-shell model, the core magnetic SLD decreases as the 

applied field approaches the coercive field from saturation. 
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Applied field (mT) 7 -500 

Core SLD (10-6 Å2) -0.19 (2) -0.42 (7) 

Shell SLD (10-6 Å2) 1.0 (1) 1.1 (1) 

Core radius (nm) 3.7 (4) 4.4 (7) 

Shell thickness (nm) 7.1 (6) 6.4 (9) 

Core polydispersity (nm) 0.18 (4) 0.18 (6) 

Shell polydispersity (nm) 0.09 (2) 0.08 (3) 

Roughness (nm) 7 (1) 6.1 (8)  

Table I. SANS fit results for 7 mT and -500 mT applied fields. 

 

In order to distinguish between the two SANS models and elucidate the origin of the 

magnetization reversal process, we performed micromagnetic simulations using the Object 

Oriented MicroMagnetic Framework [49] (OOMMF) on a 48 node cluster. The simulation 

parameters which provided the best agreement with the magnetometry are shown in Table II, with 

the cell size (0.5 nm) selected to be smaller than the exchange length [50] (1.5 nm). The maximum 

angle between adjacent spins, δω (Fig. 4b), controlled by the value of the exchange constant, 

remained below 16°, except for the coercive field, Hc, when δω peaks at 28°; a maximum spin 

angle of less than 30° usually indicates good reliability of the simulation  [51,52]. Simulations 

reported here were of a single CFO nanopillar, although comparisons made with simulations of 

multiple nanopillars were also explored and found the inter-structure magnetic interactions to be 

weak (Fig. S3). Periodic boundary conditions were used in the out-of-plane (z) direction, to 

increase the accuracy of the calculated demagnetization energy; however, the effect of removing 

this periodicity was negligible. To account for the effect of sample polydispersity on the hysteresis 

loops, we examined simulations for different size pillars. We found the loop shapes to be similar, 

but Hc was correlated with pillar diameter, enabling a distribution of radii (σ = 2.0 nm) to be 

approximated from the simulation results of the mean radius (Fig. S4). 
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Cell size (nm) 0.5 

Core diameter (nm) 7 

Shell thickness 5 

Cylinder height (nm) 36 

A, Exchange constant (J/m) 13 × 10-13 

Shell uniaxial anisotropy (J/m3) 6 × 105 

Field step size (mT) 20 

Saturation magnetization (kA/m) 400 

Table II. Input parameters for micromagnetics simulations of a single CFO cylinder. A value for 

the exchange constant within the range of previously reported values [53,54] was used. 

 

Along with assuming that inter-pillar interactions were negligible, other simplifications were 

made, including: the simulated nanopillar is perfectly cylindrical, normal to the sample plane, and 

the magnetic anisotropy was divided into two distinct regions (specifically a soft magnetic core 

and a hard magnetic shell). Despite these simplifications the simulation captures the essential 

features of the in-plane and out-of-plane magnetometry data (Fig. 4a). Alternative models using a 

single magnetic region and a hard core/soft shell were unable to reproduce the qualitative 

agreement. The best agreement was achieved with a larger ratio of core to shell dimensions than 

that inferred from the SANS fit. This larger ratio was required in order to decrease the strength of 

the coupling between the two regions; this difference could be due to an overestimation of the shell 

anisotropy, or related to the idealized cylindrical shape of the simulation, both of which are also 

likely to be responsible for the larger coercivity of the simulation. The presence of magnetically 

soft defect sites and thermally activated reversal, both of which were not modeled here, will also 

limit the ability to quantitatively compare the simulations to the experimental results. Another test 

of the simulation is to observe how Hc varies with angle relative to the in-plane direction (Fig. 5). 

The calculated and measured variation of Hc with angle qualitatively agree, further supporting 
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modeling with of two magnetic phases with different anisotropies, despite the simplifications 

required to make the simulation computationally tractable. 

 

FIG 4. a) In-plane (red) and out-of-plane (blue) magnetic hysteresis loops from SQUID (solid 

curves) and micromagnetic simulations (dashed curves). The simulated MH half loop has been 

mirrored in x and y for ease of comparison. The error bars are smaller than the symbol size. b) 

Distribution of Mz /Msat across the y axis for a single row of cells across the center of the pillar as 

it switches from the +z (red) to –z (blue), for four different fields. The initial saturation was in the 

+z direction. The dashed lines delineate the boundary between the shell and core cells. The angle 

between adjacent spins, δω, is depicted. 
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By studying the magnetization distribution within the simulated pillar, it is possible to 

understand the reversal mechanism, particularly how the interaction between the core and shell 

regions results in an initial sharp decrease in the magnetization. Figure 4(b) shows the 

magnetization of each cell in a row representative of the bulk for four different fields, following 

saturation at +2000 mT. At -700 mT both the core and shell spins are largely aligned in opposition 

to the field. The magnitude of the field is significantly smaller than is required to overcome the 

uniaxial anisotropy in the shell, and the exchange energy pins the core magnetization. Between -

700 mT and -800 mT the increasing Zeeman energy cost is larger than the additional exchange 

energy associated with rotating core spins that are not at the core-shell interface, causing the 

magnetization of the core to rotate by 90°, moving toward the magnetic field. Further reducing the 

magnetic field, i.e., making the field more negative, causes the core to continue to rotate towards 

the applied magnetic field, however the shell remains pinned in its initial orientation due to its 

large magnetocrystalline anisotropy. This reversal mechanism is similar to the Wiegand effect [55] 

which involves introducing a variation of anisotropy by strain induced hardening of the outer shell 

of a magnetic wire, albeit at the macroscale. Due to the reduced dimensions of the magnetic 

material, pinning of the interface magnetization plays the dominant role in the macroscopic 

magnetic properties, e.g. the coercivity, of the nanocomposite. Manipulation of interface pinning 

using the ferroelectric response of BTO should provide an intriguing means to achieve a 

multiferroic response. 

As has been previously established [4], despite the large aspect ratio of BTO-CFO VAN, if the 

nanopillars are epitaxially strained then the magnetoelasticity, rather than the demagnetization, is 

the dominant contribution to the anisotropy energy. A particularly elegant demonstration of this is 
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reported by Wang et al. [28], who showed a significant reduction in the anisotropy of CFO 

nanopillars embedded in a BiFeO3 matrix after the BiFeO3 matrix was etched away.  

 

 

FIG 5. Angular dependence of the coercivity from SQUID (red circles) and micromagnetic 

simulations (blue curve with x), where 0° is in-plane. The coercivity of the micromagnetic 

simulations has been scaled to maximum of the SQUID data. 

 

A potential mechanism for the spatial dependence of the magnetization is relaxation of the 

displacement field within a magnetostrictive material. Misfit dislocations (MDs) are linear defects 

(dislocations) that accommodate lattice mismatch across an interface by producing a variation of 

the displacement field [56].  (We use the term “displacement field” rather than strain, because the 

latter considers materials in the continuum limit and thus not necessarily appropriate for describing 

the displacement of atoms in proximity to interfaces such as encountered in nanostructured 

materials, e.g, nanopillars). An example includes an array (network) of dislocations at the interface 

between an epitaxial oxide film grown on an oxide substrate [e.g., La(1-x)SrxMnO3 film on LaAlO3 
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substrate (LSMO/LAO)]. [57] The displacement field decays within nm’s to ten’s of nm from 

interface depending upon several factors including, lattice mismatch, Burger’s vectors, chemistry, 

etc. The decay of the displacement field influences materials properties, including electric and 

magnetic properties. Santiso et al. [58] report estimates of the displacement field using the 

Matthews-Blakeslee model [59] for LSMO/LAO of 1.7 nm that is “slightly below” their 

measurement of 2.5 nm.  

The CFO/BTO interfaces parallel to the growth direction break the lateral (in the film plane) 

symmetry of our nanostructured system. We attribute the non-uniformity of the lateral 

magnetization to the variation of the displacement field within the magnetostrictive CFO 

nanopillars. The upper limit of the length scale of the displacement field in the lateral direction is 

the lateral dimension of the nanopillar, ~11 nm. To estimate the lower limit, hc, analogous to the 

approach of Santiso et al., [58] we use the Matthews-Blakeslee equation [59]:  

h
c
=
b

2p f

1- vcos2a( )
1+ v( )cosl

ln
h
c

b
+1

æ

èç
ö

ø÷
    (4) 

where b is the magnitude of the Burgers vector, f is the bulk lattice mismatch, v is Poisson’s 

ratio, α is the angle between the dislocation line and its Burgers vector, and λ is the angle between 

the slip direction and the Burgers vector. Taking f = 0.038, v = 0.26 [60], b = 4.195 Å, α = π/2, and 

λ = 0 [61], hc~ 5 nm, which is comparable to the shell thicknesses obtained from micromagnetic 

simulations and SANS. We expect variation of the displacement field towards the center of a pillar 

of a magnetostrictive material like the CFO will produce non-uniform magnetization and the length 

scales of the displacement field and magnetic non-uniformity to be related. 

In summary, we have demonstrated a BTO-CFO VAN with concomitant non-uniform magnetic 

anisotropy, which is of comparable length scale to the theoretical onset of relaxation of the 
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displacement field. As similar two phase magnetic behavior has been inferred from magnetometry 

in other FM VAN systems [18,27,62,63], the magnetization reversal mechanism identified for the 

BTO-CFO nanocomposite may be generally applicable to many VAN systems with large 

magnetostriction. As both nanopillar size [63] and interfacial strain [16] can be controlled and our 

simulations indicate such control enables tuning of Hc, establishing this mechanism is a significant 

step towards tailoring the magnetic response, and the magnetoelectric coupling, in 3D 

heterogeneous architectures. 

 

Supplemental Material. Description of TEM and STEM, SANS analysis, and micromagnetic 

simulations of multiple nanopillars and nanopillars of varying diameters. 
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