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Abstract

We present 1) a work in progress method
to visually segment key regions of scientific
articles using an object detection technique
augmented with contextual features, and 2) a
novel dataset of region-labeled articles. A con-
tinuing challenge in scientific literature mining
is the difficulty of consistently extracting high-
quality text from formatted PDFs. To address
this, we adapt the object-detection technique
Faster R-CNN for document layout detection,
and incorporate contextual information that
leverages the inherently localized nature of ar-
ticle contents to improve the region detection
performance. Due to the limited availability
of region-labels for scientific articles, we also
contribute a novel dataset of region annota-
tions, the first version of which covers 9 region
classes and 822 article pages. Initial experi-
mental results demonstrate a 23.9% absolute
improvement in mean average precision over
the baseline by incorporating contextual fea-
tures, and a processing speed 14x faster than
a text-based technique. Ongoing work on fur-
ther improvements is also discussed.

1 Introduction

Mining scientific literature at scale for informa-
tion that can be processed automatically is a valu-
able and much sought after technique for domain
researchers and data scientists. Whereas mass
processing of articles was once largely limited to
keyword searches and citation crawling, modern
natural language processing techniques can now
deeply search for specific and broad concepts, ex-
plore relationships, and automatically extract use-
ful information from text.

However, it is not yet the norm for publications
to offer full-text articles in open-access, machine-
readable formats. So much of the scientific record
remains hidden away in PDF files that are more
challenging to automatically process — whether
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Figure 1: Examples of ground-truth region labels,
showing varying journal styles. Note that even when
text is illegibly small, the salient regions are visually
apparent (e.g. title, abstract, figure caption, etc.).

they originate from scanned pages or were pub-
lished from digital source material. Although
there are numerous tools for automatically extract-
ing text from PDFs, formatting is highly inconsis-
tent. Standard tools often mix headers, footers, ta-
ble and figure captions, page numbers, and other
extraneous text into the main text being extracted
(Bast and Korzen, 2017). And text order is not al-
ways well preserved. This is not a major problem
if text is being extracted for simple tasks like key-
word searches. However, tasks like Named-Entity
Recognition often rely on contiguous, cleanly seg-
mented text for successful processing. Manually
cleaning and reformatting text may be an option
for small sets of documents, but quickly becomes
impractical when dealing with larger volumes.

To facilitate automatic knowledge extraction



from scientific articles, this paper presents an
adaptation of the Faster-RCNN object detection
model to document layout detection, with the ad-
dition of contextual features. The method visually
detects major regions in article pages and classifies
them into a set of labels, including main-body text,
tables, figures, and others (Figure 1). To develop
and evaluate the detection models, a novel dataset
of 100 region-annotated scientific articles was cre-
ated, totaling 822 labeled pages. This work is an
ongoing effort: the dataset is being expanded, ad-
ditional contextual features are being developed,
and further evaluation is being conducted.

2 Related Work

In addition to the numerous tools that exist for ex-
tracting text from PDFs — Bast and Korzen (2017)
provide a quantitative evaluation of 14 common
ones — there are a variety of approaches for analyz-
ing documents to determine their contents’ layout
and/or extract information of particular types.

Systems like CERMINE (Tkaczyk et al., 2015)
and OCR++ (Singh et al., 2016) extract the raw
or processed markup from “born-digital” PDFs
(e.g. using tools like pdf2xml) and apply a va-
riety of text processing methods to deduce docu-
ment structure and apply semantic labels to text
blocks. These methods may be rule-based (e.g.
regular expressions and heuristics) or machine-
learning based (e.g. SVM classification). Such ap-
proaches may achieve high-quality extraction and
labeling. However they rely on extracted PDF
source markup (not always available, e.g. for
scanned PDFs), work only on text blocks (ignor-
ing tables and figures, which may also be valu-
able), and are typically quite slow (2 to 10 seconds
or more per article).

Alternatively, visual-based techniques for doc-
ument layout analysis have tended to focus on
text segmentation (Tran et al., 2015), (Chen et al.,
2015a), (Chen et al., 2015b), (Garz et al., 2016),
especially for historical documents; Eskenazi et al.
(2017) survey dozens of such methods. More
closely aligned with the aim of this work are
those by Lang et al. (2018), who use HOG fea-
tures and random forests to recognize text, im-
ages, charts and tables in newspapers, Oliveira and
Viana (2017), who uss 1D CNNs to recognize text,
images, and tables in scientific articles, and fi-
nally Singh et al. (2018), who use a LSTD model
to recognize various customizable text and image
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Figure 2: Model for visual region detection using
Faster-RCNN. After rendering each page of a PDF
to a JPEG and extracting its image features using a
pre-trained ResNet-101 network, regions of interest
are proposed and classified by two additional network
which are trained on ground-truth labels.

classes in multiple domains, with mixed results.

Differently from these previous methods, the
approach in this paper aims to leverage contex-
tual information in a modern visual object detec-
tion approach. Of particular importance to this ef-
fort is using a high-quality dataset with labels for
relevant key regions of scientific articles. Though
some of the cited works in this section published
their own custom datasets, these proved to be too
granular, too coarse or too noisy for use in this
work (see Section 4).

3 Visual Document Layout Detection

A modern visual approach is taken to document
region detection, with the aim to produce labeled
bounding boxes for regions of interest (ROIs) in
each document page. Although the text contents
in many regions may be useful in classification,
a vision-only approach has the benefit of working
in any language, and can yield impressive perfor-
mance even without text features (see Section 5).

The baseline technique used for this work is the
highly successful object detector Faster-RCNN
(Ren et al., 2015), which uses a pre-trained base
network — ResNet-101 (He et al., 2016), in this
case — to generate a feature map of an input image
which is then fed into a region-proposal network
to generate candidate object bounding boxes and
a classification network to predict region labels
for those candidates (see Figure 2). The region
proposal network and classification networks also
predict regression coefficients to adjust the posi-
tions of bounding boxes for better fit.

Standard object detection techniques, like
Faster-RCNN, use only image features within a re-



gion of interest to label that region. This approach
has been highly successful in detecting objects of
various classes located anywhere in photographs,
even when cropped or occluded by other objects
(Lin et al., 2014). However, in domains such as
document layout detection, where the ‘objects’ to
be detected are generally well-structured elements
of the page as a whole, it is helpful to include
contextual information to determine the class of
a region. To this end, an improved model trained
and tested for this paper includes contextual infor-
mation about pages and ROI bounding boxes (see
Section 5). This information is encoded in addi-
tional features which are added to the proposed
ROI features prior to the classification stage of the
model. Further contextual features are being ex-
plored in ongoing work (see Section 6).

4 Novel Labeled Dataset

Existing region-labeled datasets of scientific arti-
cles proved too noisy for the visual region detec-
tion method described in Section 3. Training the
model with the full GROTOAP?2 dataset (Tkaczyk
et al., 2014), for example, yielded a best overall
detection performance of 5.1% mean average pre-
cision (mAP) over all 22 labels. The key problems
were that many of the regions were far too gran-
ular (e.g. each cell of a table might have its own
bounding box labeled ‘table’), and many regions
in the dataset were mislabeled or misaligned. The
labeling noise was so bad that by simply filter-
ing and carefully coalescing bounding boxes for
‘body content’ labels, single-class detection per-
formance was dramatically improved to 72% AP
(up from 18% for unfiltered labels). However, the
label-cleaning process was very time consuming
and this improvement did not generalize to other
classes.

Therefore, a novel dataset was created. Version
1, consisting of region annotations for 100 scien-
tific articles sampled from the PMC Open Access
set is available at (URL-hidden-for-anonymous-
review). The collection includes scripts to down-
load and render the original article PDFs to the ap-
propriate image format, as well as to convert the
annotations to various formats. The default format
is PASCAL VOC. Nine labeled region classes are
included in the annotations:

e Title. Includes subtitle, if present.

e Authors. Author names only, where possible
(i.e. no affiliations, etc.).

Abstract. Abstract text only, where possible.

e Body. All main article text, including section
headers. Contiguous, where possible.

e Figure. Any labeled figures (i.e. no journal
logos, etc.).
e Figure Caption. The caption text for a figure.

e Table. Including only the tabular contents,
where possible. Includes adjacent notes or
commentary if short and table-aligned.

e Table Caption. Main table caption as well
as paragraph-form table commentary that fol-
lows some tables.

e References. Full bibliography, not including
post-references notes (e.g. author bios, jour-
nal marketing, etc.).

The bounding boxes for these regions were cre-
ated to be consistent and tight-fitting, with typical
padding of 2-4 pixels. In general, the bounding
boxes do not overlap. Each page of each article is
labeled and processed separately.

Version 2 of the dataset will include labels for
Equations, Sub-Figures, and Author Affiliations.
It is expected to cover approximately 1000 ar-
ticles from more varied sources, including pre-
prints from arXiv and similar repositories.

5 Experiments

Using the novel labeled dataset described in Sec-
tion 4, a baseline model was trained using a stan-
dard Faster-RCNN implementation (Yang et al.,
2017). The model was trained using a single
NVIDIA P100 GPU for 30 epochs on 600 images,
and tested on the remaining 222 in 5 randomized
sessions, using a ResNet-101 base network pre-
trained on ImageNet (Russakovsky et al., 2015),
with a batch size of 8, Adam optimizer (Kingma
and Ba, 2014), and a starting learning rate of
0.0001, with decay of 0.1 every 5 epochs. Stan-
dard anchor scales of [8, 16, 32] and anchor ratios
of [0.5, 1.0, 2.0] were used. At a intersection-over-
union (IoU) threshold of 0.5, the model achieved
a mean average precision (mAP) of 46.38% on all
nine region labels, with peak class performance on
‘body’ regions (87.49%) and lowest performance
on ‘authors’ (1.22%).

Contextual information was incorporated into
the classification stage of the model for article
page information and proposed ROI bounding
boxes. Page context consisted of the page number
of the current image in its article, and the number
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Figure 3: Relative improvement of 51.6% over baseline performance by incorporating page and bounding box
context at classification stage. Small regions (authors, table captions) remain challenging and bring down average

performance. All results @ 0.5 IoU.

of pages in the article, both normalized to the av-
erage page length of articles in the dataset (8.22).
Bounding box context consisted of the position
and size of the proposed region of interest, nor-
malized to the dimensions of the image. Retrain-
ing the model in the same manner as the baseline
yielded a mean average precision of 70.3%, with
peak class-performance of 93.58% on ‘body’ re-
gions and a low performance of 10.34% on ‘au-
thors’. The second-lowest performance was on
‘table captions’ (30.8%). See Figure 3 for per-
epoch and per-class performance. Processing time
averaged 0.65 seconds per article. By contrast,
CERMINE averaged 9.4 seconds per article on the
same set of articles, on the same machine.

With the exception of two small region classes
(authors and table captions), detection perfor-
mance quickly reaches a rather high plateau
(83.63% not including these two classes), espe-
cially considering the model has been trained on
less than 100 labeled articles. The size and place-
ment of these region classes makes them difficult
to localize and distinguish from other classes. The
ongoing work described in Section 6 focuses on
incorporating additional contextual features that
are expected to improve overall performance, and
especially target problematic classes like these.

6 Discussion and Ongoing Work

Visual layout detection in documents benefits di-
rectly from advances in state-of-the-art object de-

tection techniques, yet is also well suited for op-
timizations that exploit the structured nature of
documents. Adding even very simple contextual
information (page numbers and region-of-interest
position and size) yielded a relative performance
improvement over the baseline of over 50%. Un-
surprisingly, the position of a region in a scientific
article is strongly correlated with its label. Simi-
larly, other contextual information may be corre-
lated with a region’s label and placement.

In ongoing work, additional contextual features
are being explored, including ROI oversampling
(i.e. looking at a region’s surroundings), random
feature map sampling (i.e. looking at patterns in a
whole page or whole article), and all-region posi-
tional information (i.e. the position of other pre-
dicted ROIs in an article). Performance improve-
ments are expected as these features are incorpo-
rated, and as additional labeled data is created. Al-
ternative detection frameworks are also being ex-
plored.

The value of this work extends beyond text ex-
traction. Visual region detection can serve as a
precursor to numerous existing information ex-
traction techniques or adaptations of them, in-
cluding parsing of reference (Lammey, 2015), ta-
bles (Rastan et al., 2015), and equations (Smithies
et al., 2001), as well as data extraction from fig-
ures (Tummers, 2006). And so it is valuable to all
these efforts to be able to accurately and quickly
segment document pages into regions of interest.
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Appendix A. Sample region-detection results from our preliminary model
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