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Abstract 

Cold pulses are introduced in Ohmic DIII-D tokamak plasmas via injection of impurities with a laser blow-

off system, revealing for the first time in this machine a quick increase of core electron temperature shortly 

after the edge cold-pulse injection at low collisionality. The experimental results are consistent with predict-

first simulations of heat transport enabled by the Trapped Gyro-Landau-Fluid (TGLF) transport model. 

Measurements of electron density evolution during the cold-pulse propagation are enabled by a high time 

resolution density profile reflectometer. The density evolution reveals the quick propagation of a pulse from 

edge to core, which is a mechanism to transiently increase core temperature in low-collisionality plasmas. 

Local transport simulations with measured density evolution demonstrate that the core temperature 

response can indeed be explained by the stabilization of Trapped Electron Mode (TEM) turbulence at low 

collisionality, thus providing confidence that local transport modeling is enough to explain cold-pulse 

propagation and associated phenomenology. 

1. Introduction 

Cold-pulse experiments and associated phenomena have been puzzling plasma transport physicists for 

more than twenty years. In 1995, an experimental study in the TEXT tokamak [1] showed evidence of 

rapid core temperature increases following the injection of perturbative cold pulses at the edge of low-
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collisionality plasmas. Such unexplained behavior was reproduced in many other tokamaks and helical 

devices (TFTR [2], Tore Supra [3], RTP [4], ASDEX Upgrade [5], JET [6], LHD [7], HL-2A [8], Alcator 

C-Mod [9], KSTAR [10] and J-TEXT [11]). Cold pulses in these perturbative transport experiments are 

typically produced by the injection of impurities using laser blow-off (LBO) systems, although super-

sonic molecular beam and pellet injectors have also been used for this purpose. 

The importance of whether or not transport models can explain and reproduce cold-pulse propagation 

is clear: why should a transport model be trusted for prediction of future burning plasmas if it fails to 

explain such a robust and reproducible experiment? The speed and the change of sign of the perturbation 

led transport physicists to consider these phenomena as evidence of nonlocal transport. In the framework 

of turbulence, nonlocal effects refer to mechanisms that allow transport fluxes at a given position in the 

plasma to be driven by pressure gradients and other parameters at a distance longer than a few radial 

correlation lengths of the turbulence [12, 13]. As such, nonlocal effects could, in principle, allow for core 

transport responses that are independent from mean local plasma parameters at the same position in space 

and at the same time [14]. The violation of the local closure could potentially give rise to transport 

hysteresis, and was justified by the fact that the core temperature increase happens faster than the change 

on any other plasma quantity. Furthermore, the "reversed polarity" of the core response (temperature 

increase rather than a drop) would violate the assumption of diffusive heat transport driven by local 

temperature gradients. 

However, while nonlocal effects could exist in certain regimes, such a strong and robust response of 

the plasma core being driven by nonlocal phenomena would mean that the fundamental assumptions of 

turbulent transport models would need to be revisited [14, 15]. Such models, like TGLF [16] and 

QuaLiKiz [17], among others, are widely used to predict plasma performance and profiles in ITER and 

future reactors [18, 19, 20, 21, 22, 23], and have been extensively validated against experiments [18, 24, 

25, 26, 27]. Turbulent heat transport, as provided by these models, may be driven by plasma parameters 

other than temperature gradients, exhibit critical-gradient behavior and may be strongly nonlinear (e.g. 

stiff transport [28]). An example of this is the case of Trapped Electron Mode (TEM) turbulence, which 

is well known to drive large amounts of electron heat flux and can lead to hysteresis with respect to the 

electron temperature gradient. The possibility of such multi-channel interactions and high transport 

stiffness opens new pathways for understanding perturbative transport phenomena. 

For this reason, and twenty years later, cold pulses have been revisited from the standpoint of both 

modeling and experiment. A recent study [29] provided a feasible explanation to the cold-pulse 
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phenomena from a local transport perspective. Under the assumptions that (1) the plasma core at low 

collisionality is dominated by TEM-type turbulence, and (2) a density perturbation exists and propagates 

inwards after the injection of particles at the edge, then the core electron temperature could increase as a 

result of turbulence stabilization. While the former assumption fits within many experimental observations 

and simulations of low collisionality plasmas [30, 31, 25], the latter remains to be validated. Because of 

the rapid cold-pulse behavior, experiments in Alcator C-Mod could only provide line-integrated 

measurements of electron density, and that was used as the only constraint to the modeled density 

perturbation. 

The model has been successful in explaining many experimental trends in Alcator C-Mod plasmas 

[32], but the phenomenology of cold-pulse propagation is very rich and other experimental observations 

still remain to be addressed. Among them, the transition condition for cold-pulse behavior seems to be 

affected by a 1/𝑅 dependence [9, 33], with 𝑅 as the major radius. Using unique pre-experiment predictions 

with the Trapped Gyro-Landau-Fluid (TGLF) model, and new LBO-enabled experiments and analysis, 

this paper aims at answering the open question of whether simulations in a device other than Alcator C-

Mod can reproduce the transition condition (thus able to capture the 1/𝑅 dependence of the empirical 

scaling), as well as to address the open question of the propagation of density perturbations in experiments. 

The organization of this paper is as follows. In section 2, this paper summarizes current understanding 

of cold-pulse phenomenology within the framework of local drift-wave turbulent transport.  In Section 3, 

heat transport predictions of cold-pulse dynamics in the DIII-D tokamak [34] are described. These theory-

based predictions were used to design new cold-pulse experiments at DIII-D. Section 4 describes the 

experiments in the DIII-D tokamak to track cold-pulse propagation enabled by the recently installed laser-

blow-off (LBO) system, and the high-time resolution ECE radiometer and profile reflectometer. Section 

5 describes the post-experiment modeling, and specifically addresses the question of whether a density 

pulse exists within experimental error bars that can provide the observed core temperature behavior. 

Section 6 summarizes the results and discusses future directions. 

2. Cold-Pulse Phenomenology and Open Questions 

Modeling of Alcator C-Mod cold-pulse experiments found that the reduction of core electron and 

impurity density gradients and main ion dilution, and the increase of effective ion charge and collisionality 

were the mechanisms by which TEMs are stabilized at the plasma core, leading to temperature increase 
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[32]. These effects can be viewed as the consequence of the injection of impurities, subsequent 

propagation to the plasma core, and quasineutrality. In Alcator C-Mod, cold-pulse simulations were 

performed by constraining the density pulse with the following requirements: (1) line-integrated density 

is within error bars of the two-color interferometer measurements during the cold-pulse propagation, (2) 

the pulse originates at the edge and propagates inwards. Results in Alcator C-Mod [29] demonstrated that 

such a density pulse can lead to the observed temperature behavior. This model could also explain the 

disappearance of the temperature inversion effect at high density [33 and references therein], the trend 

with plasma current [35], the spatial correlation between temperature flex point and rational surfaces [36, 

9], and the connection to thermal coupling between ions and electrons [12]. Recent work at ASDEX 

Upgrade [37] shows that the effect of auxiliary heating on cold-pulse behavior [5, 38, 39, 40, 6] can also 

be explained by local models like TGLF, as well as the fast reduction of normalized core density gradient 

following the cold-pulse injection. 

At high density, three main effects are known to contribute to the transition to dominant Ion 

Temperature Gradient (ITG) driven turbulence: higher collisionality, reduction in impurity content and 

increase in normalized ion temperature gradient. The dominance of ITG turbulence suppresses the 

stabilizing effect of core density gradients following the cold-pulse injection. Consequently, the electron 

temperature drop can propagate to the core without any “inversion”. In simulations, it is also observed 

that core ion temperature gradient may also transiently increase [29], an effect of higher edge collisional 

coupling between ions and electrons at high density. 

At high plasma current, collisionality decreases (at constant density), leading to less de-trapping and 

more TEM activity, which covers larger portions of the plasma. Other effects, such as the reduction of 

normalized ion temperature gradient 𝑎 𝐿&'⁄  (less collisional exchange, only source of heat for the ions in 

Ohmic plasmas, generally leads to flatter 𝑇*) may also result in prevalence of TEM over ITG turbulence. 

This dependence of dominant microinstability on plasma current is also compatible with the upshift of the 

critical density for ohmic confinement saturation [41, 9, 42], and explains the existence of temperature 

inversions at high density when the plasma current is increased [35]. Such a model could also explain why 

the temperature flex point moves outwards (along with rational surfaces) when the current increases [36, 

9]. 

As stated in the introduction, this paper studies whether this model can also capture the behavior of 

cold-pulse propagation in the DIII-D tokamak and whether the fast density propagation used in the model 

is consistent with local experimental measurements. 
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3. Predictions of Cold-Pulse Behavior in Ohmic DIII-D Plasmas 

A database of cold-pulse experiments in different machines [9, 33] suggests that the transition in core 

transport behavior (from “temperature inversion effect” to “standard temperature drop”) happens at 

constant collisionality (as given by 𝑛,𝑞./𝑅 = 𝑐𝑜𝑛𝑠𝑡). Machines with similar size as DIII-D experience 

temperature inversions below 𝑛,𝑞./ ≈ 12.0 ∙ 10:.𝑚<= for ASDEX Upgrade [5] and below 𝑛,𝑞./ ≈ 6.0 ∙

10:.𝑚<= for HL-2A [43]. Such large uncertainty in the transition condition in DIII-D motivated the use 

of predict-first theory-based simulations of the core transport behavior.  

An extensive search over recent 

Ohmic low-density DIII-D plasmas leads 

to the identification of a discharge with 

𝑛,𝑞./ below both ASDEX Upgrade and 

HL-2A thresholds. Specifically, a DIII-D 

plasma with 𝑛,𝑞./ ≈ 4.4 ∙ 10:.𝑚<= is 

selected as the baseline. Next, 

perturbations in density and radiation are 

introduced in the simulation to mimic a 

laser blow-off injection. Lacking 

experimental data of the perturbations in 

DIII-D, we scaled down the pulses in 

density and radiation profiles from 

Alcator C-Mod. In particular, given that 

this DIII-D plasma had 8-fold lower 

absolute density than the low-

collisionality plasma in Alcator C-Mod 

[29], the perturbations were reduced 

accordingly (8 times smaller density perturbation and 8A lower radiation). A perturbative transport 

simulation identical to that in Ref. [29] was performed with the baseline discharge (𝑛,𝑞./ ≈ 4.4 ∙

10:.𝑚<=) and a higher collisionality version of the baseline (𝑛,𝑞./ ≈ 13.2 ∙ 10:.𝑚<=), constructed by 

simply scaling up the density profile. 

Figure 1. Prediction of changes in edge and core electron temperature at low (a,b) 
and high (c,d) collisionality in DIII-D. (e) Comparison between empirical and 
theory-based prediction of the transition condition for DIII-D. Green area 
indicates the uncertainty in the empirical scaling of the transition for DIII-D. 
Experiment (run after the predictions were made) is also plotted. 
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Fig. 1 shows that these simulations confirm the existence of the two different core transport behaviors 

in DIII-D: inversion versus non-inversion of the core electron temperature. Following the edge 

temperature drop (Fig. 1b and Fig. 1d), the core temperature increases at low collisionality (Fig. 1a) and 

decreases at higher collisionality (Fig. 1c). Under the assumption that the magnitude of the temperature 

inversion decreases linearly with density [35, 32], a theory-based predict-first transition is obtained by 

linearly interpolating the magnitude of the core temperature change for the two simulations. A transition 

condition of 𝑛,𝑞./ ≈ 11.1 ∙ 10:.𝑚<= is found for DIII-D. Fig. 1e  illustrates the transition conditions for 

ASDEX Upgrade and HL-2A (in green) and the predict-first transition for DIII-D (in red).  

4. Experiments in Ohmic DIII-D Plasmas 

Based on the predictions, two experimental conditions were designed that would exhibit both core 

transport behaviors in the DIII-D tokamak. The two plasmas presented here had lower-single-null diverted 

geometry, plasma current 𝐼D = 1.0	𝑀𝐴, magnetic field 𝐵& = 2.0	𝑇, and safety factor 𝑞./ = 5.1. Both 

plasmas were Ohmic, with laser blow-off injections of aluminum particles at 𝑡 = 1800𝑚𝑠, and diagnostic 

neutral beams at 𝑡 = 1980𝑚𝑠. As shown in Fig. 2a, at the moment of the LBO injection, the first plasma 

had a line-averaged density 𝑛,KKK ≃ 1.0 ∙ 10:.𝑚<= (from now on, "low density" plasma) and the second one 

had 𝑛,KKK ≃ 2.6 ∙ 10:.𝑚<= ("high density"). This choice of parameters provided plasmas with 𝑛,𝑞./ ≃ 5.1 ∙

10:.𝑚<= at low density and 𝑛,𝑞./ ≃ 13.3 ∙ 10:.𝑚<= at high density, thus covering the empirical and the 

theory-based predictions of the transition condition. This choice of line-averaged densities also covered 

the transition from linear ohmic confinement (LOC) to saturated ohmic confinement (SOC) [70]. Neutral 

beams were not used during the cold-pulse propagation so that the temperature inversion does not vanish, 

which is observed in experimental [40, 6] and modeling [37] studies. 

Electron temperature and density traces were measured with a fast time-resolution ECE radiometer 

[44] and a density profile reflectometer [45], respectively. Ion temperature, impurity density and toroidal 

rotation profiles were measured with a CER system [46, 47]. To trigger cold pulses, the LBO system 

introduces non-intrinsic non-recycling impurities (~10:N particles) that reduce the edge electron 

temperature by locally enhancing radiative losses at the plasma edge. In this experiment, aluminum was 

chosen as the LBO impurity, and the amount to be introduced was approximately the same for both 

plasmas. 
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i. Core Temperature Behavior 

Fig. 2b demonstrates that the discharges exhibit two different core transport behaviors: following 

the edge cold-pulse injections (Fig. 2c), the core temperature abruptly increases in the experiment at 

low density and decreases at high density. At high density, the edge perturbation is smaller (∆𝑇, ≈

−30𝑒𝑉 versus ∆𝑇, ≈ −75𝑒𝑉 at low-density), which could be related to the higher collisional coupling 

between plasma species, and the lower radiative losses relative to the plasma stored energy, as the 

same amount of aluminum impurities was 

introduced in both plasmas. However, past work 

in Alcator C-Mod [35] suggested that the amount 

of impurities should not significantly change the 

qualitative features (i.e. inversion versus non-

inversion) of the core electron temperature 

behavior. At low density, the core temperature 

increases ∆𝑇, ≈ 115𝑒𝑉, while at high density it 

drops by ∆𝑇, ≈ −25𝑒𝑉. The peak of the 

temperature rise at low density is reached ∆𝑡 ≈

50𝑚𝑠 after the injection, which is approximately 

an energy confinement time (estimated to be in 

this plasma 𝜏U ≈ 60𝑚𝑠). The lowest point of the 

core temperature drop at high density is reached 

∆𝑡 ≈ 50𝑚𝑠 after injection, which instead is 

significantly shorter than an energy confinement 

time (estimated as 𝜏U ≈ 120𝑚𝑠). Notably, the 

magnitudes of the temperature increase at low 

density and temperature drop at high density 

follow closely the behavior predicted by the model 

before the experiment was performed, as depicted 

in Fig. 1e (magenta stars). 

 

Figure 2. a) Line-average density, b) Core temperature (𝜌W =
0.15), and c) Edge temperature (𝜌W = 0.8) for low (red, LN) and 
high density (blue, HN) shots. Core temperatures have also been 
filtered for visualization purposes. Green dashed line in a) 
indicates the expected transition density as given in [33] for 
𝑞./ = 5.1. Shaded green area covers range of transition density 
for similar size machines, AUG and HL-2A. 
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ii. Evidence of Fast Density Pulse 

For the first time, direct measurements of the density evolution following the edge cold pulse were 

made by a high time resolution density profile reflectometer system, as depicted in Fig. 3 for the low 

density discharge discussed in Section 4i. A 

perturbation in electron density is observed to 

travel from edge (where impurities are deposited) 

to core in a remarkably fast time-scale. The inner 

core of the plasma (𝜌W = 0.15) starts to 

experience the arrival of the density pulse only 

∆𝑡 ≈ 7𝑚𝑠 after the injection, reaching its peaked 

value at a similar time-scale as the electron 

temperature response (∆𝑡 ≈ 50𝑚𝑠), as depicted in 

Fig. 3c. The change in core electron density is 

∆𝑛, ≈ 6.0 ∙ 10:X𝑚<=, which represents only 

~4% of the absolute steady state density. This 

measurement of electron density in fast time 

resolution provides evidence to help validate the 

model discussed in the introduction and in Ref. 

[29]. As it will be discussed in the rest of this 

paper (and depicted in Fig. 7), a fast increase in 

the core density, even small in magnitude (and 

usually difficult to measure), would quickly 

reduce density gradients and potentially stabilize 

TEM turbulence, leading to seemingly "nonlocal” 

transport effects. 

  Figure 3. a) Line-average density from vertical (𝑅 = 1.94𝑚) 
CO2 interferometer, b) Local density from reflectometer at 
several radial locations after the injection of impurities at the 
edge, c) relative change of core electron temperature and 
density plotted together. 
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iii. Behavior of Impurities 

Neutral aluminum particles (~10:N) reach the edge of DIII-D plasmas and get ionized shortly after 

crossing the last closed flux surface. This local deposition causes a peaked impurity density at the edge 

(𝜌W ≳ 0.8). The large reversed gradients that build up lead 

to a strong inward flux of impurities, which reach the core 

in a very short time, as studied in detail in modeling work 

at ASDEX Upgrade [37]. The evolution of impurity 

density following the edge injection can be estimated 

experimentally using the emission of impurities via soft x-

ray diagnostics (with a time resolution of 2	𝑘𝐻𝑧) and the 

STRAHL impurity transport code [48]. 

Fig. 4 shows the contribution of the injected impurities to 

the electron density by quasineutriality (accounting for the 

evolution of all charge states, ∆𝑛, = ∑ 𝑍 ∙ 𝑛`a,,cc ), 

compared to the traces of electron density from the 

reflectometer. Here, impurity density evolution is 

obtained by running STRAHL simulations within an 

optimization code to determine maximum likelihood D 

and V impurity transport coefficients that match measured 

absolute levels of soft x-ray emission. The notably good 

agreement between the two traces in Fig. 4 indicates that 

the core electron density perturbation can be explained by 

the arrival of impurities at the core (i.e. deuterium density 

remains approximately constant). Impurity radiation is 

only measured for 𝜌W < 0.6, and therefore further work is needed to explain changes in electron 

density in the outer radii. 

Cold-pulses (and associated density perturbation) were also triggered by the injection of tungsten in 

Ohmic DIII-D discharges, but they did not lead to the characteristic temperature inversion at low 

collisionality observed with aluminum. This could be due to much stronger core radiation and 

ionization power losses for tungsten injections, which dominates core temperature evolution and thus 

Figure 4. Electron density evolution (blue) 
from reflectometer and (red) inferred from 
impurity radiation and STRAHL modeling. 
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prevents the temperature increase driven by turbulence stabilization. In these experiments, the 

impurity atoms that reach the plasma become ionized as they travel to the plasma core. For low-Z 

impurities, most of the radiation from partially ionized states is concentrated at the edge, but high-Z 

impurities radiate a significant amount of energy in the inner core. Perturbative transport studies then 

become more complicated because the plasma core is not a source-free region anymore. For this 

reason, those tungsten injections will not be included in this paper and are left for future work.  

5. Postdictive Modeling of DIII-D Cold-Pulses 

i. Calculation of Steady-State Temperature Profiles 

Steady state electron and ion (Carbon) temperature, and density and toroidal rotation profiles were 

fitted from experimental measurements with Gaussian Process Regression [49] using the OMFIT 

framework [50, 71]. CER measurements (via diagnostic neutral beams) were taken after the injection 

but enough time was allowed, ∆𝑡 = 280𝑚𝑠, for the profiles to relax back to pre-injection steady-state 

values. A long time window for the radiation signals (𝑡 = 1400 − 2000𝑚𝑠) was used to compensate 

the high noise levels in the bolometer data.  

Steady-state predictions were performed using the PT_SOLVER numerical scheme [51] integrated 

with the TRANSP power balance code 

[52, 53]. Turbulent transport fluxes were 

provided by the TGLF-SAT1 [54, 55] 

quasilinear model with a standard 

wavenumber grid (normalized to the ion 

acoustic gyroradius, 𝜌e) that accounts for 

contributions up to 𝑘f𝜌e = 24.0. Only 

electron and ion temperatures were 

evolved, and experimental boundary 

conditions were set at 𝜌W = 0.9 (square 

root of the normalized toroidal flux). For 

simplicity, the rest of simulation settings 

were identical to those reported in Ref. 

[29]. Fig. 5 shows that the model over-predicts the steady-state electron temperature. This mismatch 

Figure 5. Simulated and experimental electron and ion temperature 
profiles in steady-state before the cold-pulse injection. Experimental 
electron temperature is inferred experimentally using an ECE 
radiometer, and ion temperature is obtained using a CER system via 
diagnostic neutral beam injections.  



 11 

did not improve by changes in the boundary conditions for electron and ion temperatures nor by 

enabling the evolution of electron density to steady-state in the simulation. For completeness, the 

TGYRO code [56], which uses a different flux-matching solver, was also tested and gave similar 

predictions. These results in steady-state motivate further work to improve the capabilities of TGLF 

to predict low-collisionality TEM-dominated regimes. 

ii. Perturbative transport calculations 

As done in the past for modeling of Alcator C-

Mod plasmas [29], the cold-pulse injection is 

accompanied by an electron density perturbation. 

In DIII-D, the fast time resolution reflectometer 

measurements of electron density can be used to 

constrain the density pulse that travels from edge 

to core. Motivated by the results of the impurity 

transport inferences with STRAHL presented in 

Section 4iii, deuterium density will be assumed 

constant during the cold-pulse propagation.  

In this study, the reflectometer core density 

perturbation is fitted to a skewed-Gaussian pulse 

in space and time. This approach ensures that the 

density at the plasma core does not increase before 

edge and middle channels do. This is justified by 

the fact that the impurities are injected at the edge 

of the plasma and propagate inwards, thus 

increasing core density. Interestingly, it is found 

that the edge and core channels cannot be fitted by 

a single Gaussian pulse. To resolve this, a 

correction has been implemented to keep edge 

density evolution within error bars. The left side of 

Fig. 6 depicts the raw density data (blue) and the 

result of two different fits: 1) an edge correction 

Figure 6. (left) Electron density and (right) temperature for (blue) 
experiment and (green, red) two different Gaussian-pulse fits. 
Light blue shaded areas indicate estimated error bars. A better 
agreement with core temperature evolution is achieved when 
edge density pulse is larger than the mean of the measurement 
(yet within error bars). This analysis corresponds to shot 
#175847. 
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that ensures that the edge density 

perturbation is within measurement error 

bars (green, “model A”), and 2) an edge 

correction that guarantees that density 

evolution follows the mean of the 

measurement (red, “model B”). Fig. 7 

shows the electron density and 

normalized gradient profiles before the 

pulse and after the pulse (∆𝑡 = 10𝑚𝑠) 

for the two models. Clear flattening of 

the density profile in the plasma core is 

observed in both cases. 

The right side of Fig. 6 shows the transient evolution of electron temperature for the two choices 

of density perturbation. Simulation and experiment are both depicted, evidencing that an 

experimentally-constrained density perturbation can produce a temperature inversion effect that is 

close to experimental measurements. Both density pulses give rise to a core temperature increase, but 

model A provided a larger core temperature increase. This discrepancy between the two is a 

consequence of a series of events. Around the middle channels (𝜌W~0.5 − 0.3), the reduction of the 

density gradient is smaller for model B, which prevents the electron temperature from recovering after 

the initial drop (as depicted in Fig. 6 at 𝜌W~0.35). As a consequence, the inner core of the plasma 

(𝜌W~0.2 − 0.3) sees the arrival of higher 𝑎 𝐿&,⁄ , which increases transport and balances the 

stabilization effect of 𝑎 𝐿g⁄ . Details of the comparison between the two models are presented in the 

next Section (particularly in Fig. 9). 

  

Figure 7. (solid) Electron density profile and (dashed) inverse normalized 
gradient scale length profile at different times: (blue) before the pulse and 10ms 
after the laser blow-off injection as fitted by (green) model A and (red) model 
B. This analysis corresponds to shot #175847. 
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iii. Quasilinear Analysis of Main Turbulence Drives 

During the cold-pulse propagation, TGLF provides electron and ion heat fluxes at all times in order 

to evolve kinetic profiles self-consistently. Fig. 8 shows the relative importance of each turbulence 

drive in reducing electron and ion heat fluxes at 𝜌W = 0.2 soon after the edge injection (∆𝑡 = 10𝑚𝑠). 

All the qualitative trends are consistent with TEMs as the primary exhaust mechanism for electron 

heat flux [57, 58]: less transport with the reduction of 𝑎 𝐿g⁄  and 𝑛h/𝑛, and more transport with the 

reduction of 𝑎 𝐿&*⁄ . On the other hand, ITG-driven modes are the main ion heat exhaust mechanism 

in this plasma (stabilizing effect of 𝑎 𝐿&*⁄  reduction). Other parameters that have an effect on TEM 

and ITG mode turbulence, such as 𝜈*, , 𝑎 𝐿&,⁄  and 𝑇* 𝑇,⁄  [59, 60], did not significantly change at this 

radial location (𝜌W = 0.2) at the time plotted (∆𝑡 = 10𝑚𝑠). 

Most of the TEM stabilization at 𝜌W = 0.2 comes from the reduction of density gradients: ~19% 

reduction in 𝑎 𝐿g,⁄  leads to ~65% lower electron heat flux. During the simulation and these scans, 

the deuterium density gradient is kept constant and the impurity density gradient changes to fulfill 

quasineutrality at all times. In order for 

this to happen, impurities transiently 

develop a hollowed profile with reversed 

density gradient 𝑎 𝐿gj⁄ ≈ −1.0 (𝐿,j ≡

𝐿g, 𝐿gj⁄ ≈ −3.0), which acts towards 

stabilizing TEMs and destabilizing ITG 

modes. This is consistent with past work 

on impurity gradient effects on linear 

gyrokinetic simulations of ITG mode and 

TEM plasmas [61]. An additional scan 

was run where 𝑎 𝐿g,⁄ = 𝑎 𝐿gh⁄ =

𝑎 𝐿gj⁄ , but it could only account for 

~30% of the total electron heat flux 

reduction (green dashed line in Fig. 8). 

Therefore, the strong impurity density 

gradients that arise as a consequence of 

the local deposition at the edge and 

Figure 8. Evolution of the (left) electron and (right) ion heat fluxes (relative 
to the pre-injection time) as a function of a selection of turbulence drives. 
Each drive is varied the same amount as in the simulation, 10ms after the 
injection. Impurity dilution and normalized density gradient are also 
varied to fulfill quasineutrality during the scans. This analysis corresponds 
to shot #175847. 
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subsequent inward propagation can be an important stabilization mechanism for TEM turbulence, 

particularly for plasmas with relatively flat density profiles (as in this case,  𝜂, ≡ 𝐿g, 𝐿&,⁄ ≈ 5.0, 𝜀g ≡

𝐿g, 𝑅⁄ ≈ 1.0) [62]. 

We must highlight that, even though reversed impurity density gradients form after laser blow-off 

injections, their existence is, in general, not essential for the change in core impurity density gradient 

to contribute to the temperature inversion. Linear gyrokinetic simulations showed a stabilizing effect 

of impurity ions on the TEMs regardless of the peaking direction in the small 𝜂* = 𝐿g* 𝐿&*⁄   regime 

[61]. 

In order to compare model A and model B (results of the temperature evolution in Fig. 6), we 

explore the behavior of the heat flux with respect to driving gradients at 𝜌W = 0.35 (radial position 

where the differences between models start to become significant). Figs. 9a and 9b show that the 

primary difference between the two is the stabilization effect of density gradients. For model B, 𝑎 𝐿g,⁄  

is reduced by ~8% at ∆𝑡 = 30𝑚𝑠, while for model A the gradient is reduced by ~18%. Such 

difference in the gradient is caused by 

~4% absolute density change in model B 

and ~5% in model A, highlighting the 

high sensitivity to small changes in 

plasma parameters. As shown in the linear 

growth rate and real frequency spectra 

(Figs. 9c and 9d), the plasma before the 

cold-pulse injection is dominated by low-

k trapped electron modes (TEMs). The 

reduction of 𝑎 𝐿g,⁄  in model A causes a 

shift in real frequency of the most unstable 

linear mode at long wavelength (transition 

to ITG dominance due to the supression of 

low-k TEMs), while for model B there is 

only a reduction of the TEM linear growth 

rate, without a dominance transition. 

Consequently, the reduction of electron 

heat flux driven at low-k is stronger for 

Figure 9. Evolution of the electron heat flux (relative to the pre-injection 
time) as a function of turbulence drives for a) model A and b) model B at 
𝜌𝑁 = 0.35 and 30ms after the injection. Evolution of c) growth rate and 
d) real frequency of the most unstable mode (positive frequency indicates 
electron diamagnetic direction), and e) evolution of the electron heat flux 
spectrum. This analysis corresponds to shot #175847. 
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model A than model B (Fig. 9e). Figs. 9a and 9b also confirm the stabilizing role of the increase in 

𝑇* 𝑇,⁄ , 𝑍,oo and 𝜈*,  at 𝜌W = 0.35 for both models, which helps compensate the destabilization caused 

by the increased electron temperature gradient at this position. 

6. Conclusions 

In preparation for new DIII-D experiments, empirical predictions and predict-first simulations were 

both used to identify conditions that would exhibit the two distinct perturbative transport behaviors. The 

empirical scaling from Refs. [9, 33] was constructed with experimental data from devices other than DIII-

D, since no evidence of temperature inversions had been reported in this machine. For this reason, theory-

based predictions of heat transport with TGLF were very valuable and helped build confidence that the 

perturbative transport experiment would run successfully. 

The model presented here has been successful in explaining many of the trends observed in previous 

cold-pulse experiments [32, 37], such as the disappearance of the temperature inversion effect at high 

density, the trend with plasma current, why the temperature flex point seems to move along with rational 

surfaces, the connection with the thermal coupling between ions and electrons and the effect of auxiliary 

heating and heat flux ratio. This paper also demonstrates that the model successfully captures the 

collisionality scaling proposed by [9], and was capable of predicting the cold-pulse behavior in a new 

machine. High time resolution reflectometer measurements revealed the existence of a density pulse that 

travels from edge to core, consistent with the inward propagation of impurities after their deposition at the 

plasma edge. The presence of such a density perturbation was a key element of the original model 

proposed by [29] to explain the seemingly nonlocal effect observed for many years in magnetically 

confined plasmas. Not only does this paper provide experimental evidence of rapid impurity and electron 

density pulses, but it also demonstrates that a big density perturbation is not needed to give rise to the core 

temperature increase.  

Other models have been proposed in past work [63, 64, 65, 66], but their validity to reproduce 

quantitatively the core temperature behavior and the experimental trends with plasma parameters still 

remains to be explored. The success of local quasilinear transport models based on nonlinear gyrokinetics 

(e.g. TGLF and QuaLiKiz) in reproducing multichannel steady-state profiles has been evident for many 

years [18, 24, 25, 26, 27]. Our predictive capabilities for future burning plasmas based on these transport 

models are becoming increasingly accurate thanks to extensive validation studies [67, 68], and this work 
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provides further confidence that the fundamental assumptions of integrated modeling frameworks based 

on local physics are enough to reproduce heat transport in tokamak plasmas. 
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