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Abstract:

Ensemble docking is now commonly used in early-stage in silico drug discovery and can be used 

to attack difficult problems such as finding lead compounds which can disrupt protein–protein 

interactions. We give an example of this methodology here, as applied to fibroblast growth factor 

23 (FGF23), a protein hormone that is responsible for regulating phosphate homeostasis. The 

first small-molecule antagonists of FGF23 were recently discovered by combining ensemble 

docking with extensive experimental target validation data (Science Signaling, 9, 2016, ra113). 

Here, we provide a detailed account of how ensemble-based high-throughput virtual screening 

was used to identify the antagonist compounds discovered in reference (Science Signaling, 9, 

2016, ra113). Moreover, we perform further calculations, redocking those antagonist compounds 

identified in reference (Science Signaling, 9, 2016, ra113) that performed well on drug-likeness 

filters, to predict possible binding regions. These predicted binding modes are rescored with the 

molecular mechanics Poisson–Boltzmann surface area (MM/PBSA) approach to calculate the 

most likely binding site. Our findings suggest that the antagonist compounds antagonize FGF23 
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through the disruption of protein–protein interactions between FGF23 and fibroblast growth 

factor receptor (FGFR).
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Introduction

A goal of structure-based drug design is to improve the process of identifying and optimizing 

lead compounds against specific protein targets when compared to traditional high-throughput, 

brute-force experimental screening of chemical libraries to identify drug candidates by 

employing the use of rapidly evolving computational and experimental technologies.[1–3] For 

example, X-ray crystal structures have been used in conjunction with in silico virtual screening 

procedures to identify possible lead compounds. While this approach has been successful in 

several cases,[4–6] docking to crystal structures suffers from the disadvantage of not 

incorporating protein flexibility.[7,8]

One objection to including protein flexibility has been that modeled conformations of target 

proteins have performed poorly compared to apo and holo crystal structures in enrichment 

studies.[9] However, others have shown that incorporating protein flexibility can lead to 

enhanced enrichment[10,11] as well as identifying novel ligands.[12]

Treating a receptor as a rigid structure can result in potential lead compounds being missed.[13] 

Docking to a static crystal structure only accounts for a single binding pocket shape. For 

example, if only an apo crystal structure is available, a holo pocket shape that is receptive to 

ligand design may be difficult to discover.[9] Moreover, binding pockets of holo crystal 
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structures are biased toward molecular inhibitor architectures that align with the ligand of the 

crystal structure. Biasing ligand searches in this way can also make it difficult to find novel 

inhibitor scaffolds. One way to incorporate protein flexibility is to hold the ligand fixed and relax 

the protein around it[14] in an “induced fit mechanism.” This approach can be useful in lead 

optimization, but suffers from the drawback that small molecules are likely to have multiple free 

energy minima.[15]

Conformational sampling of small molecules inside rigid binding pockets is an area that has been 

heavily explored to find the best ligand pose for the pocket shape that typically is found in the 

protein target’s crystal structure. Early studies focused on using methods such as simulated 

annealing,[16] multiple-start Monte Carlo,[17] and genetic algorithms.[18] Other methods 

involve sampling low-energy Conformational spaces based on statistical mechanics[19] and tabu 

searches.[20] In one study examining docking algorithms, it was shown that ligand sampling 

methods have improved dramatically over the years.[21] However, ligand conformational 

sampling issues remain in docking simulations. For example, docked poses are often difficult to 

reproduce,[22] or their docking scores from programs may be inferior to molecular mechanics–

generalized Born surface area (MM/GBSA) [23] calculations.

The above discussed challenges in computational drug discovery set the stage for the 

development of various flavors of ensemble docking, a promising approach that explores a 

variety of binding pocket shapes. Briefly, ensemble docking involves the creation of an ensemble 

of structures that are used for docking in an effort to incorporate protein flexibility. These 

methods vary in the way the ensembles are constructed, but they all seek to take into account the 

dynamic nature of proteins. Some approaches derive ensembles of structures from multiple X-

ray crystal[14,24] or NMR structures.[25] Ensembles have also been generated from homology 
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models, an approach that has been found to yield better enrichment than docking to ensembles of 

crystal structures.[11,26,27] Indeed, homology modeling has benefited from development and 

refinement over the years, improving its reliability for drug discovery.[28] The increase in the 

number of structures available in the Protein Data Bank has made it increasingly likely that 

suitable structural templates can be identified for a given protein sequence for which no X-ray or 

NMR structure exists. Various molecular dynamics (MD) methods have also been used to create 

ensembles of structures for docking.[10,29]

Aiding these developments, methods to predict hot spots on a protein surface that are amenable 

to inhibitor binding have also been developed. For example, computational solvent mapping 

techniques now exist to identify parts of protein surfaces that may be amenable to fragment-

based design, and these methods have been used successfully to identify binding pockets.[30–34]

Although the above methods have been developed and used independently to improve the drug 

design process using known systems, it remains a challenge to apply them to systems for which 

there is not only sparse knowledge about known inhibitors, but also very little knowledge about 

regions of the target that are amenable to drug design. An example of such a system is FGF23, 

for which only a partial crystal structure currently exists.[35]

FGF23 maintains phosphate homeostasis through protein–protein interactions with a receptor 

complex comprised of fibroblast growth factor receptor (FGFR) and α-klotho.[36–38] The 

ability to control the equilibria of protein–protein binding involved in the regulation of phosphate 

homeostasis is desirable not only for the advancement of general chemical knowledge of FGF23, 

but also for the advancement of treatments for disorders caused by excess FGF23 signaling. 

These include treatments for hereditary forms of hypophosphatemia[39,40] as well as adverse 
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cardiovascular and infectious outcomes in patients with chronic kidney diseases that are 

attributed to secondary elevation of FGF23.[41–48] There is therefore a need to selectively 

reduce the adverse effects of excess FGF23 signaling by developing inhibitors that can modulate 

protein–protein interactions between FGF23 and its receptor complex.

Recently, a small-molecule antagonist of FGF23 was discovered based on ensemble docking and 

subjected to rigorous experimental validation including co-immunoprecipitation experiments, 

thermal shift assays, and a dose-dependence study to assure that the compound not only disrupts 

formation of the FGF23:FGFR: α-klotho trimeric complex, but is selective to FGF23.[49] This 

antagonist was also subjected to a mouse model of hypophosphatemia, and the compound is 

shown to have the therapeutic potential to alleviate the disorder. Although a lack of structural 

information makes FGF23 a difficult protein target for rational drug design, advances that 

incorporate protein flexibility have made it possible to identify inhibitors.[10,50–54] In this 

study, we describe the successful discovery strategy for this difficult target. This strategy can in 

principle be applied to other “difficult” to drug protein targets. Homology modeling, ensemble 

docking, computational solvent mapping, and MD simulations with associated trajectory analysis 

were used synergistically to identify and characterize FGF23 antagonist molecules. Moreover, 

we perform redocking of the experimentally validated inhibitors to predict possible binding 

regions. These predicted binding modes are rescored with the MM/PBSA approach to calculate 

the most favorable binding sites. Our findings suggest that the antagonist compounds disrupt 

protein–protein interactions between FGF23 and FGFR.

Methods
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We used a variety of computational techniques to generate a set of trial compounds, beginning 

with an in silico high-throughput virtual screening campaign with AutoDock Vina.[55] The 

results of this high-throughput screening campaign were used to suggest trial compounds that 

resulted in the experimentally validated FGF23 inhibitors of Xiao et al.[49] In Xiao et al., the 

compounds underwent target engagement tests and displayed effectiveness in treating excess 

FGF23 signaling in mouse model experiments. The workflow of the present study is illustrated 

in Scheme 1. 

Two of the validated FGF23 antagonists from Xiao et al.[49] performed well on drug-likeness 

filters.[56–62] These two compounds were redocked in the present work with a multicenter 

ensemble docking (MED) protocol to propose binding regions of the drug-like compounds. The 

poses from the MED protocol with the best binding affinities were refined with MD simulation 

and MM/PBSA rescoring, resulting in a binding pocket and ligand pose that can be used for 

further lead optimization work. The results suggest that the ligand binds in a groove where 

residues are present that were predicted by Yamazaki et al.[37] to participate in protein–protein 

interactions with FGFR. To conduct a further computational test of Yamazaki’s prediction, 

protein–protein docking calculations were performed to create model structures of the 

FGF23:FGFR1 complex and probe which FGF23 residues might engage in protein–protein 

contacts with FGFR1.

In silico virtual screening to identify trial compounds

Four computational models of FGF23Nterm were prepared. One of the models used the 

FGF23Nterm crystal structure (PDBID: 2P39),[35] and three homology models were generated 

with the Max Planck Bioinformatics Toolkit[63] in which an HHPred sequence search[64] 
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resulted in the selection of three crystal structures, two of FGF19 (PDB IDs: 1PWA[65] and 

2P23[35), and one of FGF12 (PDB ID: 1Q1U[66]). These structures were used as templates to 

generate the homology models with Modeller.[67] These four models were subsequently refined 

with short, backbone-restrained molecular dynamics simulations.

All four models were prepared with charmm-gui[68] and equilibrated with charmm.[69] 

Hydrogen atoms were added with the HBUILD facility of charmm,[70] and each model was 

solvated in a periodic, octahedron solvent box (a = b = c = 85 Å). The energies of each structure 

were minimized for 500 steps of steepest descent[71] and 500 steps Adopted Basis Newton–

Raphson (ABNR)[72] with the backbone and side chains restrained using 1.0 and 0.1 kcal mol−1 

Å−2 harmonic potentials, respectively. Using the same restraints on the solute, the solvent was 

relaxed by performing a short MD equilibration within the NVE ensemble for 200 ps with a 1 fs 

time step. For production MD simulations, the same harmonic restraint was used for the 

backbone, while the side chains were unrestrained. The SHAKE[73] algorithm was used to 

constrain all bonds to hydrogen in the solvent relaxation and production simulations. The 

simulations were carried out within the NPT ensemble at 298 K and 1 atm. Eight independent 

random seeds were used to initiate simulations for each homology model; each seed was run for 

7 ns with a 2 fs time step.

The final MD configuration for each seed of each homology model was submitted to the FTMap 

web server[32] to identify binding sites predicted to be amenable to fragment-based design. The 

possible sites generated by FTMap were culled to create a reduced number of possible binding 

centers (at least 7.5 Å apart) using K-means clustering and HackaMol.[74] NCI Diversity Set 2 

was used to carry out initial screens for the last eight snapshots of each seed for each homology 

model. Thus, NCI Diversity Set 2 was screened against a total of 256 FGF23Nterm snapshots at 
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each culled center. Subsequently, the ZINC Drugs Now database[75,76] was screened for 

molecules with a Tanimoto cutoff[77–79] of 0.8 against the same culled centers in all 256 

snapshots. Open Babel[80] was used to generate the starting configuration of each molecule from 

its smiles representation.[81] MGLTools[82] was used to generate structure files in PDBQT 

format for each candidate small-molecule ligand and each FGF23Nterm configuration. HackaMol 

was used to automate all screens.[74] All screens were performed with AutoDock Vina.[55] A 

20 Å cubic screening box, centered at the culled binding sites identified by FTMap, was used for 

each docking run. The exhaustiveness parameter in AutoDock Vina was set to 24.

Multicenter ensemble docking (MED) of FGF23 antagonists to the N-terminal fragment of 

FGF23

The above screening campaign led to the discovery of the inhibitors reported in Xiao et al.[49] In 

this work, we used the crystal structure with PDB ID 2P39 as the starting structure for additional, 

unrestrained 200 ns MD simulations of FGF23.[35] The system was solvated in an octahedron, 

periodic box consisting of 6,810 TIP3P[83] water molecules, and 3 Cl− atoms were added to 

maintain electrostatic neutrality of the system. The crystallographic water molecules were 

retained. The protein topology file was generated with the parm99SB[84] version of the Cornell 

Force Field.[85] The use of amber in this portion of the protocol serves as an internal force field 

test between charmm[86] and amber.[84,87] The energy of the system was minimized via a two-

step process. First, the entire FGF23Nterm structure was held fixed with a force constant of 500 

kcal mol−1 Å−2, while the system was minimized with 500 steps of steepest descent[71] followed 

by 500 steps with the conjugate gradient method.[88] In the second minimization step, the 

restraints on FGF23Nterm were removed, and 1,000 steps of steepest descent minimization were 

performed followed by 1,500 steps of conjugate gradient. The system was heated to 300 K while 
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holding the protein fixed with a force constant of 10 kcal mol−1 Å−2 for 1,000 steps. Then, the 

restraints were released, and 1,000 MD steps were run. The shake[73] algorithm was used to 

constrain all bonds involving hydrogen in the simulations. A 200 ns MD run was performed from 

a randomly generated seed at 300 K using the NPT ensemble and a 2 fs time step. Trajectory 

snapshots were written every 1,000 MD steps. This procedure yielded a total of 100,000 

snapshots for subsequent analysis.

The MD trajectories were subjected to a conformational cluster analysis as implemented in the 

ptraj software in amber12 with the hierarchical agglomerate clustering algorithm.[89] The 

analysis resulted in the identification of 68 clusters. One representative structure from each 

cluster was used as part small ensemble of structures for redocking the antagonist compounds. 

These representative structures and clusters were all obtained from the clustering of the 200 ns 

trajectory. From this small ensemble, four structures were randomly selected for binding site 

identification and docking of the experimentally verified drug-like compounds to FGF23Nterm 

with AutoDock Vina.[55] It was verified that these clusters were all unique through the use of 

pairwise RMSD of the alpha carbons against the 2P39 crystal structure. For the FGF23 

homology models where other FGFs were used as the template structures, a 2 Å cutoff was used. 

FTMap[90,91] was used to identify potential binding sites for the drug-like compounds. To 

allow the docking simulations to search a large part of the protein surface for stable binding 

locations, the compounds were docked to each possible binding site identified by FTMap instead 

of docking them to a reduced number of centers as was carried out in the original in silico 

screening campaign. A 20 × 20 × 20 Å search box was used, and the exhaustiveness parameter in 

AutoDock Vina is set to 25. The docking poses were then compiled, and all the complexes 
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within one standard deviation of the top score were used to create a subset of complexes for 

further examination (Scheme 2).

MM/PBSA rescoring of the subsets examined with MED

The MM/PBSA approach allows the estimation of protein–ligand binding free energies 

according to the thermodynamic cycle illustrated in Scheme 3 and Equation 1, where ΔGbind,solv 

is the free energy of ligand binding to the protein in aqueous solution, ΔGbind,vac is the free energy 

of ligand binding to the protein in vacuum, ΔGsolv,complex is the solvation free energy of the 

ligand–protein complex, ΔGsolv,lig is the solvation free energy of the ligand, and ΔGsolv,receptor is 

the solvation free energy of the protein.

(1)∆𝐺bind,solv = ∆𝐺bind,vac +∆𝐺solv,complex ― (∆𝐺solv,lig + ∆𝐺solv,receptor)

A 2 ns MD simulation was carried out for each ligand-receptor structure resulting from the 

MED. The first 1,800 snapshots from the MD simulations were used for the MM/PBSA analysis, 

and the rest were discarded. This procedure was used to examine the neighborhood of ligand–

protein poses in the immediate vicinity of the MED results. Poisson–Boltzmann calculations 

were carried out with the Sander module of amber12.[89] The charges for ZINC13407541 were 

derived from quantum mechanical calculations at the HF level of theory with the 6-31G* basis 

set after the geometries were optimized with B3LYP[92] and the same basis set. The quantum 

chemical calculations were carried out with Gaussian 09,[93] and the final electrostatic charges 

were derived with a RESP fit as implemented in antechamber.

Proteinprotein docking
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Protein–protein docking was performed to calculate structures of the FGF23Nterm:FGFR1 

complex. The crystal structures of FGF23Nterm and FGFR (PDB ID: 1FQ9) were submitted to the 

ClusPro 2.0 web server[94,95] without any restraints to guide the dockings. The ClusPro default 

settings were used. The default settings create models based on weighting the different terms of 

its potential energy function including favorable weights toward electrostatics, hydrophobic 

interactions, a combined van der Waals and electrostatic term, and a balanced function that does 

not favor one type of interaction over another. ClusPro outputs the top ten models for each 

weighting of its potential energy function by default. This resulted in the creation of 40 

FGF23Nterm:FGFR1 models for inspection.

Results

Targeting the N-terminal fragment of FGF23 in an in silico virtual screen

Previously, it has been shown that the C-terminal Portion of FGF23FL binds to α-klotho, whereas 

the N-terminal portion has certain binding epitopes that likely bind to FGFR[37] (Figure 1a). 

Unfortunately, only the N-terminal portion of FGF23FL, that is, FGF23Nterm, has been 

crystallized, suggesting that the C-terminal fragment of FGF23 may be disordered.[35] The 

disopred web server[96,97] was therefore used to probe FGF23FL for predicted regions of 

disorder (Figure 1b). The results indeed show that the 28 N-terminal residues of FGF23FL are 

likely to be disordered.

Residues 29 to 176, however, are likely to be structured (Figure 1b). These results also suggest 

that residues outside of this likely structured region are also predicted to be disordered and 

incorporate the C-terminal fragment of FGF23. In the FGF23 crystal structure, residues 29 to 170 
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are resolved, showing consistency between the disopred prediction and the failure to crystallize 

FGF23Cterm.

The successful crystallization of FGF23Nterm (referred to simply as FGF23 hereafter) combined 

with Yamazaki’s predictions[37] of the complex interface lay a path by which the FGF23:FGFR 

interface can be targeted for ligand design. To this end, four models of FGF23 were built and 

refined with short, MD simulations with the backbone constrained. Short MD simulations have 

been shown to be a good way to refine homology models.[98] Three of the homology models 

were generated from related FGF crystal structures as the template structures of the homology 

models (See Section 2). Using the crystal structures of other FGFs allows backbone diversity to 

be introduced into the models (Figure 2c), while retaining the core structural components that 

FGFs share due to their N-terminal homology.[66] Furthermore, ensemble docking to homology 

models has been shown to yield results that are of better quality than when the crystal structure 

alone is used.[26]

To identify pockets for use as the center of search boxes for in silico screening, the refined 

models were submitted to the FTMap[32,33] web server. FTMap has been shown to be adept at 

identifying druggable hot spots in proteins, particularly when used in conjunction with ensemble 

docking,[51,54] as in the present work. Various refined models yielded different numbers of 

potential binding sites, showing that the approach of generating several initial structural models 

takes into account a certain amount of protein flexibility (Figure 2 and Table 1).

The potential binding sites generated by FTMap were culled to a reduced number of binding 

centers (See Section 2). The results show areas that may be amenable to small-molecule binding 

that are not part of the region predicted by Yamazaki[37] to form protein–protein interactions 
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with FGFRs based on a pairwise sequence alignment with FGFR, but also some areas that are 

(Figure 2a).

These culled centers were used to cross-dock the NCI and ZINC libraries of compounds to 256 

FGF23 snapshots from the MD simulations. This ensemble of 256 structures consisted of the last 

eight snapshots from each seed of the MD refinement of the four models. The ensemble was 

generated in this manner to rigorously incorporate side-chain flexibility into the in silico virtual 

screening campaign. The library was also docked to possible sites identified by FTMap that do 

not correspond to the predicted region for protein–protein interactions (Figure 2a). Docking to 

possible pockets that do not coincide with the predicted protein–protein interface (PPI) of 

Yamazaki[37] allowed alternative areas of the FGF23 surface to be explored by the compound 

library.

The results of the screen are shown in Figure 3. There is a general trend for compounds of higher 

molecular weight to have higher scores in the present screens. The tendency of virtual screening 

procedures to be biased toward higher molecular weights is well known.[99–101] Here, 

however, we report the raw scores without any renormalization, contrary to the prescriptions of 

others.[100] The purpose of the ensemble docking protocol implemented in this study is to test 

whether rigorous incorporation of protein flexibility in the form of a rather large ensemble of 

structures alone is sufficient to produce a reasonable hit rate. A reranking/renormalization of the 

results would detract from this goal. The FGF23 antagonists that were experimentally verified by 

Xiao et al.[49] from the NCI screen are NCI_116702 and NCI_97920 (Figure 3b). These two 

compounds had ranks of 4 and 6 in the NCI screen, respectively, showing that 

renormalization/reranking to incorporate the tendency of compounds with higher molecular 

weight to have higher ranks was not necessary in the current case.
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In the case of the ZINC Drugs Now screen (Figure 3b), the compounds are already curated based 

on properties including molecular weight and the number of rotatable bonds. The purpose of 

screening ZINC Drugs Now was to search this subsection of chemical diversity space for 

possible drug-like compounds that act as FGF23 antagonists. Indeed, ZINC13407541 and 

ZINC01626100 were experimentally verified in Xiao et al.[49] to act as FGF23 antagonist 

compounds. Furthermore, ZINC13407541 was shown to have therapeutic potential in a mouse 

model of hypophosphatemia.[49] The ranks of ZINC13407541 and ZINC01626100 were 38 and 

2, respectively, further displaying the effectiveness of the screening procedure used in this study 

(Figure 4).

The experimentally verified FGF23 antagonist compounds that performed well on drug-likeness 

filters,[56,57,60,62] ZINC13407541 and ZINC01626100 are shown in their highest scoring 

poses in Figure 5. ZINC13407541 was found bound to an area where FGF23:FGFR interactions 

are not predicted to form. The homology model in which the FGF12 crystal structure[66] 

(PDBID: 1Q1U) was used as the structural template produced the highest-ranking score for this 

compound. In contrast, the highest scoring pose for ZINC01626100 was in an area where 

FGF23:FGFR protein–protein interactions are predicted to form,[37] and was obtained from the 

in silico virtual screen using the FGF23 crystal structure (PDBID: 2P39). This result emphasizes 

the importance of the incorporation of protein flexibility in drug discovery, as shown by 

others.[7,10,14,50,52,53,102,103] If protein flexibility had not been incorporated in the form of 

an ensemble of structures generated from homology models, ZINC013407541 would not have 

been identified, as this compound was identified through the use of a homology model. 

Additionally, the in silico screening campaign predicts that ZINC13407541 binds to an area that 
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is not predicted to form protein–protein interactions with FGFR. This result highlights the need 

to search for multiple binding locations, as has been previously suggested.[51,104,105]

While the ensemble docking approach used for the in silico screening campaign was successful 

in proposing trial compounds that were experimentally validated as FGF23 antagonists[49] 

through assays and target engagement studies, AutoDock Vina has a relatively high standard 

error (which has been estimated as ~2.5 kcal/mol).[55] This casts some doubt as to whether the 

binding locations predicted by the in silico screening campaign are accurate. To shed light on 

this issue, we performed multicenter ensemble docking with the two drug-like FGF23 antagonist 

compounds.

Multicenter ensemble docking predicts that both of the drug-like compounds likely bind to the 

predicted FGF23:FGFR interface

AutoDock Vina’s relatively high standard error means that deeper analysis is warranted of the 

possible binding sites of the active compounds. We used an ensemble approach to address this 

problem.

Here, unrestrained MD simulations were performed, in contrast to the backbone-restrained 

simulations of the original in silico virtual screen. The trajectories were then conformationally 

clustered to create an ensemble of 68 structures. Four of these structures (referred to as clusters 

A–D) were randomly selected, and the pairwise RMSD of the α carbons examined to ensure that 

the structures sampled different regions of conformational space (Figure 5a). Following this 

inspection, the structures were submitted to the FTMap[32,33] web server to identify possible 

binding locations. FTMap predicted different numbers of possible binding sites and different 

locations for each structure (Figure 5b and Table 2). The FTMap analysis of the clusters showed 
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that as the simulations progressed, possible sites were found to appear and disappear, 

highlighting the benefit of using multiple models. 

Here, the potential binding sites identified by FTMap were not culled into a reduced number of 

possible binding centers. Rather, each possible binding site was used to define the center of a 

docking box in order to rigorously probe FGF23 for stable binding site locations. Interestingly, 

many of the potential binding sites found in the snapshots from the MD trajectories by FTMap 

lie along the region where FGF23:FGFR interactions are predicted to form by Yamazaki[37] 

(Figure 5b). Also, the pocket for ZINC13407541 in the original virtual screening campaign was 

identified as a potential site (Figure 5b).

The experimentally identified antagonist molecules that performed well on the drug-likeness 

filters were then docked to each possible binding site identified by FTMap. To perform these 

dockings, the potential binding sites identified by FTMap were used as the centers of 20 × 20 × 

20 Å search boxes. The results of these docking calculations are summarized in Figure 6.

For ZINC13407541, the best score is obtained from docking to center 7 from cluster A (Figure 

6a). This site corresponds to the same site that was predicted to bind ZINC13407541 in the 

original virtual screening campaign (Figure 6b). It is noteworthy that this potential binding site 

identified by FTMap does not coincide with any other higher-order sites from FTMap. A 

previous study has recommended the use of only the top five FTMap predicted binding sites for 

drug design because the lower-order sites overlap with the top five predicted centers.[106] 

However, in the present case, we decided to use all FTMap sites in order to search as much of 

the protein surface as possible. Indeed, we found that the best-scoring pose would not have been 

found if only the top five sites had been used.
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Next, we examined a subset of the docking results of ZINC13407541 in which all of the best-

scoring poses were within the error of the single, best-scoring pose over all possible binding sites 

identified by FTMap. The error here is taken to be the standard deviation over all the docking 

simulations performed in the MED search. Fifteen docking poses resulted, 12 of which were 

located in the predicted FGF23:FGFR interface[37] (Figure 6a,b) although the best-scoring pose 

does not correspond to the region of FGF23 predicted to interact with FGFR. Hence, while the 

multicenter ensemble docking reproduced the result of the original screening campaign, this 

additional analysis suggests that it indeed might be possible for ZINC13407541 to bind the area 

predicted to form FGF23:FGFR interactions, which the original campaign predicted only for 

ZINC01626100.

ZINC01626100 was also docked to the same possible binding sites identified by FTMap. Ten 

poses were selected for this molecule, using the same procedure as ZINC13407541. Nine of the 

poses were found to be at the predicted protein–protein interface. The best-scoring pose for 

ZINC01626100 was found to be in center 1 of cluster B (Figure 6c,d). This finding is again 

consistent with the result of the original screening campaign. The pocket identified for 

ZINC13407541 that is not located at the predicted protein–protein interface was not found for 

ZINC01626100 even though the same FTMap centers were used (Figure 6). This result suggests 

the possibility that there is a unique binding pocket for each antagonist molecule.

The conclusions drawn from the above analysis, which incorporates the error of the data set, are 

that the possibility exists that ZINC13407541 might bind to the same region as ZINC01626100, 

with both molecules disrupting protein–protein interactions between FGF23 and FGFR. 

However, the results do not discount the possibility of a unique pocket for ZINC13407541.
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MM/PBSA rescoring suggests that the preferred binding mode of ZINC13407541 is at the 

predicted FGF23:FGFR interface

To obtain more accurate predictions of the binding sites and poses of ZINC13407541 on FGF23, 

and in an effort to discriminate between the two possibilities shown in the MED for this 

compound, the MM/PBSA method was used to estimate the binding free energy of 

ZINC13407541 to the set of docking poses determined in the MED and described above. Short 

MD simulations were performed to sample the configurational space in the immediate vicinity of 

the docking results. The use of an all-atom MD force field also explicitly takes into account 

conformational energies that are neglected in the AutoDock scoring function such as dihedral 

angles. 

The results suggest that the most favorable binding affinity is within the FGF23:FGFR interface 

and not the distal pocket identified in the initial virtual screen of the refined homology models 

(Figure 7). The binding area corresponding to cluster B, center 2 (Figure 6a) has the most 

favorable estimated binding free energy upon MM/PBSA rescoring (Figure 7E). The weakest 

predicted binding pocket examined was also located within the FGF23:FGFR interface (Figure 

7J). This peculiar finding warranted further examination. There are two possible reasons for this 

result. Either the choice of the center of the docking box precluded ligand binding at the best-

rescored site, or the protein conformation prevented the molecule from finding the best pose. 

Further investigation revealed that the size and position of the docking box were sufficient to 

find the proper pose, but side-chain conformations in the snapshot used blocked the pocket 

(Figure 7c). This observation highlights the importance of snapshot selection in docking and 

further reiterates the need to incorporate extensive side-chain variability in docking studies.
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MM/PBSA appears to discriminate between different sites and poses obtained in the MED 

search. Indeed, others have used MM/GBSA to rerank compounds from in silico screening with 

success.[23] In the present study, we have used MM/PBSA to discriminate between possible 

binding pockets, as a first step toward rational lead optimization of FGF23 antagonist 

compounds and to predict possible binding sites that can be tested experimentally.

Proteinprotein docking suggests that the binding region found by MED of FGF23 forms 

interactions with FGFR1

It is useful to conduct an independent computational test of whether or not the areas found by 

MED of FGF23 and the initial high-throughput in silico screen are indeed areas that can form 

protein–protein interactions with FGFR. To this end, protein–protein docking of FGF23 and 

FGFR1 was conducted, in which the FGF23 crystal structure was docked as the ligand, and 

FGFR1 was used as the receptor, with the ClusPro web server.[94,95,107] FGFR1 has been 

shown to form a functional receptor complex with FGF23.[108] The existence of a crystal 

structure in which FGFR1 is cocrystallized with FGF2[109] makes this FGFR a good choice for 

protein–protein docking with FGF23.

ClusPro[94,95] has been shown to identify native protein complex structures and is therefore a 

good choice for the current study.[110] The scoring function used by ClusPro can be weighted 

toward electrostatic interactions, hydrophobic interactions, a combined van der 

Waals/electrostatics weighting, or a set of balanced weights for all contributions.

The top ten models for each predefined set of scoring function weights are summarized in Table 

S1. Of the top ten poses predicted with the balanced scoring function, six found the protein–

protein contacts predicted by Yamazaki et al.[37] For the form of the scoring function that is 
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weighted toward electrostatics, seven of the top ten models found these areas. In the docked 

complexes that were weighted toward the hydrophobic term, eight of the top ten models found 

the protein–protein contacts. In contrast, the weighting of the van der Waals and electrostatic 

terms over the shape complementarity term produced models for which only the top two found 

the previously predicted regions of protein–protein contacts.

It is interesting that a majority of the models have the same protein–protein contacts previously 

predicted on the basis of a sequence alignment of FGF23 with FGF2.[37] These findings support 

the hypothesis that disrupting FGF23-FGFR interactions is a mechanism for FGF23 inhibition. 

Some of these models are shown in Figure 8. The interplay between the error in the protein–

protein docking simulations and the weights of the different scoring functions will be addressed 

in a future study.

Conclusions

The work presented herein describes an ensemble approach to the interpretation of docking 

results for a target for which there is only a partial crystal structure and no a priori knowledge of 

small-molecule binding sites. We have used a multicenter ensemble docking approach to identify 

two possible binding regions for drug-like antagonist compounds binding to the hormone 

FGF23. If a static, single-point approach had been used, the possibility of ZINC13407541 also 

binding the predicted protein–protein interface would have been missed. The further refinement 

of the MED results with MM/PBSA rescoring highlights the usefulness of moving from lower-

resolution techniques to higher-resolution methods for refinement of a predicted binding mode. 

The current study also shows how snapshot selection can influence docking results through the 

steric crowding of pockets by side-chain conformers.
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It is important to view the current work in the environment in which it is most likely to be 

applied. In drug discovery settings, particularly computationally lead drug discovery such as the 

present work, the role of the computational chemist is to formulate hypothesis through 

simulation about how a protein target can be drugged. In the virtual screening part of this study, 

predictions are made about what drug-like compounds from a compound library are likely to 

antagonize FGF23 signaling. These predictions are verified in the work of Xiao et al.[49] where 

target engagement studies, mouse model experimentation, and co-immunoprecipitation 

experiments indicate that these compounds not only antagonize FGF23 signaling, but that one of 

the compounds, ZINC13407541, has therapeutic potential to treat hypophosphatemia. The MED, 

MM/PBSA, and protein–protein docking parts of this study develop a hypothesis where a 

mechanism of action for the antagonist compounds can be further explored through experiment. 

It is noteworthy that the hypothesis developed in this work indicates that a protein–protein 

interface is being drugged and not a distal pocket that would indicate allosteric signaling. This is 

consistent with previous experimental evidence.[37,49]

Protein–protein interfaces are difficult targets to drug because they tend to consist of multiple 

shallow pockets instead of a single deep pocket.111] These difficulties have led to the use of 

peptidomimetics and engineered antibodies instead of small-molecule modulators. However, 

antibodies and peptidomimetics are expensive to produce, have lower bioavailability, and 

generally suffer from problems with cell permeability.[112] In the future, protocols similar to 

that presented here may be of general applicability in targeting protein–protein interfaces, and, 

more generally, for difficult protein targets for which structural information is lacking.
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Scheme 1: Workflow that resulted in the trial compounds that were experimentally verified in 
Xiao et al. along with the refinements that lead to the hypothesis that the antagonist molecules 
are disrupting protein–protein interactions between FGF23 and FGFR.
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Scheme 2: Flowchart for the analysis of the multicenter ensemble docking (MED) simulations. 
This procedure was followed for each FGF23 structure used to perform the MED.

Scheme 3: Thermodynamic cycle of protein–ligand binding used to estimate binding free 
energies with the MM/PBSA method.
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Figure 1. (a) FGF23 interacting with its binary receptor complex in the orientation proposed by 
Yamazaki et al. where the N-terminal fragment of FGF23 interacts with FGFR and the C-
terminal fragment interacts with alpha-klotho. (b) Intrinsic disorder profile of FGF23 from 
disopred3. (c) Residue–residue pairwise RMSD of the alpha carbons along the backbone of the 
refined homology models versus the FGF23 X-ray structure (PDB ID: 2P39).

Figure 2. (a) Refined FGF23 models with possible binding sites (spheres) that were used as the 
center of search boxes in the in silico screening campaign. The areas predicted to form protein–
protein interactions with FGFR are shown in cyan, orange, yellow, and gray surf. (b) Side-chain 
variability captured in the ensemble of Arg140.
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Figure 3. (a) In silico docking screen of the NCI diversity set 2. (b) Trial compounds from the 
NCI screen that were verified to be FGF23 antagonist in Xiao et al. with their IC50 values. 
Experimentally verified FGF23 inhibitors and their IC50 values. (c) In silico docking screen of 
the ZINC Drugs Now subset of the ZINC database. (d) Trial compounds from the ZINC Drugs 
Now screen that were verified to be FGF23 antagonist in Xiao et al. with their IC50 values.
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Figure 4. Highest-ranking poses of the FGF23 compounds that performed well on drug-likeness 
filters from the in silico high-throughput screening campaign. The regions predicted by 
Yamazaki et al. to form protein–protein interactions with FGFR are colored cyan, orange, gray, 
and yellow. Hydrogen atoms are omitted on the drug compounds for clarity.
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Figure 5. (a) Pairwise RMSD of the alpha carbons along the backbone of the snapshots used for 
the MED versus the FGF23 X-ray structure (PDB ID: 2P39). (b) Structures derived from 
conformational cluster analysis of an MD simulation submitted to the FTMap web server for 
identification of possible binding sites of the FGF23 antagonist molecules. Regions predicted to 
form interactions with FGFR are colored in orange, cyan, yellow, and gray surface. An FTMap 
center associated with a possible binding pocket distal to the predicted protein–protein interface 
is colored in transparent green. The possible binding sites identified by FTMap are shown as 
spheres. The black spheres correspond to the possible sites found on representative cluster A, red 
spheres are for cluster B, green spheres are for cluster C, and blue spheres are for cluster D.
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Figure 6. (a) Results of multicenter ensemble docking of ZINC13407541 to FGF23Nterm. (b) The 
subset of 15 docking poses where 12 of the 15 dockings find areas predicted to participate in 
protein–protein interactions along with the distal pocket for ZINC13407541 in green. (c) Results 
of multicenter ensemble docking of ZINC01626100 to FGF23Nterm. (d) The subset of ten docking 
poses of ZINC01626100 where nine find the areas predicted to participate in protein–protein 
interactions with FGFR.
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Figure 7. (a) Distributions of the estimated binding affinities from the MM/PBSA for the subset 
of dockings examined in the MED of ZINC13407541. (b) The distribution of the best binding 
pocket per the MM/PBSA analysis (cyan), the possible distal pocket for ZINC13407541 (green), 
and the worst possible pocket (blue dash). E and J correspond to the region where FGF23:FGFR 
interactions are predicted to form. (c) The best docked pose (cyan) and the corresponding FGF23 
side-chain conformations (also in cyan) with the worst ligand pose (blue) with the associated 
side-chain conformations (also in blue).

Figure 8. Representative models produced from protein–protein dockings with ClusPro. (a) 
Model produced from the balanced scoring function. (b) The scoring function weighted for 
electrostatics and (c) The scoring function for hydrophobic interactions. The regions predicted to 
participate in protein–protein interactions with FGFR1 are colored in surface as cyan, orange, 
yellow, and gray.
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Table 1. Number of possible pockets identified by FTMap in the refined homology models

Refined Model
Number of possible sites 
identified

Reduced number of possible 
sites

1PWA 12 3

1Q1U 9 2

2P23 10 2

2P39 9 2

Table 2. Number of possible binding sites identified by FTMap for MED analysis

Representative FGF23 snapshot
Number of consensus of possible sites 
identified

A 12

B 7

C 11

D 11


