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Abstract

Wind energy is quickly becoming a significant contributor to the United States'
overall energy portfolio. Wind turbine blades pose a unique set of inspection
challenges that span from very thick and attenuative spar cap structures to porous
bond lines, varying core material and a multitude of manufacturing defects of interest.
The need for viable, accurate nondestructive inspection (NDI) technology becomes
more important as the cost per blade, and lost revenue from downtime, grows. To
address this growing need, Sandia and SkySpecs collaborated to evaluate NDI
methods that are suitable for integration on an autonomous drone inspection platform.
A trade study of these NDI methods was performed, and thermography was selected
as the primary technique for further evaluation. Based on the capabilities of
SkySpecs' custom inspection drone, a miniature microbolometer IR camera was
successfully selected and tested in a benchtop setting. After identifying key operating
parameters for inspecting wind blade materials, hardware and software integration of
the IR camera was performed, and Sandia and SkySpecs conducted initial field
testing. Finally, recommendations for a path forward for drone-deployed
thermography inspections were provided.
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1. INTRODUCTION TO WIND BLADE INSPECTION MARKET AND
CURRENT STATE OF THE ART

Wind energy is quickly becoming a significant contributor to the United States'
overall energy portfolio. As wind energy's levelized cost of energy (LCOE)
decreases, additional utility scale turbines are being built. In fact, the U.S. Department
of Energy predicts that wind energy will achieve 35% of U.S. electrical demand by
2050 (see Figure 1-1). At year-end 2013, 39 states had utility-scale wind projects.
The goal by 2050 is to have wind capacity in all 50 states, with 40 states having more
than 1 GW of installed wind capacity [1.4]. This points to a growing need for
operations and maintenance, including inspections and repairs.
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Figure 1-1: Projected Growth of Wind Energy Market Share [1.4]

Meanwhile, there is large uncertainty in the lifetime cost of maintaining and operating
wind turbine rotor blades. The wind turbines that were early to the market are
reaching the end of their designed 20-year lifetime and will eventually need to be
repaired or replaced. Blade replacements currently affect approximately 2-3% of the
fleet per year [1.2] and typically cost $200,000 to $300,000 per replacement (see
Figure 1-2). The cost of these replacements is spread out over OEMs, owner-
operators, and insurance companies, affecting all major components of LCOE.
Moving forward, increased investments in blade inspections and repairs will be
required to address the industry's growing needs. Specifically, wind farm operators
will need data and tools to make informed decisions about maintenance, repairs, and
ultimately, retirement/replacement.
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Figure 1-2: Wind Blade Replacement Costs [1.1]

At the same time, higher-energy capture wind turbine rotors with longer blades are
contributing to a reduced LCOE. Figures 1-3 to 1-5 show examples of these
increasing rotor sizes. As these blades grow longer, and a greater number of turbines
are built offshore, they become more expensive to repair or replace. These designs
have also placed added emphasis on the use of advanced materials, sophisticated
manufacturing processes, and the deployment of routine inspection and health
monitoring efforts to reduce the costs of turbine downtime and blade replacement.

Additional complexity arises when considering that the causes of wind blade damage
are varied and range from design and manufacturing errors, to transportation and
installation damage, to operational damage. The cost of these failures can be only be
alleviated by prevention or repair. However, current industry practices in diagnosing
and repairing defects and damage are non-standardized and in many cases inadequate.
Current inspection practices are extremely limited, consisting primarily of ground-
based visual inspections. These inspections are limited to visible surface damage, and
there is a growing need for nondestructive inspection techniques that are capable of
detecting subsurface damage. As the market grows and the environmental challenges
increase (e.g., offshore turbines), the industry needs faster, more effective, and more
versatile inspection solutions. Moving forward, autonomous drones inspections
present an excellent opportunity for fulfilling this need by implemented both visual
and nondestructive inspections. While drone-based inspections have become common
in other fields, drone-deployed wind blade inspections are still an emerging market.
According to Navigant Research, cumulative global revenue for wind turbine drone
sales and inspection services is expected to reach nearly $6 billion by 2024 [1.3].
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The above scenarios indicate an important need for routine inspections and damage
classification that enables wind farrn operators to rnonitor damage and make inforrned
decisions on repairs. The DOE's Wind Vision report specifically highlights this as an
action area:
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• "Increase reliability by reducing unplanned maintenance through better design
and testing of components, and through broader adoption of condition
monitoring systems and maintenance. [1.4]"

In order to achieve this goal, increased inspection capabilities, beyond just surface-
level visual inspection, are required. Nondestructive inspection (NDI) of subsurface
defects is crucial to understanding the full extent of underlying damage. However,
NDI of wind blades is typically limited to minimal inspections (e.g., spar cap to shear
web bond line) at the OEMs during Quality Assurance, and there is virtually no in-
service NDI being performed, in part due to the accessibility issues. Most blade
access is currently performed by humans rappelling down blades or performing work
on raised platforms, which is expensive and involves inherent risks. These repair
personnel typically respond to severe damage that has propagated to the surface and
subsequently identified by visual inspections. Nevertheless, these inspections are
often not good indicators of flaw size. Therefore, while up-tower, personnel typically
use a combination of tap testing and material removal to size the repairs. They relay
this information to the ground team who help pass materials up-tower to perform the
repair. Using NDI data to identify the type and severity/size of damage before
deploying up-tower workers could greatly optimize this process by allowing the
people to plan the repair ahead of time on the ground. Additionally, identifying
damage before it propagates to the surface also allows proper planning of scheduled
maintenance rather than lengthier and more expensive unplanned maintenance and
catastrophic failure.

As the wind industry market share grows and the need for advanced maintenance
capabilities increases, rapid and effective inspections of both surface and subsurface
damage will be required. The combination of the effectiveness of advanced NDI and
flexibility of drone-deployed inspection systems have an opportunity to fulfill this
market need. By combining these technologies, drone-deployed NDI can help wind
blades reach their design life and efficiently provide the necessary life management
tasks that maximizes wind farm operations.

1.1. Introduction to Sandia's Blade Reliability Collaborative NDI Initiatives

As the application of wind turbines continues to expand, there is an increased
emphasis on ensuring the quality, and thus the reliability, of wind turbine blades.
Blade reliability is rapidly becoming one of the highest cost elements of plant
operations because blade failure can cause extensive down time and lead to expensive
repairs. In addition, blades are being delivered to the site in a condition that
occasionally requires additional treatment of quality issues before they can be
installed. Blade repair contractors for US wind plant developers and operators report
that a significant percentage of the blades they repair have never been operated. Blade
reliability issues need early attention because of the lost production and cost of
significant failures. A reliability effort, centered around nondestructive inspection
(NDI), was initiated at Sandia Labs to address these important reliability issues as they
impact development and operations costs. This effort recognizes and is addressing the
need to improve the quality of blades as they are delivered to the field through
enhanced inspection capabilities and associated quality metrics.
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Nondestructive inspection requirements, methods and practices vary widely within the
wind industry and different blade manufacturers utilize different levels of rigor and
different inspection methods on their product before it leaves the factory. As the
length of blades increase and more advanced materials are being used to manufacture
blades, it has become increasingly important to detect fabrication defects during blade
production. In addition, small defects can propagate to levels of concern during blade
use while fatigue loading, impact, lightning strike and other in-service conditions can
lead to new damage in the blades. Operational environments produce high stress
levels in the blades, it has become increasingly important to detect the onset of
damage or the propagation of fabrication defects during blade operation. The need for
in-service NDI of blades at wind farms is growing. One aspect of this program is to
determine how advanced NDI methods can be gracefully integrated into wind farm
operations. These include both up-tower NDI deployment and equipment for
inspecting blades that have been removed from the wind turbine. The first task is to
determine the inspection requirements as they exist now, as well as those that are
expected to exist in the near-future.

The goals of this study are to determine what Nondestructive Inspection (NDI) is
being performed on blades during and after the manufacturing process, determine the
level of inspection requirements and standardization within the industry, develop new
and customized NDI methods to meet the inspection needs of the industry and work
with blade inspectors to test and apply state of the art inspection techniques in
manufacturing environments. This includes the possible introduction of automated
inspections, a comprehensive assessment of various conventional and advanced NDI
techniques in manufacturing environments, close interface with blade original
equipment manufacturers (OEMs) to determine inspection requirements, and the
completion of NDI technology transfer activities with the wind turbine blade industry.

The purpose of the "Non-Destructive Inspection for Wind Turbine Blades" effort
within the Blade Reliability Collaborative (BRC) is to develop, evaluate and validate
the potential nondestructive inspection methods that could be deployed to effectively
detect flaws in composite wind turbine blades. This effort has also allowed Sandia
Labs to establish a national capability — including a physical presence and
methodology - to comprehensively evaluate blade inspection techniques. The primary
benefit to the wind industry is the optimum deployment of automated or semi-
automated NDI to detect undesirable flaws in blades before the blades enter service
while minimizing the time and cost required to complete the inspections.

Figure 1-6 shows various operating wind turbines along with a blade in production.
Figure 1-7 shows the main components of a wind turbine blade and Figure 1-8 shows
several different cross sections of blades highlighting some variations in blade design.
Such variations give rise to unique inspection needs and challenges. Typical flaws
encountered during production include: disbonds, interply delaminations, dry or resin-
starved regions, porosity, voids, wrinkles, ply waviness, and snowflaking. In addition
to these flaws, wind turbine blades operating in the field may also sustain damage
stemming from transportation, installation, stress, erosion, impact, lightning strike,
and fluid ingress.
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A completed SAND report has already presented the details of the BRC NDI program
and the infrastructure that was established to conduct the development and evaluation
of advanced NDI methods for wind turbine blades reference [1.5]. It also describes
the development of a highly-sensitive NDI method that is capable of inspecting
through the thick composite sections and attenuative bond lines in blades to meet the
inspection requirements of blade manufacturers. Preliminary testing was completed in
this first phase of the BRC program to assess some NDI methods on actual wind blade
test specimens. This first SAND report was intended to describe the promising NDI
methods but not to assign any quantitative performance metric with respect to the
inspection of wind turbine blades.

The report contained in this SAND document takes the next step of providing
quantitative NDI validation through the implementation of a Probability of Flaw
Detection (POD) experiment. This report describes the design and implementation of
the Wind Blade Flaw Detection Experiment (WBFDE). WBFDE was deployed to
quantitatively assess the performance of the best and most viable NDI methods as
determined in the preliminary testing described in reference [1.5]. This report
describes the top nondestructive inspection (NDI) techniques that might possibly be
applied to address the fabrication quality assurance and in-service inspection of wind
turbine blades. It provides an overview description of the various methods while
introducing specific instruments that are available to implement each method. A
series of Probability of Detection (POD) curves are presented to clearly show the
ability of both conventional inspection methods — as deployed by current wind blade
inspectors — and advanced inspections methods. Such comparisons are used to
provide insights into the advantages, limitations, optimized deployment and training
needs associated with each technology along with results from the application of these
NDI methods to the set of WBFDE POD test specimens. Insights gained during the
WBFDE testing are being used to develop both NDI reference standards, formal
inspection procedures and an inspector training regimen to further improve the
inspection performance on wind blades.
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• A.

Figure 1-6: Sample Wind Turbine Blades in Production and Operation

Figure 1-7: Components of a Wind Turbine Blade Construction
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1.1.1. Objectives

The overall objectives of this NDI activity are:

• Plan and implement a national capability — including a physical presence and
methodology - to comprehensively evaluate blade inspection techniques.

• Develop, evaluate and validate the array of potential nondestructive inspection
methods for the detection of flaws in composite wind turbine blades. Transfer
this NDI technology to wind blade production facilities.

• Produce optimum deployment of automated or semi-automated NDI to reliably
detect undesirable flaws in blades (major criteria are time, cost and sensitivity).

• Create the ability for manufacturers to determine the quality of their product
before it leaves the factory. Develop an array of inspection tools to
comprehensively assess blade integrity (determine needs, challenges, and NDI
limitations).

• Possibly use successful NDI to extend blade operational life.

Inspections must address all field deployment issues:

• Vertical and horizontal inspection surfaces

• Hand scan vs. attachable scanner
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• Signal coupling into part

• Wide range of thicknesses

• Quantitative information

• Ease and rate of inspection

Inspections must overcome all inspection impediments 

• Some methods may need access to both sides of blade

• Wide area inspection method needed (scanners)

• Porosity/attenuation levels of blades are high

• Depth of penetration and sensitivity at depth is needed

• Inspections must accommodate surface curvature and complex geometries

The BRC NDI initiative is addressing multiple methods to improve performance:

• Evolve existing NDI

• Introduce advanced NDI

• Assess NDI performance — conventional baseline and advanced NDI
improvements

• Improve and/or add training

• Develop NDI standards

• Training — including feedback on experiment

• Process optimization

• Inspector certification

Figure 1-9 depicts the approach used to arrive at the desired NDI performance levels.
Structural analysis and testing, which include a damage tolerance assessment, are used
to determine the level of damage that can be sustained by the blade such that it can
still achieve its desired function and lifetime. Inspection methods must then be
developed and validated to ensure that all flaws can be detected prior to reaching a
critical size. Damage tolerance assessments (DTA) are difficult to complete in
composite materials, especially those produced with the VARTM process, and are
exceptionally challenging in structures as large as wind turbine blades. Wide
variations in operational environments and sources of damage onset also exacerbate a
damage tolerance assessment. As a result, this NDI effort uses a conservative
approach and includes flaw sizes that are expected to be below the DTA levels. This
ensures that the results from the NDI evolution work will produce NDI methods that
perform at or above the desired performance levels. DTA analysis and testing
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conducted to date has confirmed that the flaw sizes used in the NDI test specimens are
conservative.
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Figure 1-9: Required Relationship Between Structural Integrity and
Inspection Sensitivity

Figure 1-10 shows the five key pieces of an NDI system that include the method, the
equipment, inspection procedures and training needed to produce the optimum results
in a repeatable manner They include:

• Use of NDI reference standards to form a sound basis of comparison and ensure
proper equipment set-up.

• Use of material property and calibration curves (e.g. attenuation, velocity) to
guide NDI deployment and signal interpretation and to set proper accept-reject
thresholds.

• Human factors — use of extensive NDI deployment testing to adjust procedures
and minimize human factors concerns.

• Improved flaw detection via:

o Advanced NDI

o Hybrid inspection approach - stack multiple methods which address array of
flaw types (data fusion)

29



Procedures

_n_r NDI Calibration &
Reference Standards

\_

Inspectors,
Equipment, &
NDI Techniques

Figure 1-10: Depiction of the Critical Elements Contained in an

1.1.2. Blade Reliability Collaborative Task Descriptions

One of the primary, early, activities conducted by Sandia Labs was the development
and evaluation of ultrasonic (UT) inspection methods to improve the current state of
blade inspection capabilities. These methods, categorized into single-element pulse-
echo UT and phased array UT, were then used to accurately characterize the wind
blade test specimens that were fabricated with engineered flaws and to propose an
advanced NDI method for improving wind turbine blade inspections. The flaws
include an array of interply delaminations, spar-to-shear web disbonds,
contamination/FOD, laminate waves, porosity and dry regions. The Sandia-evolved
ultrasonic NDI methods were demonstrated to produce some of the best sensitivity
(highest contrast C-scan images) on wind turbine blades to date. A series of tasks
developed deployment devices to: 1) allow the UT techniques to be conducted on
rough surfaces at any orientation, and 2) produce reliable and optimized signal
coupling to produce the strongest and most sensitive signal possible. The use of
multiple gates, along with customized time-corrected gain, was explored in order to
detect the full set of flaws through the assembly thickness. The combined use of A-
scan (raw UT signal), B-scan (section view), C-scan (2-D planform view) data was
also evaluated to enhance flaw detection and characterization. In order to better
explain the subsequent NDI performance evaluations that were completed as part of
the WBFDE, some of the NDI developments — primarily hardware and data
acquisition improvements — are also briefly described in this report.

Activities from the completed portion of the BRC NDI initiative produced an initial
screening of NDI methods; to identify the methods that show the greatest promise for
flaw detection and potential deployment on wind turbine blade geometry reference
[1.5]. A series of NDI Reference Standards and NDI Feedback Specimens were
designed and fabricated to facilitate initial assessments of candidate NDI methods.
Blade design and fabrication information from multiple manufacturers was digested
into general construction scenarios so that this NDI effort could address the wind
industry as a whole. The specimen designs, and associated fabrication processes, were
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reviewed by several wind energy experts to insure specimen realism. The NDI
specimens were applied in a "feedbacIC mode where the inspector was aware of the
flaw profile in each specimen (i.e. not blind mode inspections). Inspection systems at
NDI vendors, research labs including Sandia Labs, and universities were evaluated
using the representative test standards. The results were compiled in a structured
manner to arrive at preliminary rankings of performance The candidate array of flaws
that were studied include: snowflaking, porosity, resin-starved regions, adhesive voids,
interply delaminations, spar and shear web disbonds, and wrinkles. Discussions with
blade manufacturers coupled with operational history were used to identify the most
representative flaw types to be used in this study. The flaw sizes deemed necessary to
be detected were determined by a complimentary BRC "Effects of Defects" study.
Custom test panels with engineered flaws were supplemented by full-scale blades and
blade sections that contain natural flaws found in the field along with engineered
flaws. Candidate NDI methods are presented in Chapter 6.

Major tasks included:

• Acquire retired blade sections and add engineered flaws

• Understand blade designs and define blade NDI issues (design, inspection
requirements, NDI impediments, desired deployment)

• Inspect retired blades using various NDI methods to understand challenges and
characterize flaws

• Choose flaw types to include and the optimum methods to produce these flaws

• Perform trials to consistently reproduce realistic flaws

• Complete final design of NDI Reference Standards and NDI Feedback
Specimens

• Complete fabrication of NDI Feedback Specimen set

• Identify NDI methods to be included in the WINDIE screening effort

• Develop WINDIE experiment protocols and invite participants

• Complete flaw characterization of NDI Feedback specimens

• Implement WINDIE - conduct round-robin testing on NDI Feedback specimens
with "advancee NDI methods

• Complete analysis of inspection results with NDI comparisons (sensitivity,
repeatability, coverage, adaptability, deployment, cost, etc.)

• Assess NDI in the field - deploy NDI methods to allow for routine use of
validated NDI method(s) in blade production environments (technology
transfer)

1. Develop, then evaluate technology in full-scale factory testing
environment and obtain inspector feedback
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2. Conduct training and develop inspection procedures aimed at
manufacturer needs using advanced NDI

3. Carry out technology transfer to industry
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2. WIND BLADE FLAW DETECTION NEEDS

2.1. Post-Production Inspection of New Blades

While there are a wide array of blade designs and customized production processes,
there are common flaws that can be produced in composite wind blade structures.
Typical flaws encountered during production include: disbonds, interply
delaminations, dry or resin-starved regions, porosity, adhesive voids, wrinkles, ply
waviness, and snowflaking. In addition to these flaws, wind turbine blades operating
in the field may also sustain damage stemming from stress, erosion, impact, lightning
strike, fluid ingress and other stress risers that may occur during shipping and
installation. Figure 2-1 shows a cross section of a blade highlighting some primary
inspection regions. Blade design variations give rise to unique inspection needs and
challenges. Sample flaws found in the thick, fiberglass and carbon blades are shown
in Figure 2-2 through Figure 2-5.

The most general list of flaws, damage and non-standard production items that the
industry would like to detect are:

• Thickness variations

• Disbonds, including kissing (intimate contact) disbonds

• Presence of adhesive (ensuring proper bond line width)

• Missing adhesive (voids)

• Width and placement of adhesive

• Interply delaminations

• Dry regions (incomplete resin transfer)

• Gelcoat disbands

• Snowflaking

• Porosity

• In-plane and out-of-plane waves

• Composite fiber fracture (cracks)

• In-service damage such as erosion, overstress, impact, lightning strike and
fluid ingress.
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Figure 2-1: Inspection Areas of Interest — 1) Leading Edge Bond, 2) Spar
Cap, 3) Spar Cap-to-Shear Web Flange Bond Line and 4) Trailing Edge

Figure 2-2: Flaw Types That Are Desirable to Detect with NDI Including
Ply Wrinkles and Delaminations, Adhesive Voids and Joint Disbonds
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Figure 2-3: "Snowflaking" Flaws in Spar Cap Created by Entrapped Air
During Cure

Figure 2-4: Figure Comparing Pristine Blades with Cracks,
Delaminations and Other Laminate Fractures that Can Occur in Wind

Blades
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The inspections must address all deployment issues including: a) vertical and
horizontal inspection surfaces, b) hand scan vs. attachable scanner, c) signal coupling
via water flow or other signal couplant, d) wide range of thicknesses which may
require equipment adjustments such as transducer selection and gate adjustments in
ultrasonic inspections, e) need for quantitative information, ease of equipment use to
minimize human factors concerns and performance variations, and g) rate of
inspection to produce necessary coverage.

Some inspection considerations and impediments that must be overcome in order to
produce the desired NDI performance include: a) some methods may need access to
both sides of blade, b) wide area inspection methods may be needed (scanners), c)
porosity/attenuation levels of blades are high, d) depth of penetration and sensitivity at
depth is needed, and e) inspections must accommodate surface curvature and complex
geometries.
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Figure 2-5: In-Plane (top) and Out-of-Plane (bottom) Wave Flaws in Wind
Blade Composite Laminate
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2.2. In-Service Inspection of Operating Blades

2.2.1. Background on ln-Service NDI Needs

Small defects can propagate to levels of concern during blade use while fatigue
loading, impact, lightning strike and other in-service conditions can lead to new
damage in the blades. As the length of blades increase and operational environments
produce high stress levels in the blades, it has become increasingly important to detect
the onset of damage or the propagation of fabrication defects during blade operation.
The need for in-service NDI of blades at wind farms is growing. Additional NDI
fidelity beyond what can be provided by visual methods is required to identify and
repair defects before they reach a critical size. In addition, the use of larger and more
expensive blades means that it will be necessary to install more invasive repairs and
repairs to primary blade structure in order to avoid the cost of blade removal and
replacement. These more extensive repairs will require close scrutiny from NDI
methods to ensure the long-term viability of the repair.

One aspect of this program is to determine how advanced NDI methods can be
gracefully integrated into wind farm operations. These include both up-tower NDI
deployment and equipment for inspecting blades that have been removed from the
wind turbine. The first task is to determine the inspection requirements as they exist
now, as well as those that are expected to exist in the near-future. This includes the
identification of current inspection practices at wind farms, the level of standardization
across the industry and the ability of operators to deploy NDI methods in the field.
This information will allow us to focus our activities on developing new and
customized NDI methods to meet these inspection needs while ensuring the ability of
wind farm operators to avail themselves of such inspections. The latter item could
involve the use of wind service companies to provide skilled inspectors with proven
equipment and procedures.

Thus, this project includes close interactions with wind farm operators to test and
apply state of the art inspection techniques in in-service environments. This project
also includes NDI technology transfer activities with both wind service companies and
wind farm operators. The benefit will be optimum deployment of automated or semi-
automated NDI to detect undesirable flaws and damage in blades in order to help the
blades reach their design lifetime or beyond.

Application of NDI technology in the field, and specifically up-tower has the same
challenges associated with deployment as factory inspections, with the addition of
many more. Wind farms are typically located in rural, rugged areas of the country
with high winds, elevated work areas, and dangerous conditions. Nondestructive
inspection technology being proposed for field use needs to be portable, battery
powered and durable so that inspectors can bring the equipment to different locations
on the blade including areas that may only accommodate rope access. The most
common use of NDI applied up-tower has been to inspect specific, critical regions of a
blade that have been identified as having a high probability of containing a serial
manufacturing defect that was not detected at the plant on a large number of blades.
These have been very specialized and confined to a particular set of blades. The
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operator typically identifies the issue over time because the defect manifests itself as
early damage onset and eventually failure in more than one blade. Often when an
issue like this is identified the first question is: "How many of the blades are affected
and can the blades be repaired before the defect grows?" In-service NDI is critical to
assess and detect defects, even those that were not seeded by manufacturing problems.

2.2.2. In-Service Blade Damage

The most common operational damage is from surface impact and rain/dust erosion.
Other damage stems from bird strikes, lightning strikes, other object strikes, the
propagation of manufacturing anomalies and the origination of new damage stemming
from normal fatigue stress loads, off-design overloads or other environmental
conditions. Figure 2-6 to Figure 2-8 show various types of wind blade damage. Note
that all photos feature damage that is extreme or that has propagated to the point of
blade failure. The goal of this effort to conduct nondestructive inspections before
minor damage can grow to levels of concern. Figure 2-9 shows several images of
subsurface damage that can be detected via NDI methods.

Lightning Strike Damage

41-

Impact Damage

Figure 2-6: Types of Damage to Wind Blades Experienced During
Operation (1)
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Trailing Edge Disbond and Fracture Damage

Erosion and Impact Damage Damage from Shipping and Installation Handling

Figure 2-7: Types of Damage to Wind Blades Experienced During
Operation (2)

Severe Growth of Fiber Fracture Delamination and Subsequent
Laminate Fracture

Erosion Damage

Figure 2-8: Types of Damage to Wind Blades Experienced During
Operation (3)
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Interply Delamination in Skin and Spar Cap

Figure 2-9: Subsurface Wind Blade Damage Detectable Using NDI
Methods in the Field

2.2.3. In-Service Blade Repairs

The same techniques used to detect damage may also be used to determine the
integrity of a structural repair to a blade. Enhanced NDI techniques could open up
new opportunities for more invasive and complete spar cap and root repairs. The
integrity of the structural repair could be verified through inspection, giving repair
designers and engineers added confidence that the blade can be recertified for use,
which would lead to significant cost savings. In order to assess these challenges,
collaborative relationships with blade maintenance and inspection companies has been
pursued by Sandia Labs. Increased damage detection sensitivity in the field will
improve blade reliability and minimize blade downtime.

Most turbine blade damage from erosion or impact is repaired with primary near-
surface type of repairs using epoxy or polyurethane filler material or with the addition
of a ply or two of material using an ambient bond adhesive. Repairs to core structure
are common and can extend to double-sided repairs of through-thickness damage.
While core structure is not considered primary structure, extensive damage to the core
region can affect the overall stability and structural integrity of the blade. As the wind
blades have become larger and more expensive, there is a corresponding desire to
install more extensive repairs that reach many layers in depth and are placed on and
around primary structure such as spar caps and root sections. The criticality of these
repairs will then require the use of through-thickness depth inspection methods to
ensure the quality of the repair. Periodic up-tower inspections may also be required,
depending on the repair analysis conducted by the wind farm operator in concert with
the original blade manufacturer. The repair, the post-repair inspection and subsequent
in-service inspection could be carried out in a centralized fashion by a third-party wind
service company. This allows for a centralized location of expertise, repeatable
inspection methods and reliable results. Blade repairs require consideration of both
aerodynamic and aeroelastic loads to the structure. The repair design is adjusted to
meet the zone requirements as shown in Figure 2-10. Repairs conducted in Zones (1)
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and (4) involve primary structure (blade root or spar cap) and must be designed and
installed for structural purposes.

Figure 2-10: Repair Zones on Wind Blades that Identify Criticality and
Limits on Level of Repair Allowed

A typical repair process is shown in Figure 2-11 where a tapered sanding process is
used to remove the damaged region. Then, replacement plies of similar material and
orientation are placed into the repair region and cured using in-situ vacuum and
heating equipment (if elevated cure temperatures are needed). An example of a blade
tip repair is shown in Figure 2-12. The success of a repair can be affected by
numerous factors including: surface preparation, the ambient temperature and
humidity conditions during curing, proper mixing and uniform application of the resin,
improper curing profiles and improper placement/orientation of the plies. Most of the
problems associated with improper repairs will result in damage within the repair that
can be detected by NDI methods. Normally, the damage could be detectable during a
post-installation inspection or within 6-12 months of operation.

Figure 2-11: Tapered Scarf Angle, Replacement of Plies and Resulting
Shear Stress Distribution in the Scarfed Repair Joint
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Manual tap testing is the most common method of NDI used to evaluate damaged
areas of a blade in the field. This method involves the use of a coin or other small,
hard item such as hammer/tool to tap on the structure while the inspector or repairman
listens to audible changes in the sound of the tapping. This is a fairly effective method
to size damage in core materials (moisture ingress and skin delamination), but not
effective in the critical, thicker structures such as solid laminate spar caps and thick
bond lines in the trailing edge.

Figure 2-12: Picture of a Lightning Strike Tip Repair

Repairmen also use a method of visual inspection and evaluation of wind blade
structure during the repair process. Once a repairable damage is identified and the
mechanic begins to remove damaged material, they visually determine how much
material needs to be removed and replaced. In this case, in-field NDI to assess
damage in sandwich structure, leading and trailing edges, and other aero shell
components may be needed to identify the initial damage and subsequently ensure the
success of the repair.

2.2.3.1. In-Service Repair Inspections

Manufacturers perform repairs on blades quite often in the manufacturing plant.
Repairs can range from the simple addition of adhesive to a joint that was
insufficiently wide, to multi-ply depth scarfed repairs on spar caps and root laminates.
The type of repairs a company will perform depends on the original construction
process (e.g. shear web to spar or box beam configurations) and their tolerance for
invasive repairs on primary structure. Repairs in the manufacturing plant are not
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typically inspected with NDI after they are performed, but they are visually inspected
by quality personnel.

Repairs performed in the manufacturing plant can be much larger than repairs made
up-tower. This is because manufacturers have much better access to resources - such
as engineering support, materials, and larger work spaces — and can maintain the
proper control over the repair process. Wind blades that have been significantly
damaged in the field are typically taken down and replaced with a new blade. Typical
service repair companies will not repair spar cap-to-shear web adhesive bond lines due
to warranty issues, structural criticality of the area, and the extensive amount of work
it requires up-tower. Although this scenario is rare, if the damage is extensive and
non-repairable up-tower, then the blade can be taken down, repaired in the field, and
put back on the tower.

Enhanced NDI techniques could open up new opportunities for spar cap and root
repairs in the field. The integrity of the structural repair could be verified through
inspection, giving repair designers and engineers added confidence that the blade can
be recertified for use. This would lead to significant cost savings.

2.2.4. Up-Tower Blade Access

With a growing number of blades now in service - many well outside their warranty
periods - rotor blade maintenance is becoming a major issue. One of the most
challenging aspects of wind farm operations is the means to conduct periodic
maintenance of the blades while they are still installed on the rotor hub (i.e. up-tower
maintenance). Access to the blades and deployment of equipment severely hinders
both the ability of workers to conduct their tasks but also limits the amount and type of
work that can be carried out up-tower. Up until recently, the excellent reputation of
composite materials for high durability has induced wind farm operators to defer
general blade maintenance and oversight tasks. The increasing knowledge of wind
blade aging issues has produced an increase in demand for blade inspection,
maintenance and repair. In response, several wind service companies have been
formed to supply a new breed of worker called skyworkers. These workers combine
skills in the inspection and repair of wind blades with climbing skills. The technicians
themselves are normally suspended from the rotor hub, working on the subject blade —
which is stopped in the down position as shown in Figure 2-13. Anchor lines may be
deployed to the tower or around the blade.

Almost all of the inspections are confined to visual assessments. Erosion, surface
fracture and, to a lesser extent, impact damage can be identified with visual
inspections. However, many of the more aggressive and destructive types of damage
that can severely reduce blade life do not manifest themselves as surface
demarcations. Such subsurface damage must be detected via high-penetration,
inspections methods such as ultrasonics.

Currently most repairs are of the 'cut out and fill' type or, in the case of laminate
repairs, wet lay-up. However, a smaller number of technicians can also handle
infusion and prepreg repairs, along with restitution of gel-coats and surface finishes.
Vacuum bagging and heat curing up-tower is a challenge and workers must execute
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everything from small surface repairs to medium structural repairs, dealing with a
wide range of materials including polyester, vinyl ester and epoxy resins, along with
glass, carbon, aramid and biocomposite fibers. A technician's visit can encompass
anything from a close visual inspection with report, through blade cleaning, to a
modest structural repair — a damaged tip or edge for example. Because a skyworker
has either to take everything required for a job with him (or her), or have it hoisted up
or lowered down to the working position, repair procedures have to be carefully pre-
planned and managed, with adequate back-up from other team members.

Figure 2-13: Use of Skyworkers to Access Blades Via Climbing Ropes

A variation on this theme involves the use of adaptive platforms to provide an
enhanced work area with the ability to provide more controlled use of extensive
equipment in an up-tower environment. Figure 2-14 shows several different types of
work platforms that can accommodate more extensive blade maintenance activities.

2.2.5. Deployment of NDI Methods

The platforms highlighted in Figure 2-14 allow for the direct application of proven
NDI methods [2.1]. These could be deployed manually or in a scan mode. However,
the use of these platforms is very rare at this time and quite expensive. Thus, there is a
need for more frequent, rapid inspections means that other NDI deployment options
should be pursued for use in the absence of such expensive work platform
deployments.
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2.2.5.1. Remote Visual Inspections

The use of Unmanned Aerial Systems (UAS) or ground-based telescopic devices to
inspect wind blades has received a lot of attention in the last 2-3 years. Such devices,
such as the ones shown in Figure 2-15, utilize high resolution optics to produce
excellent visual inspections of the surface of the blade. While these are quite useful
for identifying surface-based damage such as erosion, these inspections are not useful
for detecting the more extensive subsurface damage that can be present in wind
blades. This damage, such as delaminations, disbonds and fracture in the composite
fibers, represent damage that can reduce blade life and even result in catastrophic
failure in-service. This critical damage must be detected using NDI methods that can
interrogate the entire thickness of the blade (e.g. spar cap and shear web bond line,
thick laminate root and transition sections).

Figure 2-14: Use of Adaptive Platforms to Provide Larger Work Space
for Blade Maintenance Activities

2.2.5.2. Remote and Semi-Automated Access to Blades

In order to obtain a more accurate picture of the overall health of wind turbine blades
in operation, it is important to consider independent deployment of up-tower
inspection devices without the aid of work platforms or other personnel present along
the blade. Several different scanning systems have been developed to accommodate
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automated inspections and even more are in the concept stage. The scanners shown in
Figure 2-16 can produce C-scan images which Sandia has shown to be very beneficial
in improving flaw detection accuracy. Such scanning systems, that utilize X-Y motion
carriages to move a transducer across a wide area of the blade, do require some level
of access to the area of interest. Sandia's scanning system (Figure 2-16, right side)
was successfully deployed in a factory setting and could be adapted for up-tower
inspections. A true, remotely controlled inspection could be performed using a robotic
crawler device that can scale a wind tower (see Figure 2-17 for concept crawlers and
those used in other industries).

Figure 2-15: Unmanned Aerial Systems and Ground-Based Devices
Used to Conduct Visual Inspection of Wind Blades

Figure 2-16: X-Y Scanning Systems Can Temporarily Adhere to the
Surface of Interest to Produce High-Quality, Through-Thickness Flaw

Detection images Over Wide Areas
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Figure 2-17: Remotely Controlled Auto Crawler Devices for Possible
Deployment of NDI Equipment

These are concept devices that could be adapted to allow for ground-based, easy
access to remote portions of the blade. This would allow wind farm operators to
quickly inspect their blades if they need to respond to unanticipated overload
conditions. Such inspections are necessary to make GO — NO GO decisions and to
determine the need for any immediate repairs. This will minimize the risk of failure or
forced down-time of the turbine. Power and data connection requirements may
require a tether to be added to the concept crawler. Another option for remote
inspections might be accomplished by adapting NDI methods onto UAS vehicles.
Experienced gained from expanding visual assessments via UAS vehicles could be
leveraged to provide more detailed inspection data. Integration of minimal NDI
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hardware (i.e. weight) would be stressed as would on-board power and data logging
capabilities. Problem spots, such as high stress regions or areas thought to contain
systemic manufacturing flaws, could be routinely and quickly inspected with such an
NDI vehicle.
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September 2014.
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3. VISUAL INSPECTION OF WIND BLADE FLAWS

3.1. Current State-of-the-Art

The current state-of-the-art for wind blade inspections is primarily ground based visual
inspections. These inspections are performed using a high resolution camera on a
tripod to inspect the blades on stopped turbines. Typically, the turbine needs to be
repositioned (i.e., rotor rotated, blades pitched) multiple times to complete the full set
of inspections. SkySpecs is disrupting this industry by performing much faster and
more repeatable autonomous drone-deployed visual inspections. Moving forward,
there is increased value to the customer in adding nondestructive inspection techniques
to monitor blades for subsurface damage.

3././. Overview of Existing SkySpecs Drone Platform

The SkySpecs drone platform is designed to perform autonomous inspections of wind
turbine blades. The novel attribute of the drone is the sophisticated sensor rig. The
sensor rig and its accompanying software enable the drone to autonomously position
itself at predetermined waypoints with a high level of accuracy. This positioning is
critical for relating the position of flaw indications to a specific location on the blade
with accuracy and repeatability.

LiDAR and GPS Sensors &
Computer for Automated Drone

Controls

Digital Camera

LiPo Batteries

Figure 3-1: Overview of SkySpecs Drone Platform
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Figure 3-1 shows an overview of the key features of the drone platform. The
SkySpecs inspection platform employs two primary systems: (1) a commercial-off-
the-shelf (COTS) Freefly Alta 6 drone (Figure 3-2) and (2) a custom-built rig with a
variety of integrated sensors, software, and systems that is mounted to the top of the
airframe (Figure 3-3). The sensor rig's computer, outfitted with SkySpecs' proprietary
automation software, interfaces with the drone's embedded flight control system to
achieve autonomous aerial inspections of wind turbine blades. The Alta 6 drone is
largely unmodified from its COTS configuration, whereas the sensor rig is custom-
fabricated from a combination of carbon fiber plates and tubes, aluminum standoffs,
custom hardware mounts and interface parts, and other COTS sensors. The advanced
positioning capabilities of the sensor rig are performed using a combination of these
COTS sensors, including an inertial measurement unit (IMU), global navigation
satellite system (GNSS) receivers, Velodyne VLP-16 light detection and ranging
(LiDAR) puck, and data transmitting radio, combined with a CPU and motherboard.

Figure 3-2: Alta Freefly 6 in COTS Configuration

The current visual inspection equipment consists of a Sony UMC-Rl OC 20 megapixel
lens-style camera (Figure 3-4) mounted on a HD AirStudio Infinity MR-S Very Lite
two-axis gimbal (Figure 3-5). This setup allows the drone to orient the camera, as
needed, to take high resolution photos of the wind blade surface. The most efficient
way to add subsurface damage detection capabilities to the drone is to integrate a
sensor or inspection transducer with similar form factor, power, and weight
specifications as the Sony UMC-R10C onto this existing gimbal, either alongside the
camera or adding the ability to swap out the camera. Additionally, SkySpecs'
engineering personnel should be able to rapidly model and 3D print any interface
mounts required to fit a new sensor onto the integrated, 2-axis gimbal.
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Figure 3-3: SkySpecs Custom-Built Sensor Rig

Figure 3-4: Sony UMC-R10C 20 Megapixel Camera
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Figure 3-5: HD AirStudio Infinity MR-S Very Lite Gimbal

For the purposes of this project and the associated sensor down-select and integration
process discussed in Section 5, the guidelines noted below were used when evaluating
potential sensor options. In some cases, it is possible to exceed a particular constraint
if a trade study deems one sensor far superior to other options.

• Weight: < 450g

• Power: 5-12 VDC, 120 W max, preferably <20 W max (N/A for internal
battery-powered sensors)

• Max Dimensions: 4" width, 2.75" height, 2.5" depth

• Drone Positional (Relative Displacement) Accuracy: < 1 cm

• Drone Distance from Blade: 4-8 m

• Drone Speed: Approx. 1-2 m/s

• Battery Life: Currently approx. 20 minutes but under continuous improvement

• Data Storage: Multi-terabyte (TB) solid state hard drive

Once a list of sensor down-selects was made using these specification guidelines,
SkySpecs and Sandia collaborated to evaluate each option.
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3.1.1.1. Current SkySpecs Inspection and Damage Detection Strategy

The current SkySpecs inspection strategy consists of the following approach:

• Stop the wind turbine in any orientation.

• Position the drone near the base of the tower.

• Direct the drone to begin autonomous flight.

• The drone autonomously inspects all four sides of each blade, stopping briefly
to take a photo at each waypoint, and then moving on to the next waypoint.

• The drone autonomously lands.

• The drone reports to the pilot whether the flight successfully captured 100%
of the required images.

• If no additional inspections are required, the turbine is restarted.

This flight strategy is extremely efficient and enables the SkySpecs team to inspect a
tower in approximately 15 minutes. Figure 3-6 shows an image of this process in
action. Ideally, an additional NDI method would be integrated directly into this
approach or only require minor modifications.

Once the inspections are completed, the images are downloaded from the onboard
solid state hard drive. Currently, these images are then manually reviewed offsite to
identify damage based on type, location, and severity. A summary of this approach to
damage classification in provided in the following sections. These images are also
tied to the blade location using the position locating features of the custom-built rig.
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Figure 3-6: SkySpecs Drone Inspecting a Wind Blade

3.2. Damage Classification

An important part of the inspection value that SkySpecs provides to their wind farm
operator customers is damage classification. Identifying the type, severity, and
location of damage in summary reports is important to enable the customer to make
informed decisions about their turbines. The following sections provide information
on how this classification is currently performed.

3.2.1. Manual Damage Classification of Severity

Because wind farms typically consist of dozens of turbines and each wind blade
contains a large surface area, it's important to summarize the inspection results in a
format that limits the data to the subset of critical information. SkySpecs satisfies this
requirement by reviewing the inspection data and condensing the data to highlight
visual inspection flaw indications. These flaw indications are characterized by flaw
type and severity.

A proactive approach to wind blade inspections is recommended to minimize total
lifecycle costs. Wind farm operators should monitor for damage at an early stage
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before such damage can propagate from a lower cost repair situation to a full
replacement requirement. The goal is to inspect a subset of the turbine population
each inspection cycle so that the full fleet is covered by the Nth inspection cycle.
Ultimately, the goal is to catch damage while it is still cost-effectively repairable, and
to compile a list of turbines that need to be monitored and revisited to ensure that
damage has not progressed. Additionally, while leading edge erosion does not
typically cause wind blade failures, moderate levels of erosion can negatively affect
Annual Energy Production (AEP) and should be monitored for potential repair. Figure
3-6 shows the results of a Sandia survey of wind farm operators and 3rd party
inspection companies on the frequency of damage types. Note that currently, no
subsurface nondestructive inspection is conducted in-service, so the subsurface
damage statistics shown here may be less than actual occurrence.

Damage Types
• Erosion

•Grease or Oil

• Lightning Damage

•Cracking

• Deboncl/Splitting (TE)

• Delamination

• No Damage

Figure 3-7: Results of Sandia Survey on the Frequency of
Various Damage Types

With large turbine populations, full site inspections may be impractical, so a
combination of targeted proactive and sampling periodic inspections is useful in
capturing damage and avoiding larger repair/replacement costs. Based on these
considerations and experience, visually detectable flaw types can be classified by the
following groups:

• Erosion

• Shell Contamination

• Cracks

• Gelcoat/Top Coat Damage

• Chips
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• Waves/Discontinuity in Base Laminate

• Laminate Damage

• Lightning Damage

• Leading Edge Damage

• Trailing Edge Damage

• Other

To date, these inspection considerations have been focusing on damage that can be
identified with visual inspection. Based on the addition of additional nondestructive
inspection sensors, as described in subsequent sections, these flaw types should
updated in the future to include subsurface flaws such as disbonds, delaminations, ply
waves, and fiber fracture.

In addition to classifying the damage type, damage categorization is important in
standardizing and executing reinspection and repair work scheduling. Figure 3-8
shows an example of how these damage categories can affect the maintenance interval
on a set of turbines. Figure 3-9 summarizes the criteria for each of the categories on a
scale of 1 — 5, with 5 being the most severe. These categories provide the wind farm
operators with the necessary quasi-quantitative information to make informed
decisions on repairs and inspection intervals. The following sections provide
examples of the damage categories for a sample of damage types.

No Damage
Identified

Decreasing intervals of re-inspection for damage progression

C,:i (i 

1

s i cs 

1 i
1 11 11 1

Re-inspect in 6 Re-inspect in 3 Re-inspect in 1
months months month

WTG Taken Offline for
Repair/Replacement

OK Re-inspect
6-months

\117

OK Re-inspect
3-months Repair

Blade A

OK

Figure 3-8: Damage Severity Affects Maintenance Interval
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Category Repair

Priority

None

Description

Light wear minor cosmetic

irregularities on blade.

Action

No action required.

Annual inspections

recommended.

None Early signs of wear or damage. No immediate action

required. I nspect within

12 months.

3 Low Minor structural defects.

Noticeable wear or damage.

l nspect & re-categorize

in 6 months.

4 Medium Moderate structural damage.

Major signs of wear to blade.

Repair work

recommended.

5 High Major structural damage. Blade

failure.

Repair immediately.

Figure 3-9: Overview of Damage Severity Categories

3.2.1.1. Erosion

Erosion is predominantly found on the leading edge and is typically a result of
environmental conditions, such as dust/sand, rain, and ice. Due to the high speed of
the wind blade tips, these environmental conditions can cause significant erosion over
time. As shown in Figure 3-10, the downward velocity of rain also causes a non-
negligible change in rain drop impact velocity with respect to blade position [3.2].
Based on Sandia aerodynamics models, Figure 3-11 shows that the surface roughness
caused by erosion can decrease the AEP by approximately 2.5% at a moderate wind
speed site and 5% at a low wind speed site [3.2].
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LE erosion has
penetrated into the
blade structure
exposing the
underlying laminate
of the leading edge.

Category 4

LE erosion has removed
the protective gelcoat
and begun to penetrate
into the bond and had
exposed the undedying
laminate of the leading
edge.

Category 3

LE erosion has
removed the
protective gelcoat
and begun to
minimally penetrate
into the bond.

1.1.111111111

LE erosion has begun
and appears to be
superficially limited
to the outer
protective gelcoat.

The leading edge shows
eginning signs of LE
rosion and is limited to
he outermost,
uperficial layers of
rotective gelcoat.

Figure 3-12: Leading Edge Erosion — Damage Severity Examples

Leading edge erosion can range from Category 1-5. Examples of these categories are
provided in Figure 3-12. Category 2 might be erosion limited to the coating, whereas
Category 3-4 might be contained within the bond paste securing both sides of the
blade shell along the leading edge. Finally, Category 5 would penetrate the structure
almost into the inner cavity of the blade.

3.2.1.2. Shell Contamination

Shell Contamination includes contaminants such as bugs, dirt, hydraulic oil or blade
bearing grease that may negatively impact blade structure and/or turbine performance.
Figure 3-13 provides examples of Category 1-3 damage. Note, a Category 4 or 5
rating for contamination is not likely to occur since there will generally be more
severe issues that lead to taking a turbine offline ahead of contamination (e.g.,
hydraulic pump burst).
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Hydraulic fluid leaking and penetrating
through blade surface. Can lead to
degradation of composite structure
including reduction in strength of the
laminate and bonds.

Bat carcass impact
on leading edge of
blade as well as bug
contamination.

Blade bearing
grease leak onto
blade root.

Figure 3-13: Shell Contamination — Damage Severity Examples

3.2.1.3. Cracks

Cracks may penetrate through the blade gel coat or even the primary blade structure.
Cracks can possibly occur during manufacturing, object impact, or blade loads that
exceed the design intent and cause the blade to bend and shell to crack. A coating
crack is typically narrow and does not appear to have much depth. Whereas, a crack
penetrating the coating into the structure may appear wider with greater depth. Figure
3-14 shows examples of cracks with varying severity.

Known as 'transverse
cracking' specific to the LM
blades made for GE, this is a
chord- and span-wise crack
occurring near the max
chord.

Span-wise crack near the
trailing edge. May be a
result of a failed repair as
the tip appears to have
been repaired. Although it
does not penetrate the TE
bond, the crack could
propagate into the bond
line and result in
catastrophic failure.

Category 3

"L"-shaped crack at the
tip, may be a result of
lightning strike or blade
impact. Although damage
is not structural, it is
subject to moisture
intrusion and can
progress into further
damage.

Spider or stress
cracking at the blade tip.
Could be a result of
impact of an object with
the blade while
operating. Not an
immediate concern for
blade form or function,
but should be monitored
for progression.

Figure 3-14: Cracks — Damage Severity Examples

3.2.1.4. Gel Coat/Top Coat Damage

Gel coat/top coat damage contains a chipped, dented, and/or irregular surface
compared to new blade condition. Fiberglass is possibly exposed and can lead to
moisture intrusion, progressed damage, and affect turbine performance. The gel coat
is the protective skin of the blade and damage is typically due to object impact, ice
shedding, poor prior repairs, or blade loads which exceed design intent and cause the
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blade to bend and shell to buckle. Figure 3-15 illustrates varying severity levels of
gel coat/top coat damage.

LE erosion has
penetrated into the
blade structure
exposing the
underlying laminate
of the leading edge.

LE erosion has removed
the protective gelcoat
and begun to penetrate
into the bond and had
exposed the underlying
laminate of the leading
edge.

Category 3

Concave/sunken in feature
on shell is a result of a
failed repair after addition
of balancing mass. The
damage does not affect
function of blade, but can
allow moisture intrusion
over time.

The gelcoat has eroded
from the copper tip LPS
leaving it exposed,
subject to oxidization, and
potential for moisture
intrusion.

The trailing edge
gelcoat is
flaking/peeling
exposing the
underlying laminate.
Although this does not
affect the form or
function of the blade, it
could progress and
require repair.

Figure 3-15: Gel Coat/Top Coat — Damage Severity Examples

3.2.1.5. Laminate Damage

Fiberglass delamination is the separation of fiberglass ply layers of the blade laminate
that can greatly lower blade strength depending on location and severity. Possible
causes can be poor manufacturing, structural impact, blade loads which exceed design
intent and cause the blade to bend and shell to buckle, temperature fluctuations, or
water/fluid intrusion which expands either when struck by lightning or as it freezes
causing ply delamination. Examples of laminate damage are shown in Figure 3-16.

-a-
Delamination damage
due to lightning. The
carbon fiber spar is
inherently conductive
and prone to lightning.
When struck directly, it
results in severe
damage to the laminate.
Due to complications of
carbon repair, often
damage is not
repairable; if it is, it will
result in a down-tower
repair to better control
the environment.

Trailing edge damage due to
lightning strike which resulted in
delamination of shell fiberglass
plies.

The blade shell has
been struck by
lightning which is
evident from the
characteristic 45deg-
biased delamination.
The damage could
progress and allows
for moisture intrusion
which could result in
further structural
failure.

Subsurface delamination
which appears as a
bubble at the root.
Likely occurred during
blade installation and is
non-critical at this point
since it is superficial and
minor in size in
comparison to the
thickness and strength
of the blade root

Figure 3-16: Laminate Damage — Damage Severity Examples

3.2.1.6. Lightning Damage

Because the LPS provides no remote indication of a strike occurring and the
manufacturer has little incentive to monitor for damage that is outside the scope of the
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warranty, the owner is placed in the position of monitoring for damage at an early
stage before it moves from a lower cost repair situation, to a full replacement
requirement. Damage types include, but are not limited to, gel coat damage, cracks,
delamination, disbonding, and trailing edge separation. For example, a lightning strike
to the lightning cable through the blade shell can result in trailing edge delamination
due to high pressure inside the blade. Typical locations of lightning damage are at the
tip of the blade near the lightning receptor. Scorching is also likely and may include
holes or delaminations where lightning entered or exited the blade at a location other
than receptor. Figure 3-17 and Figure 3-18 show various categories of lightning
damage.

Debonding of the trailing edge

z
Lightning strike point

Figure 3-17: Lightning — Damage Severity Examples
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i

The trailing edge has
split through its bond
line resulting in failure.
Likely occurred due to
lightning which can
cause the rapid
expansion of
air/moisture inside the
blade resulting in the TE
blowing out at the tip.

The blade shell has been
struck by lightning which

lis evident from the
characteristic 45deg-
biased delamination. The
location of damage
appears to be above the
blade spar cap which
could result in further
structural failure.

i___

The blade shell has been
struck by lightning which
is evident from the
characteristic 45deg-
biased delamination. The
damage could progress
and allows for moisture
intrusion which could
result in further structural
failure.

_1

Category 2

Category 4

The blade LPS has been
struck by lightning which
resulted in the bending of
the connection plate
between the tip receptor
and the mesh forming an
angle of about 90 deg with
the surface of the blade.
The most likely cause of
the damage is the
electromechanical forces.

L-1
The inboard LPS
receptor has been
struck by lightning
resulting in smeared
charring on the blade.
This indicates proper
conduction thru the LPS
and is thus considered
contamination not
lightning damage.

I "T

The blade tip
lightning receptor
has been struck by
lightning resulting in
light charring. This
indicates proper
conduction thru the
LPS.

Figure 3-18: Lightning — Damage Severity Examples

3.2.1.7. Leading Edge Damage

Leading edge damage includes but is not limited to erosion, cracks, and de-bonding of
the leading edge bonded joint. Darnage on the leading edge can progress quickly due
to the high speed wind inflow experienced and because it is most susceptible to impact
(e.g., rain, dirt, bugs). Figure 3-19 summarizes different types of leading edge
damage.
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LE bond line has
split resulting in
shutdown of the
turbine to avoid total
catastrophic
damage to the blade.

Category 4

LE bond line has
split at the blade
tip and due to the
high speeds and
wind inflow can
propagate quickly
requiring repair
prior to
progression.

Category 3

Chord-wise fracture penetrating from
the inside surface to the outside
surface of the blade on the leading
edge. The cracked coating

at the LE bond line
indicated that it has
begun to fail requiring
monitoring for
progression.

Figure 3-19: Leading Edge — Damage Severity Examples

3.2.1.8. Trailing Edge Damage

Trailing edge disbonding and fracture/splitting includes but is not limited to trailing
edge structural damage and adhesive joint de-bonding (i.e., trailing edge split). The
damage typically occurs near the tip where higher velocity is experienced. Due to the
narrow profile of the trailing edge near the tip, damage occurring there can easily
progress depending on location and severity. Trailing edge splitting can occur due to
water/fluid ingress which expands either when struck by lightning or as it freezes
causing failure at the trailing edge bond. Examples of trailing edge damage are given
in Figure 3-20.
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The trailing edge has
split through its bond
line resulting in
failure. Likely
occurred due to
lightning which can
cause the rapid
expansion of
air/moisture inside the
blade resulting in the
TE blowing out at the
tip.

Category 4

The trailing edge
has been damaged
likely due to impact.
Due to the thin
profile of the TE, it is
prone to quick
progression of
damage during
operational cyclic
loading.

Category 2

1
The trailing edge has
been damaged likely
due to impact or
handling during
construction. Due to
the thin profile of the
TE, it is prone to
quick progression of
damage during
operational cyclic
loading.

Category 1

The trailing edge
gelcoat is
flaking/peeling
exposing the
underlying laminate.
Although this does
not affect the form or
function of the blade,
it could progress and
require repair.

Figure 3-20: Trailing Edge Disbond and Fracture — Damage Severity
Examples

3.2.2. Considerations for Automated Damage Classification

An automated darnage classification process would ideally include data fusion of flaw
indications from multiple inspection techniques. Figure 3-21 displays a notional
example of the data fusion of two inspection techniques — visual inspection and
thermography; however, this approach could be extended to additional inspection
techniques. In this example, the user is able to switch between multiple views that
show the unaltered visual inspection data as well as the flaw indications from the data
classification engine. These flaw indications are projected onto a 3D model of the
blade, based on drone position and gimbal orientation data. This location data is
critical for correlating the test results from multiple inspection techniques and
recurring inspections of the same turbine.

The data fusion example also provides information on the type of damage and
severity. The user is able to compare and contrast the results of the different
techniques. In this case, the thermography data compliments the visual inspection
data by corroborating the existence of the lightning damage and providing
supplemental information on the slightly larger extent of the subsurface damage. This
information would allow the wind farm operator to make an informed decision on the
size of the damage and whether it should be repaired. Additionally, the thermography
results identified a small impact that wasn't detectable with only visual inspection.
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n Visual Inspection

n Visual Inspection (Flaw Indications)

n Thermography Flaw Indications

n Visual Inspection
ri Visual Inspection (Flaw Indications)

ri Thermography Flaw Indications

i

i

\
Lightning Strike

Category 3

n Visual Inspection
ri Visual Inspection (Flaw Indications)

n Thermography Flaw Indications

Impact Damage

Category 2

4,
Lightning Strike

Category 3

\___.---/

Figure 3-21: Example Automated Data Classification of a
Lightning Strike
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While the benefits of this type of analysis are obvious, the implementation comes with
multiple challenges. Building a robust solution will require complex, multi-
disciplinary work to develop the model, pair it with SkySpecs inspection data, and
train the model to make accurate damage classification.

3.2.3. Development of Wind Blade Visual Test Specimens

In order to aid the transition to automated damage detection, visual inspection
specimens were built to increase the number of training and validation images. These
specimens focused on the types of damage and severity categories previously
described.

The first specimen, CB-V1, is a 30 inch section of blade that was cut from a 9 meter
carbon-fiberglass hybrid TX-100 Blade. The TX-100 blade was designed by Sandia
and manufactured by TPI to demonstrate the use of bend-twist coupled behavior for
fatigue loads alleviation in a wind turbine blade [3.1]. Table 3-1 provides a
description of all the representative flaws that were engineered into this blade section.
Figures 3-22 to 3-29 provide images of each of the defects.

Table 3-1: Wind Blade Visual Test Specimen: CB-V1
(Carbon Fiber Skin — Balsa Core) Flaw Descriptions

Flaw ID Blade Location Flaw Description

HP1 High Pressure Side Pitting/Chipping (-)

HP2 High Pressure Side Contamination (+), Simulates Insect Accumulation

HP3 High Pressure Side Slight Lightning Burn

HP4 High Pressure Side Shell Impact Depression & Gelcoat cracks (Scuff
Mark)

HP5 High Pressure Side Trailing Edge Impact Gelcoat (Scuff Mark)

HP6 High Pressure Side Lightning Burn & Shell Damage

HP7 High Pressure Side Shell Impact Depression & Gelcoat cracks (No Scuff
Mark)

HP8 Delaminations Under Skin - See Below:

HP8-A High Pressure Side Delamination Under Skin (IR Flaw), —0.50" Wide

HP8-B High Pressure Side Delamination Under Skin (IR Flaw), —0.75" Wide

HP8-C High Pressure Side Delamination Under Skin (IR Flaw), —1.00" Wide

LP1 Low Pressure Side Lightning Burn

LP2 Low Pressure Side Gelcoat cracking

LP3 Low Pressure Side Lightning Burn & Shell Damage

LP4 Flat Bottomed Holes (FBH) - See Below:

LP4-1 Low Pressure Side FBH, Diameter = 0.365", Average Depth = 0.0239"

67



LP4-2 Low Pressure Side FBH, Diameter = 0.365", Average Depth = 0.0640"

LP4-3 Low Pressure Side FBH, Diameter = 0.365", Average Depth = 0.1095"

LP4-4 Low Pressure Side FBH, Diameter = 0.365", Average Depth = 0.1440"

LP4-5 Low Pressure Side FBH, Diameter = 0.125", Average Depth = 0.0379"

LP4-6 Low Pressure Side FBH, Diameter = 0.125", Average Depth = 0.0946"

LP4-7 Low Pressure Side FBH, Diameter = 0.125", Average Depth = 0.1438"

LP4-8 Low Pressure Side FBH, Diameter = 0.125", Average Depth = 0.1795"

LP4-9 Low Pressure Side FBH, Diameter = 0.250", Average Depth = 0.0368"

LP4-10 Low Pressure Side FBH, Diameter = 0.250", Average Depth = 0.0800"

LP4-11 Low Pressure Side FBH, Diameter = 0.250", Average Depth = 0.1250"

LP4-12 Low Pressure Side FBH, Diameter = 0.250", Average Depth = 0.1636"

LP5 Low Pressure Side Transverse Cracking

LP6 Low Pressure Side Sharpie Marks (Surface Only)

LP7 Low Pressure Side Deep Scratch Marks (Through Gelcoat)

LE1 Leading Edge Extreme Leading Edge Erosion

LE2 Leading Edge Mild Leading Edge Erosion

TE1 Trailing Edge Trailing Edge Split, —11.5" Long

TE2 Trailing Edge Trailing Sharpie Mark (No Depth), —3.0" Long

TE3 Trailing Edge Chipping (Impacts) - See Below:

TE3-A Trailing Edge Trailing Edge Chipping

TE3-B Trailing Edge Trailing Edge Chipping

TE3-C Trailing Edge Trailing Edge Chipping
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Figure 3-22: Wind Blade Visual Test Specimen CB-V1
(Carbon Skin — Balsa Core)
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Figure 3-23: Wind Blade Visual Test Specimen CB-V1
High Pressure Side Flaws

r

Delamination
Under Skin

HP8-A

-.50

HP8-B  

.75

HP8-C

-1.00

3X, - 75

Figure 3-24: Wind Blade Visual Test Specimen CB-V1
HP8 Flaws Used to Assess the Subsurface Damage Detection of

IR Inspections
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Figure 3-25: Wind Blade Visual Test Specimen CB-V1
Low Pressure Side Flaws
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Figure 3-26: Wind Blade Visual Test Specimen CB-V1
LP4 Detailed image
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Figure 3-27: Wind Blade Visual Test Specimen CB-V1
Other Low Pressure Side Flaws
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Figure 3-28: Wind Blade Visual Test Specimen CB-V1
Trailing Edge Flaws
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LE1 LE2

Typical Roughness

/

Figure 3-29: Wind Blade Visual Test Specimen CB-V1
Leading Edge Flaws

The second specimen, FF-V2, is a 30 inch section of blade that was cut from a 39 meter
fiberglass foam core GE blade, manufactured by Tecsis. The cut was performed approximately
15 feet from the tip of the blade by the Sandia Composites Department (see Figure 3-30).
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Table 3-2 summarizes all of the representative flaws that were engineered into this
blade section. Images of each of the flaws are shown in Figures 3-31 to 3-37.

The inspection of these specimens were outside the scope of this project. Plans for the
future use of these specimens is provided in Section O.

Figure 3-30: Wind Blade Visual Test Specimen FF-V2
Cut From 39m GE Blade, Manufactured by Tecsis
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Table 3-2: Wind Blade Visual Test Specimen FF-V2
(Fiberglass Skin — Balsa Core) Flaw Descriptions

Wind Blade Visual Test Specimen: FF-V2 ( Fiberglass Skin — Foam Core)

Flaw ID Blade Location Flaw Description

HP1 High Pressure Side Major Delamination (Foam Split)

HP2 High Pressure Side Ultrasonic/IR Flaws: Foam-Spar Cap, —1.50" Wide

HP3 High Pressure Side Ultrasonic/IR Flaws: Bond Line-Spar Cap Interface, —1.50"
Wide

HP4 High Pressure Side Ultrasonic/IR Flaws: Bond Line-Web Flange Interface,
—1.50" Wide

LP1 Low Pressure Side Lightning Burn & Shell Damage

LP2 Low Pressure Side Gouge (1.25" X 0.1") —0.03" Deep

LP3 Low Pressure Side Pitting/Chipping

LP4 Low Pressure Side Shell Impact Depression (Scuff Mark)

LP5 Low Pressure Side Scuff, No Damage

LP6 Low Pressure Side Shell Impact, Slight Marks & Depression

LP7 Low Pressure Side Shell Impact, Slight Marks & Depression

LP8 Low Pressure Side Shell Impact & Depression (No Scuff Mark)

LP9 Low Pressure Side Transverse Cracking

LP10 Low Pressure Side Shell Impact, Slight Marks & Depression

LP11 Low Pressure Side Impact & Depression (Scuff Mark)

LP12 Low Pressure Side Impact & Depression (Slight Scuff Mark)

LP13 Low Pressure Side Delamination Under Skin (IR Flaw), —0.85" Wide, —1.00"
Deep

LP14 Low Pressure Side Delamination Under Skin (IR Flaw), —1.25" Wide, —1.00"
Deep

LP15 Low Pressure Side Delamination Under Skin (IR Flaw), —1.85" Wide, —1.00"
Deep

LE1 Leading Edge Mild Leading Edge Erosion

LE2 Leading Edge Medium Leading Edge Erosion

TE1 Trailing Edge Trailing Edge Split, —4.0" Long

TE2 Trailing Edge Trailing Edge Split, —2.0" Long

TE3 Trailing Edge Trailing Edge Split, —1.0" Long
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TE4 Trailing Edge Ultrasonic/IR Flaws: Bond Line-Skin Interface, —1.00" Wide,
—1.70" Deep

TE5 Trailing Edge Ultrasonic/IR Flaws: Bond Line, —1.50" Wide, —1.25" Deep

Bondl Low Pressure Side Ultrasonic/IR Flaws: Bond Line-Spar Cap Interface, —0
0.25", —1.50" Deep

Bond2 Low Pressure Side Ultrasonic/IR Flaws: Bond Line-Spar Cap Interface, —0
0.25", —1.50" Deep

Sparl Low Pressure Side Ultrasonic/IR Flaws: Skin-Spar Cap Interface, —0 0.40",
—1.50" Deep

Spar2 Low Pressure Side Ultrasonic/IR Flaws: Spar Cap, —0 0.40", —0.20 From Skin,
—1.50" Deep

Spar3 Low Pressure Side Ultrasonic/IR Flaws: Spar Cap, —0 0.40", —0.40 From Skin,
—1.50" Deep

i

High Pressure Side Low Pressure Side

Figure 3-31: Wind Blade Visual Test Specimen FF-V2
(Fiberglass Skin — Foam Core)
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LE1 LE2

Figure 3-32: Wind Blade Visual Test Specimen FF-V2
High Pressure Side & Leading Edge Flaws

LP9

Figure 3-33: Wind Blade Visual Test Specimen FF-V2
Low Pressure Side Flaws
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Figure 3-34: Wind Blade Visual Test Specimen FF-V2
Low Pressure Side Flaws Used to Assess the Subsurface Damage

Detection of IR Inspections
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Figure 3-35: Wind Blade Visual Test Specimen FF-V2
Low Pressure Side UT & IR Flaws
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Figure 3-36: Wind Blade Visual Test Specimen FF-V2
High Pressure Side UT & IR Flaws

Figure 3-37: Wind Blade Visual Test Specimen FF-V2
Trailing Edge Flaws
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4. DESCRIPTION OF THE NONDESTRUCTIVE INSPECTION METHODS
EVALUATED FOR DRONE-DEPLOYED INSPECTIONS

As part of Sandia's Blade Reliability Collaborative work for the DOE, Sandia
determined which NDI methods are currently best suited for wind blade inspections
[4.1]. The following sections provide a brief technical overview of each of these
inspection techniques. In addition to the NDI methods that were previously assessed
by Sandia, acoustic beamforming was reviewed based on promising work performed
by UMASS Lowell [4.19]. The overviews of these NDI methods provide a
background for the trade study conducted in Section 5.

Additionally, a number of up-and-coming NDI techniques were identified in Sandia's
previous work (i.e., Lock-In Thermography, Millimeter Wave Inspection, Oblique
Incident Ultrasonics, and Terahertz Imaging). Due to the time constraints of this
project and the need to select a NDI method with a high level of technology readiness,
these methods are not included in this report. However, SkySpecs should continue to
monitor these NDI methods for potential future applications.

4.1. Ultrasonics

4.1.1. Pulse-Echo Single-Element and Phased/Linear Array Ultrasonics

Conventional ultrasonic transducers for NDI commonly consists of either a single
active element that both generates and receives high frequency sound waves, or two
paired elements, one for transmitting and one for receiving. Phased array probes, on
the other hand, typically consist of a transducer assembly with 16 to as many as 256
small individual elements that can each be pulsed separately. A phased array system
will also include a sophisticated computer-based instrument that is capable of driving
the multi-element probe, receiving and digitizing the returning echoes, and plotting
that echo information in various standard formats. Unlike conventional flaw detectors,
phased array systems can sweep a sound beam through a range of refracted angles or
along a linear path, or dynamically focus at a number of different depths, thus
increasing both flexibility and capability in inspection setups.

In Pulse-Echo Ultrasonic (PE UT) inspections, short bursts of high frequency sound
waves are introduced into materials for the detection of surface and subsurface flaws
in the material. Ultrasonic test equipment usually operates in the range of 200KHz to
25 MHz. The speed with which the sound waves travel through a material is
dependent on the composition and density of the material. The sound waves travel
through the material with some attendant loss of energy (attenuation) and are reflected
at interfaces. The reflected beam is displayed and then analyzed to define the presence
and location of flaws. Ultrasonic inspection methods currently provide the best option
for inspecting wind blades due to its exceptional depth of penetration, signal resolution
and wide variation in deployment options. This section describes the customized UT
inspection methods and hardware that were developed and deployed by Sandia Labs to
optimize wind blade NDI.

A-Scan Mode - Ultrasonic testing involves one or more of the following
measurements: time of wave transit (or delay), path length, frequency, phase angle,
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amplitude, impedance, and angle of wave deflection (reflection and refraction). In
conventional Pulse-Echo Ultrasonics (PE UT), pulses of high frequency sound waves
are introduced into a structure being inspected. A-Scan signals represent the response
of the stress waves, in amplitude and time, as they travel through the material. As the
waves interact with defects or flaw interfaces within the solid and portions of the
pulse's energy are reflected back to the transducer, the flaws are detected, amplified
and displayed. The interaction of the ultrasonic waves with defects and the resulting
time vs. amplitude signal produced depends on the wave mode, its frequency and the
material properties of the structure. Flaw size can be estimated by comparing the
amplitude of a discontinuity signal with that of a signal from a discontinuity of known
size and shape. Flaw location (depth) is determined from the position of the flaw echo
along a calibrated time base. In the pitch-catch UT method, one transducer introduces
a pressure wave into the specimen and a second transducer detects the transmitted
wave. A complex wave front is generated internally in the material as a result of
velocity characteristics, acoustical impedance, and thickness. The time and amount of
energy is affected by the changes in material properties, such as thickness, disbonds,
and discontinuities. The mechanical vibration (ultrasound) is introduced into the
specimen through a couplant and travels by wave motion through the specimen at the
velocity of sound. If the pulses encounter a reflecting surface, some or all of the
energy is reflected and monitored by the transducer. The reflected beam, or echo, can
be created by any normal or abnormal (flaw) interface. Complete reflection, partial
reflection, scattering, or other detectable effects on the ultrasonic waves can be used as
the basis of flaw detection.

In most pulse-echo systems, a single transducer acts alternately as the sending and
receiving transducer. If the pulses encounter a reflecting surface, some or all of the
energy is reflected and monitored by the transducer. Figure 4-1 shows a schematic of
the pulse-echo technique. It shows the interaction of UT waves with various
interfaces within a structure and the corresponding A-scan waveforms that are
displayed on an ultrasonic inspection instrument. Complete reflection, partial
reflection, scattering, or other detectable effect on the ultrasonic waves can be used as
the basis of flaw detection. In addition to wave reflection, other variations in the wave
that can be monitored include: time of transit through the test piece, attenuation, and
features of the spectral response [4.7, 4.8]. The degree of reflection depends largely
on the physical state of the materials forming the interface. Cracks, delaminations,
shrinkage cavities, pores, disbonds, and other discontinuities that produce reflective
interfaces can be detected.
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Figure 4-1: Schematic of Pulse-Echo Ultrasonic lnspecton and A-Scan
Signal Showing Reflection of UT Waves at Assorted Interfaces

C-Scan Mode: Use of UT Scanning Technology - It is sometimes difficult to clearly
identify flaws using ultrasonic A-Scan signals alone. Small porosity pockets
commonly found in composites, coupled with signal fluctuations caused by material
nonuniformities can create signal interpretation difficulties. Significant improvements
in disbond and delamination detection can be achieved by taking the A-scan signals
and transforming them into a single C-scan image of the part being inspected. C-scans
are two-dimensional images (area maps) produced by digitizing the point-by-point
signal variations of an interrogating sensor while it is scanned over a surface. A
computer converts the point-by-point data into a color representation and displays it at
the appropriate point in an image. Specific "gates" can be set within the data
acquisition software to focus on response signals from particular regions within the
structure. C-scan area views provide the inspector with easier-to-use and more
reliable data with which to recognize flaw patterns. This format provides a
quantitative display of signal amplitudes or time-of-flight data obtained over an area.
The X-Y position of flaws can be mapped and time-of-flight data can be converted
and displayed by image processing-equipment to provide an indication of flaw depth.
A variety of PC-based manual and automated scanning devices can provide position
information with digitized ultrasonic signals [4.9].
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In the basic C-scan system, shown schematically in Figure 4-2, the scanning unit
containing the transducer is moved over the surface of the test piece using a search
pattern of closely spaced parallel lines. A mechanical linkage connects the scanning
unit to X-axis and Y-axis position indicators which feed position data to the computer.
The echo signal is recorded, versus its X-Y position on the test piece, and a color
coded image is produced from the relative characteristics of the sum total of signals
received. A photograph of an automated (motorized) scanner, the Boeing MAUS
system, inspecting an aircraft fuselage section is shown in Figure 4-3. The entire
ultrasonic C-Scan device is attached to the structure using suction cups connected to a
vacuum pump. The unit is tethered to a remotely located computer for control and
data acquisition. Figure 4-4 shows a comparison of A-scan signals, from damaged
and undamaged portions of a composite structure that were produced by the pulse-
echo ultrasonic inspection method. Note the clear reflection peak produced by
uninterrupted signal travel to the back wall in the "undamage& A-scan signal.
Compare this to the A-scan signal from the "damage& region where the amplitude of
the back wall signal is decreased and a new intermediate peak (reflection) is observed.
Both of these A-scan changes indicate the presence of damage or other anomaly.

X-Y Mechanical
Linkage

Pulser Circuit -41 

Scanner Control &
Transducer rylotion

Clock

Receiver-Amplifier
Circuit

 PP. Depth Gate

Composite Doubler UT Transdu cer

X-Axis anðY-Axis
Position Indicator

UT Coupling to
Structure

Aluminum Substrate

Flaw Anorn ol.

ee eeeeeeee

Echo ntensity

C-Scan Di splay Compiled
from Pulse-Echo Responses

at Discrete x-Y. Locations
on Test Specimen

Figure 4-2: Schematic of C-Scan Setup for Pulse-Echo Ultrasonic
Inspection
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Figure 4-3: MAUS Automated Ultrasonic Scanning System
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Figure 4-4: Sample Ultrasonic Signals Generated from: a) Structure

Without Damage and b) Structure With Damage

Figure 4-5 shows a sample C-scan image (based on amplitude) from a pulse-echo UT
inspection of a composite fuselage structure containing stringers and frame shear ties.
Dark spots and irregularly-shaped regions of nonuniform color indicate the presence
of impact damage in this panel. The value of using two-dimensional color coding,
stemming from the sum total of the A-scan signals, to identify and size composite
flaws is evident in this C-scan image. The discussion below describes the use of both
A-scan and C-scan data to inspect wind turbine blades.
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Figure 4-5: Sample C-Scan produced by an Automated Ultrasonic
Scanning Device

Phased Array Ultrasonics (PA-UT) involves the use of multiple signals from a
contained series of transducers (phased arrays) to produce diagnostic images in the
form of ultrasonic C-scans. Conventional ultrasonic transducers for NDI commonly
consist of either a single active element that both generates and receives high
frequency sound waves, or two paired elements, one for transmitting and one for
receiving. Phased array probes, on the other hand, typically consist of a transducer
assembly with 16 to as many as 256 small individual elements that can each be pulsed
separately. A phased array system will also include a sophisticated computer-based
instrument that is capable of driving the multi-element probe, receiving and digitizing
the returning echoes, and plotting that echo information in various formats. Unlike
conventional flaw detectors, phased array systems can sweep a sound beam through a
range of refracted angles or along a linear path, or dynamically focus at a number of
different depths, thus increasing both flexibility and capability in inspection setups.

PA-UT operation is similar to single-element UT transducers, however, the
simultaneous use of multiple sensors allows for rapid coverage and two-dimensional
images from which to assess structural integrity. A linear array of ultrasonic sensors is
placed within a single, scanning probe. The width of the linear probe array determines
the swath of the inspection "scan" as the probe is moved along the surface. A
compression wave beam is electronically scanned along the array at pulse repetition
frequencies in excess of 10 KHz. The response of each individual sensor is monitored
and assessed using the ultrasonic wave analysis approaches described above. High
speed pulsing combined with rapid data capture permits the array to be quickly moved
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over the structure. The individual responses from each UT sensor are integrated to
produce a real-time, C-scan image of the covered area. An example of a linear array
UT inspection device deployed by Sonatest in a rolling wheel arrangement is shown in
Figure 4-6. The physics of how the ultrasonic array works is depicted in Figure 4-7.
By carefully controlling the generation of UT signals and data acquisition from select
elements in a phased array, it is possible to produce customized focusing of the array
to improve the sensitivity of the inspection. Electronic focusing permits optimizing
the beam shape and size at the expected defect location, thus further optimizing
probability of flaw detection. The ability to focus at multiple depths also improves
flaw sizing of critical defects in volumetric inspections. Focusing can significantly
improve signal-to-noise ratio in challenging applications, and electronic scanning
across many groups of elements allows for C-Scan images to be produced very
rapidly. The main difference between a phased array and a linear array is that linear
arrays aren't capable of steering the sound beam at different angles or focusing the
beam. Thus, the sound waves stay parallel to each other regardless of the depth.

41.

Figure 4-6: Phased Array UT Deployed in Rolling Wheel Mechanism (left)
and Contained in a Single Probe Housing (right)

Associated with this effort, a series of new and unique phased array probe housings
were designed and fabricated to improve field deployment. The custom probe housing
facilitates phased array inspections through a wide range of material thicknesses,
adjusts for slight contours, maximizes UT signal strength and makes deploying a
phased array probe on blades more effective than conventional housings. Various
probe offset designs (water column heights) were studied in order to eliminate the
confounding effects of signal harmonics which are prevalent in thick composite
structures.

To provide a baseline understanding of the current ultrasonic inspection method used
in wind blades, Figure 4-8 and Figure 4-9 present some of the basic, building-block
UT signals that are used to conduct the wind blade inspections. Figure 4-8 is a
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schematic of a bonded joint between a spar cap and a shear web flange. This
particular bonded joint has some adhesive squeeze-out. Figure 4-8 also shows an
ultrasonic transducer moving over four different construction regions in a typical blade
which includes: 1) the spar cap laminate alone, 2) the adhesive squeeze out adjacent to
the near side of the bonded shear web joint, 3) the adhesive thickness at the spar cap-
to-shear web joint, and 4) the adhesive squeeze out adjacent to the far side of the
bonded shear web joint.

64 Channel X 5 MHz
Focused Sensor

Reflected wave

¿

Multiple sensors are used to
transmit and receive UT waves

Array tranceducer

Liquid couplant

1111111[1[11111111111111 11101111111E1
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Figure 4-7: Schematic Showing the Operation of an Ultrasonic Array —
Contains Multiple UT Elements in a Single Transducer Which Allows for

the Generation and Acquisition of Multiple UT Signals

Figure 4-8 also depicts a scenario where the adhesive paste bulges out and can be
detected using ultrasonics. It also shows the UT A-scan signals that are produced
when a transducer is placed over various regions of the bond line. These distinct
signals can be used to detect the presence of the desired adhesive bond width. The
resulting, expected A-scan signals that are generated at each of these points are also
shown to demonstrate critical signal interpretation needs. In addition, gate settings
can be selected based on these desired signals such that deviations from the norm can
be detected and imaged in UT C-scans. Many of the existing, routine inspections tend
to focus on the upper and lower portions of the bond line and use the presence of
adhesive squeeze-out to infer a successful bonded joint. Figure 4-9 provides another
example of UT signals generated from different depths of penetration in the blade
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structure. Several different phased array UT devices will now be described in order to
introduce some different deployment approaches which may lend themselves quite
well to wind blade inspections.

Olympus OmniScan Phased Array UT System - The OmniScan device, shown in
Figure 4-10, is manufactured by Olympus. The one-line scan capability of the
OmniScan allows inspectors to collect data in one axis and visualize it using the top
view. This feature is easy to set up and allows the data to be played back after the
acquisition for offline analysis and reporting. Data can be encoder- or time-based and
phased array images can be displayed in real time. Transducers are available with up
to 128 elements. The OmniScan device can be operated in manual mode or can be
connected to an X-Y scanner to automate the inspection of large areas. The hardware
and equipment set-up used for the OmniScan phased array UT inspections were:

• 1.5 MHz, 42 and 64 element phased array probes

• Custom ABWX1935 water fed housing (multiple housing used for full
experiment)

• OmniScan MX2 unit (module 16/128)

• Software MXU 3.0R2

• Mini-wheel encoder and X-Y glider (manual X-Y scanner)

• CFU-05 water pump

• Probes/Wedges: Three probe and wedge combinations were used with the
majority of the tests performed with the two large aperture combinations. The
25 mm water column (WC) shoe used a contained water column to provide
the UT coupling between the probe and the part. The contact wedge used a
solid block of an impedance-matching plastic material with a thin film of base
water to provide the offset and coupling to the part. The Aqualene wedge
used a delay line block made from Aqualene along with a wetted surface to
provide the offset and coupling to the part. The details of these shoe designs
are discussed in Chapter 4.

Figure 4-11 and Figure 4-12 show the OmniScan equipment set-up and deployment
for phased array UT inspections of wind blade specimens while Figure 4-12 and
Figure 4-13 highlight the various features of the UT transducers and the shoes or
wedges used to optimize the NDI signals. Ultrasonic phased array technology, along
with the widely adaptable range of probe housings and deployment options were
shown to have strong flaw detection capabilities in multiple wind turbine blade
structures. These include both thin and thick fiberglass spar cap laminates and bond
line interfaces. Figure 4-14 and Figure 4-15 show sample results produced by the
OmniScan from the inspection of carbon laminate test specimens that contain
engineered flaws. Damage in the parts are shown in the photos and schematics while
the accompanying C-scan images show the ability of the inspection method and
equipment to detect the flaws.
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Figure 4-10: Olympus OmniScan Device with a 16:128 Phased Array
Module
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Figure 4-11: Phased Array Ultrasonics Inspection with OmniScan
System

Figure 4-12: Phased Array Probes and OmniScan Deployment on Wind
Blade NDI Specimens
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Configuration 1

Large aperture

Configuration 2

Large Aperture

Configuration 3

Small Aperture

Probe 1.5L42

(XAAB-10011)

1.5L42

(XAAB-10118)

1.5L64-14

Wedge 25mm water column

(ABWX1875)

Contact wedge

(ABWX1935)

Aqualene wedge

(SNW1-0L-A0251

Configuration 1 Configuration 2 Configuration 3
Probe Name 1.5L42 1.5L42 1.5L64-14
Part # XAAB-10118 XAAB-10011 1.5L64-14
Housing Custom Custom 14
Frequency 1.5MHz 1.5MHz 1.5MHz
Number of elements 42 42 64
Pitch 2.8mm 2.8mm lmm
Elevation 26mm 26mm 7mm

‘V‘41111111*

.
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Figure 4-13: Summary of Prototype Phased Array Probes and Wedges
Used with the OmniScan Device to Conduct the Phased Array UT

Inspections

Figure 4-14: Amplitude (right) and Time of Flight (left) Data Produced by
OmniScan Inspection of Composite Laminate Aircraft Panel with Flaw

Profile as Shown
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Figure 4-15: C-Scan images Produced by OmniScan Phased Array UT
Inspection of 20 Ply Composite Laminate Feedback Panel with the Flaw

Profile as Shown

Sample Inspection Results Demonstrating Capabilities of Phased Array UT —
This section presents results from OmniScan PA-UT inspections conducted on several
Sandia specimens from the Wind Blade Test Specimen Library. Figure 4-16 and
Figure 4-17 show the details of an adhesive step wedge that includes a section with
adhesive of different thicknesses and a section where the stepped adhesive is bonded
to a composite laminate (spar cap). This is an example of a specimen produced to
study specific capabilities of NDI methods. Inspections of this specimen allow for the
assessment of the ability of NDI to quantify adhesive thickness which would allow it
to determine if an adhesive layer is outside of a required thickness range (i.e. too thick
or too thin). Figure 4-18 shows two different characterizations of this NDI test
specimen. The upper graph plots the UT velocity of the material. It is fairly
consistent across the various thicknesses which ensures that the adhesive properties
are consistent. The lower graph plots the signal attenuation through the various
thicknesses. As expected, the relationship between the bond line thickness and the
associated attenuation level is linear.
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Figure 4-18: Pulse-Echo Ultrasonic Wave Velocity and Attenuation
Results Showing Consistency of Adhesive Step Wedge and Linear

Relationship Between Bond Line Thickness and Attenuation

Figure 4-19 and Figure 4-20 show a phased array UT inspection deployment and the
resulting C-scan image of the various specimen thicknesses. The results show that this
inspection method is able to differentiate the various adhesive thicknesses even when
inspecting through a thick spar cap laminate. Each bond line thickness is assigned a
color code that can then be calibrated to a specific thickness or tight thickness range.
Figure 4-21 shows the results from a single element UT inspection of this same
specimen. Again, it was possible to differentiate the various adhesive thicknesses and
each bond line thickness is assigned a color code in the C-scan that is related to an
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adhesive tight thickness range. Figure 4-22 shows the set of A-scan signals generated
at each thickness step and the associated shift in the back wall peaks which allow the
thickness to be deterrnined.

Figure 4-19: Phased Array PE-UT Inspection of Fiberglass Step Wedge
Bond Line Specimen Using 1.5 MHz, 16 Element Array and a 40 mm

Thick Open Water Box Shoe

• N

(1.01) (1.07) (1.18) (1.26) (1.37) (1.48)

Figure 4-20: Color Coded Time-of Flight C-scan Generated by Phased
Array PE-UT Inspection of Fiberglass Step Wedge Bond (OmniScan

system with 1.5 MHz phased array probe and 40 mm thick shoe) — Shows
Ability of UT to Differentiate the Various Bond Line Thicknesses Beneath

the Laminate (labelled below each color segment)
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Figure 4-21: Color Coded Time-of Flight C-scan Generated by Pulse
Echo UT (MAUS V system with 1 MHz contact probe) — Shows Ability of
UT to Differentiate the Various Bond Line Thicknesses Beneath the

Laminate (labelled below each color segment)
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Figure 4-22: A-scan Amplitude Plots Generated by Pulse-Echo UT
(MAUS V system with 1 MHz contact probe) — Shows Amplitude

Decrease and Time to Back Wall Increase (indicated by red arrow) as
Bond Line Thickness Increases

As part of the WBFDE, the OrnniScan cornpleted inspections on the NDI Feedback
Specimens. Figure 4-23 through Figure 4-25 show the PA-UT results for wind
specirnen REF-STD-2-127-173-SNL-1 (see [4.19] Figure 3-43 for design drawing).
The 25 rnm water column on the OrnniScan PA-UT device (1.5L42 probe) provided
good coupling to the specirnen and the needed offset (delay line) to avoid the
interference of the harrnonic signals. Thus, the 25 min water column allows for
inspecting the adhesive joint on this specirnen (between the spar and adhesive and
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between adhesive and shear web). Flat bottom holes in spar cap laminate were
detected at the various depths and the flat bottom holes in the bonded shear web joint
were also detected. It appears that all sizes of the flat bottom holes were detected
(difficult to see 75% FBH — 1.0" diameter in bonded shear web joint). Pull tab flaws
in laminate at 25% depth and at 75% depth were detected. The pull tabs in the shear
web bonded joint, both at the upper and lower adhesive interface, were detected.
Figure 4-23 shows the amplitude and B-scan (flaw depth) images produced by a back
wall gate ranging from 0.4" to 1.6" in depth. Figure 4-25 shows how the various gate
settings can focus the inspections to detect flaws at various depths. The back wall
gating worked well for inspecting the laminate for delamination flaws. Alternative
gating can be used to specifically look at the adhesive joint. Most indications within
the laminate showed up relatively well including the 0.50" diameter FBHs and pillow
inserts, especially when gating the off of the back wall of the laminate.

i .. 11 .
Ill c_.1 ,-', ,--, ,_ 1
iff-....! . 1 . I 1 o o It

it ,s ,..i_ i

i ,.......1

'91 Dik N.- r. 

.4.. ,i

. , :`..5 

i

C

1

II

I...

il.-..-/---.:. r-1
,-. ,.... .i.-... . t-, e---) .r II". Fintr--- 11 ‘,....i .., f„) 0 \_, 61f t

114  '" 1 ,.. .,.,-........ , krw i
iv i 11 r% C ) 1..1

0 

$' 

It' 1 ..... ,...... 1
Pr

■
, I 

IN .--II  -421 ; m CO 7 SC. 1:. TO•1}e4 1
rtil_._- -I f ___,

IS-. 2 

5rca
I} ( )

% ..,

,
I 

1
1
1

le..-2 1 i
ir to ,..--i t

I
-1.1.1-. '' - 1 )U. V t I 1r r.-  .- r

F 

,

I 1
91. 1.-- •) 

.
•

..•.., •

_... .e:g.,..-- , 41 1 
r .

i l I
l 1 ! 1.l -..2 1 P I

100



Figure 4-23: OmniScan PA-UT C-Scan of REF-STD-2-127-173-SNL-1
Produced by the 25 mm Water Column Shoe
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Figure 4-24: Overlay of Flaw profile with PA-UT image Showing the Two
Small Flaws Not Detected by the OmniScan Inspection (Water Column

Shoe)

Figure 4-25: OmniScan PA-UT C-Scans of REF-STD-2-127-173-SNL-1 —
Gate Set on Back Wall Only (top left), Gate Set Between Back Wall (1.3")
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and Wedge Reflection Echo (1.7" depth) (top right) and Time-of-Flight
image (bottom)

The OmniScan PA-UT system was also applied to wind specimen REF-STD-5-154-
SNL-1. Specimen REF-STD-5-154-SNL-1 is a sample dedicated to inspecting the
adhesive joint between the spar cap and the adhesive. All of the flaws are located at
this junction. Figure 7-58 shows the PA-UT inspection results. All flaw types —
Pillow Inserts, microballoons and Pull Tabs — were detected. Only the smallest flaws
of each type (0.5" or smaller) along the left hand side were not adequately detected. It
is assumed that this is due to the very large probe elevation that is not optimal for
these flaws.
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o

Figure 4-26: OmniScan PA-UT C-Scan of REF-STD-5-154-SNL-1
Produced by the 25 mm Water Column Shoe

Sonatest RapidScan 2 - The RapidScan rolling array WheelProbe was developed by
Sonatest and provides a capability for A, B and C-scan inspections. It uses a novel,
rubber-coupled sensor array that provides rapid, wide area C-scan data in the field.
Powerful gating and evaluation tools are used to ensure proper analysis of the
ultrasonic signals. RapidScan 2, shown in Figure 4-27, operates in a pulse-echo mode
suitable for inspecting medium to large areas. A water film coupling that can be
sprayed onto the inspection surface is used to transmit the UT pulse and return signals
from the rolling wheel and back to the linear array transducer housed within the wheel.
Multiple scan strips can be assembled to produce images of entire structures such as
the horizontal stabilizer image shown in Figure 4-28. The high resolution C-scans,
such as those in the examples of Figure 4-29 through Figure 4-31, show time of flight
and amplitude data. Both A and B-scans can be simultaneously displayed. The
system includes a 128-channel multiplexing pulser/receiver module; data capture
electronics and a standard PC laptop, housed in a low-profile plastic enclosure for easy
portability. Array WheelProbes incorporate a 64 element linear array (50mm) or 128
element linear array (100mm) with 0 8mm resolution, and a high resolution position
encoder. The array WheelProbe provides high quality, high resolution data. Current
array probes are available in 1, 2, 5, and 10 MHz to provide a range of resolutions and
depth of penetration in thick and highly-attenuative structures.
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Figure 4-27: RapidScan UT Rolling Wheel Array Device
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Figure 4-28: Carbon Composite Panel with Stringers, Ribs and
Engineered Flaws Three Stringer-to-Skin Disbonds (yellow) Two Rib to-

Skin-Partial Disbonds (blue)
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Figure 4-29: Inspection Scans of Composite Panel Produced by the
RapidScan UT Array Device
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Figure 4-30: Scan of Composite Horizontal Stabilizer with Ultrasonic
Rapidscan Array Probe
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Shown

104



4.1.2. Air Coupled Ultrasonics

In Pulse-Echo Ultrasonic (PE-UT) inspections, short bursts of high frequency sound
waves are introduced into materials for the detection of surface and subsurface flaws
in the material. The sound waves travel through the material with some attendant loss
of energy (attenuation) and are reflected at interfaces. The reflected beam is displayed
and then analyzed to define the presence and location of flaws. Ultrasonic testing
involves one or more of the following measurements: time of wave transit (or delay),
path length, frequency, phase angle, amplitude, impedance, and angle of wave
deflection (reflection and refraction). In most pulse-echo systems, a single transducer
acts alternately as the sending and receiving transducer. If the pulses encounter a
reflecting surface, some or all of the energy is reflected and monitored by the
transducer. The reflected beam, or echo, can be created by any normal (e.g. in multi-
layered structures) or abnormal (flaw) interface. Complete reflection, partial
reflection, scattering, or other detectable effect on the ultrasonic waves can be used as
the basis of flaw detection. In addition to wave reflection, other variations in the wave
that can be monitored include: time of transit through the test piece, attenuation, and
features of the spectral response.

Traditionally, UT inspections involve the use of a couplant material between the
transducer and the inspection surface, use of a water immersion tank, or use of a water
squirter system to properly transmit the ultrasonic wave from the transducer into the
part being inspected. Sometimes ultrasonic inspection by immersion or squirter
systems cannot be conveniently applied in the field. Although, water-coupled systems
have been developed for field use, water-coupled ultrasonic inspection is sometimes
not desirable due to contamination and property alteration concerns. Examples
include composite structures and honeycomb sandwiches that cannot tolerate water
ingress. For these practical and operational reasons, non-contact, air-coupled
ultrasonic testing (ACUT) has the distinct advantage of being couplant-free. It is
therefore an attractive alternative for certain applications, even if ACUT also suffers
from several disadvantages, the most significant of which is the attenuation and loss of
signal that accompanies air transmission of the UT signals. Air coupled ultrasonics
testing is able to transmit the interrogating ultrasonic wave into the test article without
the use of a liquid couplant [4.3]. Inspections can be made in through-transmission
mode as shown in Figure 4-32. In this case, there are separate sending and receiving
transducers. Results from ACUT applied in in through-transmission mode correspond
to the capabilities of this inspection method when: a) both sides of the structure are
accessible, and b) it is possible to fixture the probes such that they are in proper
alignment. Cracks, delaminations, shrinkage cavities, pores, disbonds, and other
discontinuities that produce reflective interfaces can be detected. The yoke system
that keeps the two transducers in proper alignment is often connected to a position
controller/encoding device, as shown in Figure 4-33 so that C-scan images can be
produced from an ACUT scan of a component.
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Figure 4-32: Schematic of Air Coupled Ultrasonic Inspection of Panel in
Through-Transmission Mode

Figure 4-33: Set-Up of Transducers in Air Coupled UT Inspections and
Sample Data Produced by Method on Honeycomb Test Specimen

When sound passes across an interface between two rnaterials only a portion of the
sound is transmitted, the rest of the sound is reflected. The proportion of the sound
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that is transmitted depends on how close the acoustic impedance of the two materials
matches. Water is a fairly good match for most commonly used materials - for
example typically around half the sound energy is transmitted at the interface between
water and a carbon laminate. After four solid- liquid interfaces (from the probe, to the
couplant, to the test piece, and then back again) there is still a few percent of the
original energy left so accurate measurement is possible. Conversely if the sound has
to move between the test piece and air (which has very low acoustic impedance) only
a small percentage of the sound energy is transmitted. Typically the overall path loss
may be 100 dB higher using air as a couplant, than when water is used [4.4-4.5].

The main limitation of Air Coupled UT is the large reflection loss at the air-solid
interface and the large attenuation of high frequency ultrasound in air. The latter
consideration has limited the application of ACUT to frequencies mainly below 1MHz
or so. It is therefore necessary to minimize losses at every stage in order to achieve
acceptable signal-to-noise levels for ACUT for the inspection. Despite the enormous
reflection loss at an air-solid interface due to their acoustic impedance difference, the
advances in transducer technology and electronics are gradually making air-coupled
ultrasound a viable NDI technique for composite structures in the field [4.6]. There
are two types of air-coupled transducers, piezoceramic based (disk or composite) and
capacitive transducers. Most of the field applications use piezoceramic type
transducers. Because of the tremendous difference in transmitted and received signal
amplitudes, and the inherent difficulties in achieving adequate transducer/amplifier
isolation and recovery, no current air-coupled NDT systems work in single probe
mode. Separate transmit and receive transducers are always used. To date, air-
coupled ultrasonic NDI has been implemented in the through-transmission mode, with
the transducers mounted on a yoke for components that allow for two-sided access,
and pitch/catch mode where the two transducers are located on the same side of the
component. Figures 4-34 and 4-35 show the through-transmission and one-sided
pitch/catch mode of ACUT operation, respectively.
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Figure 4-34: Air Coupled UT Through Transmission Setup on Wind
Blade Test Specimen

Figure 4-35: Air Coupled UT One-Sided Pitch/Catch Setup on Blade Test
Specimen

4.1.3. Through-Transmission Ultrasonics

Through-transmission ultrasonic testing (TTU) is used in various applications to
include verification of flaws, sizing defects on a C-Scan Display, and monitoring flaw
growth rates. Through-transmission UT can be applied by contact testing, immersion,
and squirter applications in a tank like system (See Figure 4-36). The approach uses
two transducers in a pitch-catch type of arrangement with one ultrasonic transmitter
placed on one side of the material and the receiver (detector) located on the other side
of the material. The two transducers must be very closely aligned so some fashion of
a yoke mechanism, as shown in Figure 4-36, is used to accurately position the
transducers. Thus, access to both sides of the part is necessary to deploy the TTU
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inspection method. TTU is highly utilized to inspect multi-layered materials and
materials that are highly attenuated. Through-transmission UT is most widely known
as a method of inspection in automated immersion testing for detection of disbonding
in composite/fiberglass materials where two opposite and parallel surfaces can be used
for scanning. A sample C-scan image generated by TTU is shown in Figure 4-37. It
demonstrates that TTU inspections can locate defects on an X-Y plane, but cannot
locate the depth of the flaw within the part.

Figure 4-36: Automated Through-Transmission Ultrasonic Immersion
Tank System

1 101
 Impacts

Good Part Bad Part Showing Impacts

Figure 4-37: C-Scan of an 8 ply Carbon Fiber Panel in an X-Y Plane

Through-transmission testing allows sound travel from the transmitting transducer
through the inspection medium (water) and into the part with the sound being received
by the receiving transducer. Any void, inclusion, or disbond will act like an interface
and hinder or prevent the sound from making it to the receiving transducer. With
through-transmission testing, the receiving transducer diameter determines what flaw
size you will be able to detect. Figure 4-38 depicts the UT wave travel through a part
and shows the change in received signal created by the presence of a flaw within the
part.
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Figure 4-38: Through-Transmission UT 'n Immersion Tank Showing
Good vs. Bad Areas — Damage Creates a 40% Reduction in Amplitude of

the Received Signal

4.2. Active Thermography

Thermography is a nondestructive inspection method that uses thermal gradients to
analyze the physical characteristics of a structure such as internal defects. This is done
by converting a thermal gradient into a visible image by using a thermally sensitive
detector such as an infrared (IR) camera [4.10 to 4.12]. Flash thermography relies on
the heat absorption characteristics of the structure to indicate the presence of defects.
In Thermographic NDI (TNDI), part of the IR band of the electromagnetic spectrum is
used to map the surface temperature of an inspected item. The temperature
distribution on a structure can be measured optically by the radiation that it produces
at infrared wavelengths. Many defects affect the thermal properties of materials.
Examples are corrosion, disbonds, cracks, impact damage, panel thinning, fluid
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ingress or contamination, foreign objects and damaged or broken structural assemblies
in composite or metallic materials. In general, a source of energy is used to create a
temperature difference between the specimen and the surrounding environment.
Variations in the structure or material properties result in variations in heat flow and
surface temperature which are recorded by the IR camera. Figure 4-39 shows a
schematic of a thermographic inspection system and highlights the physics of flaw
detection.
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Figure 4-39: Principle of Active Pulsed Thermography

In TNDI, an IR camera is used to measure the surface temperature of a test piece as it
responds to externally applied stimulation. The collected IR image sequence is
processed using a PC to detect subsurface flaws such as voids, delamination or
inclusions in metals, composites and ceramics. Applications range from simple
qualitative inspections that require only a handheld IR camera (e.g. detection of
trapped water in a composite aircraft control structure) to advanced material
characterization using flash thermography excitation and dedicated analysis software
(e.g. detection and measurement of low levels of porosity in composite laminates).

Thermographic inspection is accomplished using high-power flash lamps or other heat
source (e.g. lamps, hot air gun or heat blanket), an infrared video camera, and image
processing hardware and software, all of which are controlled by a personal computer.
Modern systems typically use a computer to process data and display results to the
operator. They can be configured to accommodate inspection scenarios ranging from
handheld to large-area projection for in-service inspection, to fully automated
operation for manufacturing quality control. Compared to many conventional
inspection methods, TNDI offers several attractive benefits:

• Results are images or maps of an entire area, rather than a compilation of
point results.
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• Two-dimensional image of the inspected surface helps the operator visualize
the location and extent of any defect.

• Fast coverage of large areas - single images can include relatively large areas
(1-4 ft2) allowing for rapid inspections of large surface areas.

• Thermography can be performed without physical contact with the surface -
no couplant, immersion or contact with the test article.

• Only single-side access is required.

• Flat or curved surfaces may easily be inspected.

The primary disadvantages of thermography are: 1) it is often necessary to apply a
high-emissivity coating during inspections to obtain an acceptable image; steps have
been taken to minimize the labor time associated with this task, 2) damage to layers
deep within a structure is more difficult to detect than damage in surface layers
because the larger mass of material tends to dissipate the applied heat energy.

By the judicious application of external heat sources, common structural defects can
be detected by an appropriate infrared survey. The heat source, such as flash lamps, is
used to raise the surface temperature of the structure. The subsequent heat transfer
into the material is affected by any defects that may be present. The resulting
temperature distribution is then recorded by the IR camera and displayed on the
computer monitor. As the heat diffuses through the structure the surface temperature
is monitored for a period of time by an infrared camera. A subsurface feature that
obstructs incident heat from the surface, e.g. a thermally insulating flaw, creates a
"trap" that retards cooling of the local surface compared to surrounding areas. As the
rest of the sample cools, trapped heat "leaks" radially from the sample, until the
sample returns to steady state cooling. Figure 4-40 shows typical heat diffusion
through a structure in a region that contains a flaw or damage. Heat deposited at the
surface of the sample diffuses into the cooler bulk material (left image). Incident heat
is trapped by a subsurface defect, raising the local surface temperature. The trapped
heat flows laterally to escape as surrounding areas cool (center image). The transient
diffusion process eventually terminates as the entire sample reaches a steady state
temperature (right image). In a sample with a thermally conductive flaw (relative to
the surrounding matrix), the opposite response occurs. The flaw absorbs incident heat
more readily than its surroundings and acts as a heat sink, appearing colder than
surrounding areas. Heat from surrounding areas is drawn into the sink, eventually
causing it to return to the local temperature.

The means of excitation, the detection method and the inspection parameters can be
varied depending on the material to be inspected and the flaws to be detected. The
sensitivity, resolution and detectability limits of TNDI are dependent on system
parameters including the IR camera performance, scale and intensity of excitation and
the data processing used. However, there are fundamental limits on detectability using
TNDI that exist regardless of equipment or computational considerations:

• Flaw diameter must be greater than flaw depth.
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• The thermal conductivity of the flaw must differ sufficiently from that of the
host matrix.

c'72777.../.,Z,"‘24

Figure 4-40: Heat Transfer in a Structure Containing a Subsurface Defect

In practice, the computer actually obtains several images at progressively later times
after each flash or heat application. Areas that appear hotter than normal may indicate
the presence of a delamination or disbond beneath the surface that is preventing heat
diffusion into deeper layers. By using a computer to analyze and manipulate the
infrared data captured over time, subtle variations can be enhanced in the image.
Typical computer enhancements include analysis of the first and second derivatives of
the heat versus time signatures at each point in the time sequence to produce images
showing rates of change. Through the use of temperature versus time images
produced by the thermography system, it is possible to determine the depths of
disbonds, delaminations and other flaws in a structure. Typical gantry-based and
hand-held thermographic inspection systems are shown in Figure 4-41.

Figure 4-41: Laboratory Thermal Wave Imaging System Inspecting
Composite Flaw Detection Panels and Portable Field System Inspecting

an Aircraft Fuselage

The infrared camera is a non-contact device that detects infrared energy (heat) and
converts it into an electronic signal, which is then processed to produce a thermal
image on a video monitor and perform temperature calculations. Heat sensed by an
infrared camera can be very precisely quantified, or measured to monitor thermal
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performance, as well as to identify and evaluate the relative severity of heat-related
problems. Recent innovations have produced more cost-effective and sensitive
thermal analysis solutions. These include improvements in detector technology, the
incorporation of built-in visual imaging, automatic functionality, and infrared software
development.

4.2.1. Flash Excitation and Thermographic Signal Reconstruction (TSR)

Optical flash excitation has proven to be one of the most precise and versatile methods
for TNDI excitation [4.13]. Dedicated flash hardware in current TNDI can be scaled
to accommodate application requirements, producing highly uniform surface heating
over surface areas as large as 4 sq. ft. with durations that can be scaled from 800
microseconds (for inspection of coatings or high conductivity materials) to several
minutes (for penetration of large, massive structures). When scaled appropriately, the
excitation occurs before incident heat from the surface reaches the internal depth plane
of interest, so that the IR data collected after excitation cooling can be thoroughly
analyzed.

Several methods have emerged for processing and analyzing TNDI data, including
lock-in, pulse phase analysis, principal component analysis and Thermographic Signal
Reconstruction (TSR). These methods all exploit the considerable power of modern
computing technology, and perform sophisticated mathematical operations on the time
history of every pixel in the camera frame (a typical IR camera has — 320,000 pixels).
However, the TSR approach is unique in that a single pixel time history can be
interrogated to provide quantitative information about the subsurface state of the test
article, while other approaches ultimately rely on comparison to a reference standard,
or identification of contrast between a defect and the intact area surrounding it [4.14].
In numerous independent studies, the combination of flash excitation and TSR has
demonstrated superior TNDI results in terms of flaw probability of detection, depth
range, and measurements to quantify both defect size and depth [4.15-4.16].

In TSR, the logarithmic temperature response of each pixel is fit to a simple equation
(e.g. a low order polynomial), using a least squares fit algorithm. The resulting
equation is a replica of the original data that is free of temporal noise, enabling further
processing without generation of additional noise. The method builds on the
simplicity of the surface temperature response of an opaque sample to a uniform
instantaneous heat pulse that is best illustrated by considering two limiting cases of
transient heat flow. In the simplest case, for a defect-free, infinitely-thick solid, the
surface temperature vs. time plot, viewed on a double logarithmic scale, is a straight
line with slope -0.5, indicating uninterrupted one-dimensional thermal diffusion. In
the other case, the back wall of a slab with thickness L is adiabatically insulated such
that there is no heat transfer through the back wall. The logarithmic temperature-time
response begins as a straight line identical to the infinitely thick case, but transitions to
a horizontal line that indicates that the transient diffusion process has terminated. The
intersection of the extension of these 2 straight lines indicates the time t* at which the
transition occurs, which is related to the thickness of the slab (L) by:
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t* = L2 / (5-1)

In Equation (5-1), a is the thermal diffusivity of the slab. Figure 4-42 shows this
pictorially where the logarithmic surface temperature vs. time is plotted for a flash
heated solid that is: 1) infinitely thick (gray), 2) contains an adiabatically insulated
back wall (black), and 3) 2-layer solids with thermally insulating and conducting
second layers (red, blue). Calculation of the 1 st and 2nd derivatives of the pixel time
history yields several significant results:

1. The 1st and 2nd derivatives of the infinitely thick solid are constants, with
values -0.5 and 0, respectively.

2. The adiabatic slab 1st derivative transitions from a constant -0.5 to a constant 0
value.

3. The adiabatic slab 2nd derivative is zero everywhere except the vicinity of
time around t*.

4. Derivative amplitudes are independent of the amount of excitation applied or
material composition of the slab (the time scale may change but the amplitude
will not).

5. For the non-adiabatic case, both derivatives turn in the positive direction when
the thermal conductivity (k) of the buried layer is less than that of the surface
layer (k2 < kl), and in the negative direction when k2 > k 1 .

log (time)

Figure 4-42: Surface Temperature Versus Time Plots for Different Flash-
Heated Solids

Viewed as TSR 1st or 2nd derivatives, flash TNDI images have significantly more
clarity, depth range and sensitivity to subtle features than the original image sequence.
Furthermore, attributes of the derivative signals (e.g. peak amplitudes or the time at
which they occur) can be used to automate the inspection process, or to flatten the
entire sequence to a single image, analogous to an ultrasonic C-scan [4.17]. Figure
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4-43 shows TSR 1st and 2nd derivatives for ternperature vs. tirne plots of a solid that is
infinitely thick (gray), adiabatically insulated back wall (black) and 2-layer solids with
thermally insulating and conducting second layers (red, blue). Figure 4-44 shows the
clarity produced via TSR by comparing unprocessed and TSR processed images from
a flash TNDI of a 12-ply carbon fiber panel with polymer inserts ernbedded between
plies 6 and 7.
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Figure 4-43: TSR 1st and 2nd Derivative Plots of Surface Temperature
Versus Time for Different Flash-Heated Solids
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Figure 4-44: Comparison of Flash TNDI Images With and Without TSR to
Demonstrate Enhanced Flaw Definition with TSR Processed Data

(IR images courtesy of Thermal Wave Imaging, Inc. [4.18])

4.2.2. Thermography Systems and Applications

Integrated flash TNDI systems using TSR processing are available cornrnercially, and
widely used in the aerospace and power generation industries for both manufacturing
(QA) and maintenance (in-service NDI) applications [6]. Handheld units using heat
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gun or lamp excitation and small, low-speed, low-resolution uncooled micro-
bolometer IR cameras are routinely used to detect trapped water in honeycomb, impact
damage or delamination in composite aircraft structures. More advanced
measurement or material characterization systems, as well as automated systems for
manufacturing quality assurance, use flash excitation and high-resolution, high-speed
IR cameras that are cryogenically cooled. Figure 4-45 and Figure 4-46 show different
TNDI systems ranging from portable to fixed-based operations including: (a) handheld
system with optical step excitation for on-aircraft TNDI, (b) stationary flash system,
(c) robotic QA system for aerospace composite manufacturing, and (d) projection
system for TNDI of large structures.

Figure 4-45: Hand-Held Flash Thermography Systems with Roll-Around
Data Acquisition Cart

(images courtesy of Thermal Wave Imaging, inc.)
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Figure 4-46: Gantry and Projection Thermography Systems for
Manufacturing and Large Scale Structural Inspections

(images courtesy of Thermal Wave Imaging, inc.)

Figure 4-47 and Figure 4-48 show sample results from thermographic inspections on
bonded tear straps and cornposite honeycornb structure, respectively. Figure 4-47
shows how a disbond between an aircraft skin and the substructure tear strap affects
the therrnographic irnage by changing the heat transfer in that local region. Sirnilarly,
the IR image in Figure 4-48 indicates the various flaws that were engineered into the
honeycornb panel.

Tear Strap
Disbond

Figure 4-47: Sample Thermography image Showing a Disbond in an
Aluminum Fuselage-Tear Strap Structure
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Figure 4-48: FLIR A40 Uncooled Camera Inspecting the Honeycomb Test
Panels and a Sample IR Image from a Fiberglass Panel

Figure 4-49 and Figure 4-50 contain additional IR images of various flaws in
composite honeycomb and composite laminate structures. One of the limitations of
thermography is the depth of penetration of the inspection. For composite laminates,
the inspection depth limit is in the range of 0.4" to 0.5" depending on a number of
factors within the part and the heating method used. Only flaws that manifest
themselves as variations in the surface temperature of the structure can be readily
imaged by the infrared camera. Novel heating methods are currently being used to
infuse higher levels of heat energy into the structure and improve the detection of
deeper flaws.
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Figure 4-49: Thermography Image Produced from Inspection of

Composite Laminate Panel with Flaw Profile as Shown in Drawing on the
Right
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Water Ingress in a Composite
Honeycomb Structure

impact Damage in a Solid
Laminate Composite Structure

Figure 4-50: Sample Thermography images Showing Trapped Water in a
Composite Honeycomb Panel (left) and impact Damage in a Composite

Laminate (right)

Figure 4-51 Shows the use of TNDI and TSA to not only detect porosity in composite
laminates but also to measure the level of porosity in the component. The Thermal
Wave Imaging (TWI) system was also applied to a bonded, composite doubler repair
which was installed on a DC-9 fuselage section in the Sandia Labs FAA Airworthiness
Assurance hangar. Figure 4-52 shows a schematic of the 10 ply doubler highlighting
the size, shape, and location of the embedded flaws. The resultant sequence of images
produced by a TWI inspection is also contained in Figure 4-52. The features seen at
early times are defects closest to the outside surface of the patch (note appearance of
flaws #1 and #2 in the first few frames). The disbonds, located at the base of the
doubler, and the deeper delaminations appear in the later frames corresponding to their
delayed effect on the thermal field. All six embedded flaws were identified in the
TWI images and flaws smaller than 0.5" in diameter could be detected.
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Figure 4-51: Use of TNDI to Measure Porosity Levels in a Composite
Laminate

(images courtesy of Thermal Wave Imaging, inc.)
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4.3. M icrowave

Microwave inspection works by using a specialized transducer to bathe the material of
interest in microwave energy of an essentially constant frequency. Several different
system set-ups for Microwave inspection are shown in Figures 4-53 and 4-54. The
energy is reflected from each interface between materials possessing differing
dielectric constants within the specimen. The reflected energy is superimposed,
creating a signal that is acquired as an analog voltage which is digitized. This signal is
sampled at numerous discrete locations across the sample to create a two-dimensional
image of the surface as shown in Figures 4-55 and 4-56.

The ability of microwaves to penetrate inside dielectric materials makes microwave
inspections an NDT technique very suitable for interrogating structures made of non-
conductive composites. Additionally, the sensitivity of microwaves to the presence of
dissimilar layers in such materials allows for accurate thickness measurement and
variation detection. The quality of the experimental images captured with these
systems has demonstrated the potential of the technique for material NDT purposes.
Basically, these systems utilize an antenna (a horn antenna used in the first
experiments or open-ended rectangular waveguide used in recent years) to illuminate
the composite with electromagnetic waves (for this particular applications the EM
wavelength go from 1 up to 100 mm) and monitor the reflected waves. The EM
waves penetrate deep into the dielectric material where they interact with its interior
and reflect back to the antenna. The properties of the reflected wave will convey the
needed information about the composite at hand. The Imaging mechanism is based on
the idea that microwaves are very sensitive to discontinuities in the material space and
the presence of water (the water reflects specularly with the wavelength of
microwaves). Microwave NDT techniques may be conducted on a contact or non-
contact basis. In addition, these techniques are conducted from only one side of the
sample (reflection techniques). Furthermore, when compared with ultrasonic
techniques, microwave NDT approaches require no coupling material and do not
suffer from signal attenuation. Microwave techniques are able to detect voids,
delaminations, porosity variation in a variety of materials as well as impact damage
and water infiltration. These are all problems that affect composite materials and also
provide the possibility of process control during the manufacturing. Finally,
microwave NDT techniques do not require a high level of expertise from an operator
and can be conducted in real time with simple, portable hardware. The main
limitation of the Microwave method is that it is limited to non-conductive materials.
Thus, it has been successfully applied to fiberglass composite structures but cannot be
used to inspect carbon graphite composites.
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Fberglass Honeycomb Test Specimen

4
Automated scan table

Figure 4-53: Configuration of Microwave Inspection System on a
Laboratory Scan Table

Figure 4-54: Basic Equipment Set-up for Microwave Inspection
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Figure 4-55: Sample Microwave Inspection Results for 3 Ply Fiberglass
Panel with Engineered Flaws in the Laminate and Bond Line (Fiberglass

Skin Bonded to Nomex Honeycomb)
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4.5. Shearography

Shearography is a wide area interferometric imaging technique that is capable of
detecting micron-sized displacements in the surface of a structure. Shearography
equipment, shown in Figure 4-57, monitors the surface of a structure for any changes
in the surface strain field. Stressing the material in the appropriate way ensures that
the subsurface anomalies are manifested on the surface of the structure. Shearography
is implemented by comparing two interference patterns on a detector plane, typically
"before" and "aftee an object motion. If the motion, and subsequent out-of-plane
deformations, cause changes in the optical path, then the speckle patterns differ.
These images can be compared by subtraction or other algorithms to obtain an image
of the object with fringe patterns superimposed. These fringe patterns can then be
used to identify the presence, size, and depth of flaws in a structure.

Figure 4-57: LTI-5200 Portable Shearography System with Camera on
Test Specimen

A typical shearography system uses a CCD (Charge-Coupled Device) camera with a
shearing lens, which is completely integrated into a compact measurement head, to
view laser light reflected from the surface under inspection. The object under test is
illuminated with laser light and images from the object at different states of loading
are taken. The loading of the surface is created by different excitation methods such
as vacuum, thermal, vibration or mechanical load which induces some deformation of
the outer surface. Such deformations are locally altered by the presence of sub-surface
defects, e.g. disbonding or delaminations in composites. A comparison of the
different images captured before and after loading allows a deformation gradient to be
calculated. This deformation gradient can be a sensitive measure for identifying local
defects. Overlapping sheared images are produced in the interferometric process.
Two overlapped portions of the sheared images combine and interfere to produce a
speckle pattern. When an applied stress deforms the specimen, the speckle pattern is
slightly modified. A comparison of the two speckle patterns (stressed and unstressed)
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produces a fringe pattern which depicts the relative displacement of the area being
inspected. Figure 4-58 shows the basic principles of shearography.

Shearography inspections can detect anomalies such as disbonds, delaminations,
voids, separation of structural components, wrinkles, kissing disbonds, impact
damage, internal corrosion, crushed core, changes in sections and core splices [4.2].
With the use of the CCD-camera technique, no photo laboratory is required. This
makes it possible to use shearography for real-time, nondestructive testing of
structures. Laser Shearography views only the surface and does not penetrate into the
material. As a result subsurface defects, must affect the surface strain field in order to
be detectable.
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Figure 4-58: Basic Principal of Shearography

Laser Technology Inc. LTI-5200 System - The LTI-5200 is designed for large area
inspection of bonded metallic or composite sandwich structures. Inspection rates of
14 m2 per hour and the capability to inspect face sheet, core bond lines (near and far
side), core splice joints and bonded repairs make this system well-suited for composite
applications. Figure 4-59 shows the LTI5200 inspecting a composite honeycomb
aircraft rudder assembly. Figure 4-60 shows a schematic of this set-up where
detection of both near-side and far-side honeycomb disbonds are possible. Figures
4-61 through 4-63 show samples of shearography images that identify flaws in
composite honeycomb panels. Figure 4-64 shows shearography images of a damaged,
solid laminate composite structure.
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Figure 4-59: Composite Rudder Inspection Using LTI-5200 Portable
Vacuum Shearography System
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Figure 4-60: Schematic of Shearography Inspection for Near-Side and
Far-Side Disbond Detection
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Figure 4-61: Near Side and Far Side Disbonds Detected by
Shearography in A310 Composite Rudder

Yellow = Hits all)
Red Dashed = Backside Detections

Figure 4-62: Close-Up View of Shearography image Showing Flaws in a
Composite Honeycomb Structure and a Sample Shearography Result

for 6 Ply Fiberglass Panel Showing Near-Side and Far-Side Flaw Imaging
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Figure 4-63: Shearographic Inspection Image of a Scarfed Repair to a
Honeycomb Structure with Anomaly Indications in the Repair Plies
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Figure 4-64: Shearography image Produced from Inspection of
Composite Laminate Panel (0.11" th. skin) with Flaw Profile as Shown in

Drawing on the Right

Dantec Dynamics Q-810 Laser Shearography System - The Q-810 Laser
Shearography System, shown in Figure 4-65, is oriented toward use on composite
materials over large surface areas. It can detect defects such as delaminations,
disbonds, kissing bonds, wrinkling, impact damage, and crushed core with no surface
preparation. The turn-key optical systems are non-contact and full-field and will work
on such materials as carbon-fiber, glass-fiber, laminates, honeycomb, foam, metal and
Glare. The integrated systems are optimized for large surface area inspections. For
example the system can be used on aircraft fuselages, wings, control surfaces, ship
hulls, wind turbine blades and rocket components. The full-field inspection rate is
approximately 300 mm x 200 mm every 10 seconds. With adaptive seals, the Q-810
can be used on flat as well as highly curved surfaces. The system operates
independently of the local environmental conditions and can be used for production or
in-field inspections. The interferometric technique measures microscopic surface
deformations caused by internal flaws when a small loading is applied to the object.
This can be done using thermal, pressure, vibration or mechanical excitation. The
results are displayed live as the material responds to the excitation. Further image
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processing is also available for export and reporting. Figure 4-66 shows a sample
shearography image produced by the Q-810 system inspecting a composite laminate
that contains wrinkles.

Figure 4-65: Q-810 Laser Shearography System

/Th

Figure 4-66: Test Specimen (left) and Q-810 Shearography image of
Wrinkles in a Composite Laminate
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4.7. Acoustic Beamforming

Beamforming is a signal processing technique whereby signals from multiple sensors
in an array are combined for directional signal reception. This is achieved by forming
a beam via spatial filtering. In this way, beamforming can be used as a method to
measure the relative strength of a signal coming from a particular direction. In general,
this is achieved by combining signals from the array selectively such that those from
desired and undesired directions experience constructive and destructive interference
respectively.

All beamforming methods rely on the use of sensor redundancy in the form of a
beamforming array. The spatial variation of each sensor position within the array
enables the approach. A large variety of array structures have been proposed in
literature and can be obtained from commercial vendors. Often, the size and shape of
the array is specifically tailored for its intended application. This is motivated by the
fact that the spatial form of the array directly correlates the to the quality of the
algorithm results for a given application.

4.7.1. 2-D Delay Sum Beamforming

The most commonly employed method is time-domain delay-and-sum (DAS)
beamforming. The basic operating principle of this method leverages the inherent
relative delay between two measurements of a propagating sound based on differences
in their relative distances to the source.

It is informative to begin with a description of the sound field generated by a simple
acoustic source. The most basic sound source is a monopole—a source which radiates
sound equally well in all directions. The acoustic field due to a monopole can be
expressed simply with the 'free space' Green function:

p (t,r) =  A  ei(wt - kr)

4n-r (1)

where r is the distance from the source, to is the angular frequency of the source, and
k= w/c0 is the wave number with Co being the speed of sound. By looking at the
expression given, it can be easily seen that both the magnitude and phase of the
resulting sound field are functions of the distance from the source. This becomes the
fundamental principle upon which the beamforming methods are developed.

Assume there are two simultaneous measurements, P l and P2, of a single monopole
acoustic source at distances r1 and r2 (ri # r2,r1< r 2) from the source respectively.
Then

A qcot— kr1)
p(t,r1) — 4

71.7-1
e

s A i(aa - kr2)
p(t,r2) — e

4n-r2
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Given that the two measurements are taken at two different distances from the source,
there exists a different acoustic wave propagation delay between them. Specifically,
since it is located further away, the second measurement will be a smaller amplitude
and delayed version of the first. Now, suppose that the source was located at an
unknown distance from the two measurement locations. It would be possible to
determine this distance by measuring the relative phase between the two
measurements. Alternatively, this could be achieved by maximizing the following
function

g(i) = max (p (t x 1) + p(t - T,r2))
(4)

Substituting the expression for the sound field at r1 and r2 from Eqs. (2) and (3), this
can be expanded to

A i(wt - kr ) A i(w(t - r) - kr2))1g(r) = max Re( e + —e
T 4TIT 1 4nT2

After some simplification, this becomes

g (T) = max 1—
A

cos (wt - kr 1) + —
A

cos (wt - [on - kr 2])}
T 4n-r1 47Tr2

A (1-1 + r2)

Thus, we can see that a maximum of 4nT1r2

CDT - kr2 = kr1

k
T = (7)(r1 + r2)

occurs when

(5)

(6)

Looking at the sum of the signals with the given delay, the two signals are said to be
constructively interfering—their phase is such that their peaks are aligned in the time
domain. Numerically, this would be accomplished by stepping through a range of
phase values and deterministically measuring which phase produced the largest result.

This principle can be seen clearly with a simple example. Consider a linear
microphone array with a single monopole acoustic source as shown in the following
figure.
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Figure 4-67: Schematic of 1-D Linear Microphone Array with Single
Monopole Acoustic Source

In this hypothetical scenario, a sound emitted frorn the source will be seen first by the
leftmost microphone, "11. The adjacent microphones, tri2 to M8, will see the same signal
but with some additional delay due to the time it takes the sound to reach them. If we
choose a simple haversine pulse as the emitted sound,

s 1(t) =

1
1 — cos (27rft) t < -

f
1

0 t > -
f (9)

with an arbitrary selected frequency, f = 200, the response of each microphone can be
seen in the figure below.
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Figure 4-68: Microphone Array Response Due to
Single Monopole Acoustic Source Pulse
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As anticipated, each measurement is a delayed and scaled version of the original
signal. In the context of our beamforming approach, by a suitable choice of delay
these signals can be combined to form a signal of maximal constructive interference.
Defining the delay based on the distance between each microphone relative to the
location of the source, the resulting time shifted signals from each microphone can be
obtained. This is shown in the figure below.
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Figure 4-69: Time-Delayed Microphone Array Response Due to
Single Monopole Acoustic Source Pulse

As seen in the figure, there exists a small amplitude difference in the time adjusted
signals. For far field sources, the change in amplitude due to the small length scale
between microphones is small and this difference is negligible. In the case of near-
field sources, this difference is more critical. Accordingly, an additional compensation
can be made to the microphone signals to account for this change in amplitude. This
modified approach is generally referred to as filter-and-sum beamforming After
incorporating the magnitude adjustment in this idealized scenario, all the shifted
microphone signals align perfectly with respect to both amplitude and time.
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Figure 4-70: Time-Delayed and Magnitude Adjusted Microphone Array
Response Due to Single Monopole Acoustic Source Pulse

In many applications, the delay and amplitude adjustment are made relative to the first
microphone. For clarity of exposition, here it has been chosen to make all references

relative to the origin of the microphone array, rmo. Thus, they are all shifted virtually
to a point at the origin of the microphone array.

The actual result of the beamforming is the summed response of all the adjusted
microphone signals. The formal equations are given as follows,

Where,

b(t) = Eanpn(t -

n = 1

T n = COdmn

(10)

dm

a
n
= 
d
mo (12)

dmn = dinn - dmo
(13)

dmo =
(14)

dmn= Irinn - rmol
(15)

As a further demonstration of the beamforming concept, the preliminary example can
be extended to the case of two sources. This is shown graphically in the figure below.
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Figure 4-71: Schematic of 1-D Linear Microphone Array with
Two Monopole Acoustic Sources

In this modified scenario, when the signals are delayed and scaled there are two
possible beam angles for which the signal could be maximized. When the beam is
focused on the first and second source positions respectively, the following two sets of
adjusted microphone signals are obtained. Note however, that for illustration purposes
no amplitude scaling has been applied to either case.
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Figure 4-72: Optimally Time-Delayed Microphone Array Response
for Source 1
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Figure 4-73: Optimally Time-Delayed Microphone Array Response
for Source 2

As shown in the first figure, the delay which maximized the constructive interference
of the sound from source one, '1, does not maximize the sound coming from the
second source, S2, and vice versa. Thus, by sweeping through a grid of potential source
positions, local maxima can be obtained and sources identified.

4.7.2. 3-D Delay Sum Beamforming

So far, the analysis plane (both sources and microphones) have been constrained to
exist in a 2-dimensional space. If the analysis is extended to 3-dimensions, the
example microphone array previously given will be inadequate. Consider the case
where there exist two sources at the same relative distance along the x-y plane but
with an associated elevation in the z-axis. This can be seen in the figure below.
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Figure 4-74: Schematic of 1-D Linear Microphone Array with
Two Monopole Acoustic Sources in 3-D Field

The change in the relative delay between microphones for each source signal is largely
independent of the z-axis height. Specifically, two sources at the same x-y coordinate
with different z-axis heights will be nearly indistinguishable from one another.
Therefore, to make 3-dimensional analysis possible, the microphone array itself must
be modified to enable improved beams along this new dimension. As a simple
solution, an additional set of microphones can be added to the array along an axis
perpendicular to the original.
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Figure 4-75: Schematic of 2-D Linear Microphone Array with
Two Monopole Acoustic Sources in 3-D Field

With the modified array, the beam can be focused along both the horizontal and
vertical axes. Applying a haversine pulse at each source location, the following
microphone signals are obtained.
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Figure 4-76: Microphone Array Response Due to
Two Monopole Acoustic Source Pulses
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To form a simple beamforming map, choose an analysis grid and iterate through all
possible source locations. Let the beamforming solution be defined as the peak
amplitude of the summed microphone responses.
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B(x,y,z) = rnax b(tlx,y,z)
r (16)

In many applications, the region of interest is limited to a known surface or plane
located some distance away from the array. Therefore, in the example given, the
analysis plane has been reduced to a 2-d plane at a prescribed distance from the
microphone array. The resulting beamformer estimate is shown in the following
figure. Here, we can see that the peak value for each candidate x-z coordinate is
plotted on a color scale. Regions of high magnitude (indicated by yellow) can be
identified as the locations of the sources.
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Figure 4-77: Beamforming Analysis Map Due to
Two Monopole Acoustic Source Pulses
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4.7.3. Frequency Domain Delay-Sum Beamforming

Until now, no discussion has been given as to the practical aspects of applying the
necessary delay to each measured microphone signal. In actuality, a continuous
measurement p(t) of the instantaneous pressure at each microphone is not available.
Instead, the measured response is a discrete sampled measurement p[k] of the pressure.
Thus, a defined phase delay will correspond to a discrete shift of the measured signal
by Fsrn samples, where Fs is the sampling frequency. Given that non-integer sample
delays are not possible, the signal must be up-sampled via a suitable interpolation in
order to perform the desired time shift. This motivates the use of an alternate form of
the beamforming algorithm—one in which non-integer delays are no longer an issue.
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This is accomplished by moving into the frequency domain. The shift into the
frequency domain is justified by the fact that a time delay in the time-domain
corresponds to a phase shift in the frequency-domain.

F{x(t --t-)} = F[x(t)}e - t2Trfy (17)

Therefore, an arbitrary time delay can be implemented in the frequency domain
without the need for interpolation or other advanced computation. The result
beamforming solution is given by the following equation.

N
- j2nlr

B(f) = E anPn(f)e n

n=1 (18)

where Pn is the Fourier transform of the original microphone signal.

As presented here, the result of the frequency domain beamforming is a frequency
dependent beamforming map (intensity level) for each analysis coordinate. Depending
on the application, the frequency range of interest may vary. When no specific
frequency range has been identified, a first approach can be based on the overall sound
pressure level (OASPL)—the total energy contained in the spectrum—at each analysis
point.

OASPL(x,y) = 101og10 f B(x,y,f)df
(19)

The result of standard delay-and-sum beamforming techniques is an estimate of the
source intensity on an analysis plane. Returning to Figure 11, it can be seen that the
source intensity has been smeared along the analysis plane outward from the source
location even though the original source was located at exactly a point. This effect is a
direct result of the beamformer's directional characteristics—main lobe width and side
lobe attenuation. Given knowledge of the beamformer's sensor arrangement, these
effects can be characterized apriori. Subsequently, it is possible to account for these
effects in the analysis by using deconvolution techniques. These methods have been
shown to achieve higher spatial resolution than standard methods.

In order to illustrate the fundamental concept of this approach, consider the following
beamforming map obtained from two point sources with broadband random excitation.
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Figure 4-78: Beamforming Analysis Map Due to
Two Broadband Random Monopole Acoustic Sources

In this hypothetical scenario suppose there are only three possible candidate locations
for a monopole source. Thus, one can predict the hypothetical map which would be
obtained for a monopole at each candidate location. Each map is scaled to have unity
amplitude at the analysis point on the map which corresponds to the candidate
location. The resulting unit maps are referred to as Point-Spread Functions (PSFs).
The deconvolution approach is based on the assumption that the actual beamforming
map must consist of some combination of scaled versions of these PSFs. The only
challenge which remains is determined what scaling factor, alit 0, needs to be
applied to each PSF to obtain the measured beamforming map.

B = a1B1 + a2B2 + a3B3 (20)

Traditionally, this is accomplished by collapsing each map into vector form and
solving the resulting linear equation.

al

vec[B] = [vec[B1] vec[B2] vec[B3]] a2[

a3 (21)

The value obtained for each scale factor becomes the magnitude associated with the
corresponding point on the analysis plane. By plotting each PSF as a surface alongside
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the original beamforming map, one can visually determine that some contribution
must be due to both candidate locations one and two—scaled versions of these
surfaces are visible in the original beamforming map.
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Figure 4-79: Beamforming Analysis Map and Point Spread Functions
for Monopole Sources

Using the nonnegative least-squares approach, the following solution was obtained.

B = 2.43 *B1 + 2.82 *B2 + * B3

Thus, assigning the scale factors for each PSF to their corresponding locations, the
deconvolved solution becomes the following beamforming map.
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Figure 4-80: De-Convolution Beamforming Analysis Map Results
for Two Monopole Sources

As shown in the figure, the location of each source can now be described with greater
accuracy. In practice, the PSFs for all candidate locations would need to be
considered. In this case, the resulting map may not be as distinct as the hypothetical
situation presented here. However, as demonstrated by other others, the spatial
resolution of the resulting map is improved.

4.7.4. Non-Contact Damage Detection via Acoustic Beamforming Methods

The application of acoustic beamforming for non-contact damage detection has been
investigated by multiple authors. Many of these methods rely on comparisons between
a healthy (i.e. damage free) structure and a structure with potential damage. In
practice, this would be accomplished by obtaining a nominal beamforming map of a
healthy structure and comparing later measurements on the same structure to this
baseline data. Locations which exhibit high source intensity relative to their nominal
characteristics can be identified as locations of potential damage—locations where
something has changed within the structure to increase the sound
radiation/transmission.

These comparison metrics can be implemented on a frequency dependent basis or as a
cumulative metric across all frequencies. In applications where damage is known to
have specific frequency domain characteristics, detection can be limited to these
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bandwidths. In the absence of apriori knowledge of the critical bandwidths for damage
detection, the beamforming ought to be conducted on response data due to broadband
random excitation—excitation with energy across all frequencies. In the ideal
scenario, this analysis could be performed by leveraging the natural acoustic emission
of the target structure in operation. However, in many applications, the radiated sound
pressure level is insufficient to guarantee reliable operation of the beamformer. In
these applications, an external excitation method must be provided.

Previous authors have explored the use of both external piezo-patches and internal
speakers to provide the necessary excitation required for damage detection
beamforming methods. In the case of speaker excitation, a sound source is imbedded
into the structure under examination and acoustic transmission/radiation from the
structure is used for beamforming. The benefit of these methods is the possibility to
improve the signal-to-noise ratio (SNR). The higher the SNR, the greater the
performance of beamforming methods. The use of external excitation also enables
additional signal processing techniques which can be used to further improve
performance. In one of such approaches, the microphone response data can be pre-
processed prior to beamforming to include only energy which is correlated to the
known excitation.

In the application under investigation here, the beamforming array is constrained by
the desire to make it compact enough to enable mobile deployment on a drone for
remote operation. Due to the large size of a wind turbine, it is not feasible to design a
ground based array with sufficient accuracy along the surface of its blades. By
equipping a drone with a mobile array, the array can be positioned closer to the blade
surface and enable greater potential for damage detection. The drone could then be
programmed to fly a pre-determined flight scanning the surface of the wind turbine
blade. Scans from subsequent frames of data (i.e. positions along the surface) could
then be stitched together into a larger beamforming map.
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5. NONDESTRUCTIVE INSPECTION METHODS DESIGN DOWN
SELECTION

Based on the scope of the project (i.e., duration and funding), the team decided to
focus on 1 or 2 of the NDI methods previously described in Section O. The emphasis
was to select method(s) that fit into the framework of SkySpecs' existing drone
platform and inspection methodology. With this in mind, Sandia and SkySpecs
worked together to develop a set of design criteria, as described in Section 5.1. Then,
using these criteria, Sandia used a combination of research and experience to score
each NDI method in Section 5.2. Adjustments were made to these scores, as needed,
based on SkySpecs' expertise. Based on these final scores, thermography was
selected as the primary NDI method for testing and integration, as detailed in Section
5.3. Additionally, in Section 5.4, a number of NDI methods that showed promise but
were deemed outside the scope of this project, due to various barriers to entry, were
selected for some level of additional research.

5.1. Design Criteria and Weighting

In order to successfully deploy a NDI method on SkySpecs' drone, a set of design
criteria were developed. These criteria focused on the team's ability to integrate and
test the NDI sensor with minimal drone modifications, as well as the NDI method's
ability to compliment optical surface inspections and detect subsurface flaws in wind
blade structures. Based on these needs, the following list was developed:

• Weight: The drone's payload is limited and a significant amount of its weight
capacity is used by the existing custom-built rig and LiPo batteries.
Additionally, any added weight decreases the maximum flight time. If the
weight is added to the gimbal, that requires additional battery power to
operate the gimbal motors and decreases the maximum flight time.

• Cost: Because the NDI sensor would be added to multiple drones, the cost of
the sensor and any associated hardware should not be prohibitive.

• Data Storage: The existing custom-built rig contains a multi-TB solid state
hard drive which should be sufficient for any inspection method as long as the
NDI method does not require exceptionally large files.

• Integration Complexity: Due to the scope of the project, priority should be
given to methods that can be easily added to the drone and/or wind turbine.

• Scan Speed (Scan Area / Scan Time): The maximum flight time of the drone
is limited and inspection time should be minimized to limit operating costs.
Therefore, priority should be given to methods that can inspect large areas
quickly.

• Coupling Reliability: Some methods (e.g., ultrasonics) require coupling
between the sensor and inspection surface; however, the drone is limited in its
ability to fly near the blade or to directly make contact with the blade. Priority
should be given to methods that do not require coupling that interferes with
the drone's controls.
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• Automated Flaw Detection Performance: This criterion measures the ability of
an NDI method to successfully detect flaws, given the various inspection
challenges of a wind turbine blade (e.g., near surface flaws, full penetration
flaws, thick fiberglass laminates, sandwich structures). This criterion also
gives weight to the need to quickly identify damage and the desire to avoid
lengthy analysis of the NDI data.

• Risk: Due to the time and budget limitations of the project, priority should be
given to an NDI method that can be successfully integrated and tested before
the end of the project. For the scope of this trade study, risk is an assessment
of the likelihood of successfully integrating and testing an inspection method,
given factors such as maturity level and expected integration challenges.

5.2. Pugh Matrix

A Pugh matrix approach was selected to quantitatively compare each of the candidate
NDI methods. Sandia developed initial weights for each design criteria based on
experience and preliminary conversations with SkySpecs. These initial weights were
then discussed by the entire team and adjusted, as needed. For example, the weights
assigned to data storage and cost were decreased after receiving feedback from
SkySpecs. The final weights assigned to each design criteria are listed in Table 5-1.

Table 5-1: Weights Assigned to Design Criteria

Category Weight

Weight 0.10

Cost 0.05

Data Storage 0.05

Integration Complexity 0.10

Scan Speed 0.20

Coupling Reliability 0.10

Automated Flaw Detection Performance 0.20

Risk 0.20

Total 1.00

After assigning the weights, each category was assigned a score of 1-5, where 5 is the
best. For example, for weight, the lightest NDI methods, which fit within the existing
drone payload requirements, receiving a score of 5. Then, for each score, a brief
rationale was provided. The resulting scores for each method are provided in Tables
5-2 to 5-8.

Table 5-2: Pulsed Thermography Pugh Matrix Results

Category Weight Score Rationale

Weight 0.10 5.0 Lightweight IR cameras are designed
for UAVs
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Cost Miniature IR cameras are available for
< $5k

0.05 4.0

Data Storage 0 05 4.0 IR video files are expected to be < 10
GB

Integration Complexity 0 10 4.0 Concerns with availability/consistency
of a heat source

Scan Speed (Scan Area =
Scan Time)

0.20 3.0 Medium scan area needs to be
inspected for several seconds at a
time

Coupling Reliability 0.10 5.0 No coupling required

Automated Flaw Detection
Performance

0.20 3.0 Excellent for sandwich structure and
good for near surface flaws, otherwise
limited

Risk 0.20 3.0 Effectiveness of heat sources will
need to be tested

Total 1.00 3.6

Table 5-3: Phased Array Ultrasonics Pugh Matrix Results

Category Weight Score Rationale

Weight 0.10 2.0 UT module (such as OmniScan) and
water for coupling add significant
weight

Cost 0.05 3.0 Estimated ROM cost of a phased
array system is $60k

Data Storage 0.05 5.0 File sizes approximately 100's of MBs

Integration Complexity 0.10 2.0 Requires a boom, coupling system,
and significant work on automating
UT system

Scan Speed (Scan Area =
Scan Time)

0.20 2.0 Small scan area needs to be rastered
at a limited speed

Coupling Reliability 0.10 1.0 Constant physical contact causes
UAV control issues

Automated Flaw Detection
Performance

0.20

I

5.0 Best performance with deeper
penetration

Risk 0.20 2.0 No strategy currently exists for
maintaining contact for coupling

Total 1.00 2.7
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Table 5-4: Air Coupled Ultrasonics Pugh Matrix Results

Category Weight Score Rationale

Weight 0.10

0.05

4.0

3.0

Probe weight is relatively low;
Dependent on limiting onboard

I electronics

Cost Estimated ROM cost of an inspection
system is $100k, could be
significantly more to design custom
electronics

Data Storage 0.05 5.0 File sizes approximately 100's of MBs

Integration Complexity 0.10 3.0 Requires a boom and significant work
on automating UT system

Scan Speed (Scan Area =
Scan Time)

0.20 2.0 Small scan area needs to be rastered

Coupling Reliability 0.10 3.0 No coupling required, distance to
blade needs to be held constant to
high precision

Automated Flaw Detection
Performance

0.20 3.5 Good overall performance;

Attenuation concerns when compared
to directly coupled UT methods

Risk 0.20 3.0 Moderate maturation level, likely
requires custom electronics

Total 1.00 3.1

Table 5-5: Microwave Pugh Matrix Results

Category Weight Score Rationale

Weight 0.10 4.0 Probe weight is relatively low;
Dependent on limiting onboard
electronics

Cost 0.05 3.0 Estimated ROM cost of an inspection
system is $100k

Data Storage 0.05 5.0 File sizes approximately 100's of MBs

Integration Complexity 0.10 3.0 Requires a boom and significant work
on automating microwave system

Scan Speed (Scan Area = 0.20 2.0 Small scan area needs to be rastered
Scan Time)

Coupling Reliability 0.10 3.0 No coupling required, distance to
blade needs to be held constant to
high precision

Automated Flaw Detection
Performance

0.20 3.0 Good overall performance, except
spar cap-to-shear web bond line and
leading and trailing edges, does not
work on carbon fiber
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Risk 0.20 3.0 Moderate maturation level

Total 1 00 3 0

Table 5-6: Shearography Pugh Matrix Results

Category Weight Score Rationale

Weight 0.10 2.0 Equipment is moderately sized;

vacuum attachment and pump could
add considerable weight

Cost 0.05 2.0 Estimated ROM cost of an inspection
system is $200k

Data Storage 0.05 4.0 Files sizes are expected to be < 10
GB

Integration Complexity 0.10 2.0 Requires applied strain, perhaps from
wind and significant work on
automating shearography system

Scan Speed (Scan Area +
Scan Time)

0.20 3.0 Medium scan area needs to be
inspected for several seconds at a
time

Coupling Reliability 0.10 1.0 Would likely require vacuum
attachment to maintain exact position

Automated Flaw Detection
Performance

0.20 2.0 Excellent for sandwich structure and
good for near surface flaws, otherwise
limited

Risk 0.20 2.0 Moderate maturation level;

attachment concerns

Total 1.00 2.2 1

Table 5-7: Pulse-Echo Ultrasonics Pugh Matrix Results

Category Weight Score Rationale

Weight 0.10 2.0 Counterweights and water for
coupling add significant weight

Cost 0.05 3.0 Estimated ROM cost of an inspection
system is $100k

Data Storage 0.05 I 5.0 File sizes approximately 100's of MBs

Integration Complexity 0.10 2.0 Requires a boom, coupling system,
and significant work on automating
UT system

Scan Speed (Scan Area =
Scan Time)

0.20 1.5 Small scan area needs to be rastered,
scan area is smaller than PA-UT

Coupling Reliability 0 10 1.0 Constant physical contact causes
UAV control issues
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Automated Flaw Detection
Performance

0.20 5.0

Risk 0.20 2.0

Total 1 00 2 6

Best performance with deeper
penetration

No strategy exists for maintaining
contact for coupling

Table 5-8: Acoustic Beamforming Pugh Matrix Results

Category Weight Score Rationale

Weight 0.10 4.0 Microphone weight is relatively low;

Dependent on limiting onboard
electronics

Cost 0.05 4.0 Equipment costs are expected to be
low;

Potentially labor intensive to program

I algorithms

Data Storage 0.05 5.0 File sizes approximately 100's of MBs

Integration Complexity 0.10 3.0 Requires a method for transmitting
sound inside the blade (e.g., a
speaker near the root)

Scan Speed (Scan Area =
Scan Time)

0.20 5.0 Excellent theorectical scan speed, full
coverage may be possible

Coupling Reliability 0.10 4.0 No coupling required, distance to
blade needs to be held constant
(probably to low precision)

Automated Flaw Detection
Performance

0.20 3.0 Hypothesized based on expectation
that near flaws and deeper flaws
could both be detected;

Resolution is a potential concern

Risk 0.20 1.0
I 
Very low maturation level;

Has not been tested for flaws other
than through holes

Total 1.00 3.4

After reviewing the results of each Pugh matrix, pulsed thermography and acoustic
beamforming received the highest total score by a significant margin. Due to its lower
risk, pulsed thermography was selected as the primary NDI method for further
evaluation. The ability to field a lightweight inspection technique without changes to
SkySpecs controls strategy (i.e., flying 4-8 m from the blade) were particularly
desirable attributes. Integration considerations for this technique are provided in the
subsequent sections.

During the down selection process, it became apparent that a number of techniques, in
addition to thermography, warranted additional consideration. In some cases, the NDI
method was particularly promising for detecting defects but simply presented too
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many integration challenges (e.g., phased array ultrasonics). In other cases, the NDI
method showed considerable upside but presented too much risk based on its
technology maturation level (e.g., acoustic beamforming). Based on this additional
review, acoustic beamforming and a number of other NDI methods were identified for
additional work. Multiple promising techniques require close proximity or direct
contact with the blade which requires significant changes to the drone controls and
associated technical risk. Phase array ultrasonics, in particular, has demonstrated the
ability to produce accurate full-penetration inspections of wind blade spar caps and
bond lines. Therefore, these methods were highlighted in the following sections,
including some preliminary design concepts.

Acoustic beamforming was another technique that was extremely promising, namely
due to its fast scan speed and low weight. However, the technique has a very low
maturation level, which made it a high risk for primary integration testing. Some
initial simulations were performed that demonstrated this this could be a potential up
and coming technique that SkySpecs should consider for future work.

Finally, while X-Ray inspections were not included in the original down selection
process, SkySpecs requested that the method receive some consideration. Therefore,
some initial design concepts and considerations are provided.

5.3. Primary Nondestructive Inspection Method Selected — Thermography

5.3.1. Thermography lntegration Concepts

Based on the results of the down selection process, thermography was selected as the
most promising method for NDI implementation on a drone platform. The following
sections provide a detailed description of the team's considerations for implementing
this capability, including hardware selection, flight strategies, thermal gradient
sources, and data processing.

5.3.1.1. Thermography Hardware

A large number of IR cameras are available, providing various combinations of
specifications. While evaluating these options, the following criteria were determined
to be the most important:

• Wavelength — Mid-wave or Longwave IR cameras are appropriate for our
temperature range (i.e., near room temperature)

• Thermal Sensitivity — Metric of IR camera's signal-to-noise ratio, typically in
mK, lower is better

• Resolution — 640x512 is common in many cameras, although higher and
lower resolutions are available, higher is better

• Field of View — Determines the viewable area at a set distance from the area
of interest, dependent on the lens selected, should be determined based on the
drone's distance from the wind blade
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• Weight — Lower is better for drone's payload constraints and battery life, <
450 g is desired based on current SkySpecs drone platform

• Power Consumption — Lower is better for drone battery life

• Frarne Rate — A higher frame rate is critical for near surface flaws in materials
with high thermal diffusivities, for our application (i.e., fiberglass with low
thermal diffusivity) high speed cameras should not be required, 30-60 Hz
should be sufficient

• Post-Processing Features — The team plans to perform their own modified
thermographic signal reconstruction, as documented in Section 5.3.1.4, so
post-processing features are not required, camera must provide access to the
raw 16 bit grayscale video feed

Based on the weight and power consumption constraints of drone-deployment, the
team focused on miniature longwave IR cameras with uncooled Vandium Oxide
(VOx) microbolometer sensors. While these cameras sacrifice some thermal
sensitivity when compared to mid-wave IR cameras with cooled Indium Antimonide
(InSb) sensors, the miniature IR cameras represented an impressive balance between
thermal sensitivity, weight, and power consumption. Examples of these cameras
include the FLIR Tau 2 and FLIR Boson series.

The selected IR camera should be mounted to a gimbal to enable the drone to perform
thermography inspections from a number of different drone and wind blade
orientations. Ideally, the IR camera should be mounted on the same gimbal as the
visual inspection camera to allow both cameras to inspect the same area of interest.

5.3.1.2. Thermography Flight Strategies

The capabilities of the drone platform and the flight path both play critical roles in the
implementation of a drone-deployed thermography system. The ability of the drone to
position itself in an area of interest along the blade and maintain position is critical.
Fortunately, autonomous drone positioning is one of the greatest strengths of the
SkySpecs drone platform. This gives the team flexibility in selecting methods for
performing thermography inspections and post-processing the results.

Typically, thermography inspections are performed with a stationary part and
stationary IR camera. This assumption simplifies data processing because each pixel
of the IR camera always references the same area of the inspection surface.
Conversely, with drone-deployed thermography, both the wind blade and drone are
moving relative to the ground and each other. Even though the turbine is stopped
prior to beginning inspections, the wind blade can still deflect and move due to the
wind, especially near the tip. Also, while the drone has controls in place to maintain
position, it still moves slightly, especially in higher winds. Therefore, to mimic a
traditional thermography inspection, these movements need to be subtracted out.
SkySpecs uses a combination of GPS and LiDAR position data as well as IR camera
gimbal orientation data that could potentially be used to subtract out these movements
and to link the data to an area of interest along the blade. While this capability was
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not implemented during this project, concepts for future work are explored in Section
8.1.2.

Using this near-stationary approach, the drone-deployed thermography system could
be deployed for a number of target inspections. The team developed the following list
of potential inspections:

• Systemic defects, as noted by the OEM and/or wind farm operator

• Visual indication from the SkySpecs visual inspection data

• Planned repairs, to estimate sizing

• Existing repairs

• High stress and high suspect areas, as noted by the OEM and/or wind farm
operator

• Suspected water ingress in the wind blade tip

While this list is not intended to be exhaustive, it provides a good foundation for
identifying areas where the drone-deployed thermography system can provide value.
Note that all of these proposed inspection areas require a priori knowledge of where to
perform an inspection. Because each inspection takes approximately a minute and the
inspection area (i.e., IR camera field of view) is relatively small, the time required to
perform stationary inspection of the entire blade isn't feasible. The battery life
required and the opportunity cost of deploying the drone asset for that much time do
not fit into the current business model.

The focus of SkySpecs' inspection strategy is rapid, automated inspections of wind
turbine blades. Therefore, the proposed near-stationary thermography inspections
would likely function as an add-on inspection for specific, known concerns. While
these add-on inspections have value, there's also significant interest in using
thermography to find unknown subsurface damage as part of SkySpecs' automated
flight pattern. As such, two additional "movine concepts were generated:

• Perform thermography inspections during "standard7 flight path

1. The current "standard" flight path for visual inspection includes a
number of start/stop motions, as the drone flies along each side of
the blade.

2. Results are based on instantaneous IR images/video frames.
Without accumulated temperature vs. time data on the surface of
interest, post-processing techniques, such as the modified
Thermographic Signal Reconstruction analysis described in
Section 5.3.1.4, cannot be performed.

3. Depending on the severity of the flaw and the timing of the flight,
some flaws should be detectable; however, the sensitivity is
expected to be considerably lower than the near-stationary tests.
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• Perform thermography inspections during an augmented flight path

1. Adjust the current "standard" flight path to include relatively fast
back and forth movement, as shown in Figure 5-1.

2. Results are based on a combination of instantaneous IR
images/video frames, as well as some accumulated temperature vs.
time data on the surface of interest. Based on this approach, a
limited version of the modified Thermographic Signal
Reconstruction analysis described in Section 5.3.1.4, may be
feasible.

3. The flaw detection sensitivity is expected to be somewhere
between near-stationary testing and "standard" flight path testing.

tl, t4 L
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FOV vthone = 1-2 m/s
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_

Figure 5-1: Notional Example of an Augmented Flight Pattern Showing
Back and Forth Drone Movement
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While this project focused on near-stationary thermography testing, thoughts and
recommendations on the potential implementation of these flight strategies are
provided in Section 8.1.2.

5.3.1.3. Thermography Thermal Gradient Source Concepts

As described in Section 4.2, active thermography requires thermal gradients to detect
potential flaws. A common source of these thermal gradients is a thermal impulse
applied to the inspection surface using flash tubes or other impulse heating method.
For the interest of this project, a variety of heating sources were considered, including:

• Flash Tubes

• Solar Radiation

• Frictional Heating

• Strain Heating

• Forced Air Heating

From these potential heating sources, four thermal gradient source concepts were
generated:

• Flash Tube Heating — Use drone-deployed flash tubes with a LiPo battery and
capacitor energy source.

• Solar Radiation Heating — Pitch blades into and out of the sun (see Figure
5-2).

• Operational Heating — Generate frictional and/or strain heating of flaws during
normal operation and then stop the turbine for IR inspections.

• Internal Forced Air Heating — Use a forced hot air heater to warm the air mass
inside the blade (see Figure 5-3).

Figure 5-2: Solar Radiation Thermal Gradient Source Concept
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Figure 5-3: Internal Forced Air Heating
Thermal Gradient Source Concept

Table 5-9 documents the advantages and disadvantages of each of these concepts.
Because each concept contains some significant risks, all four concepts were evaluated
to some degree in benchtop and/or drone integration testing. The results of these tests
are documented in Sections 6 and O.

Table 5-9: Advantages and Disadvantages of Thermal Gradient Source
Concepts

Concept Advantages Disadvantages

Flash Tubes • Controlled, repeatable
energy levels

• Precise timing

• Not dependent on weather

• Easily tested in a laboratory
environment

• Requires very short
temperature soaks

• Relatively large amount of
energy required — battery and
weight concern

•• Close proximity to blade
required — drone controls
concern

• Low total energy — depth of
penetration concern

Solar Radiation • Relatively high total energy
— good depth of penetration

• Does not require any

• Uncontrolled energy levels

• Imprecise timing
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additional equipment
onboard the drone

• Easily tested in a laboratory
environment

• Requires relatively short
temperature soaks

• Dependent on weather
conditions

Operational • Does not require any
additional equipment
onboard the drone

• Potentially high total energy
— good depth of penetration

• Uncontrolled energy levels

• Imprecise timing

• Difficult to test in a
laboratory environment

• Limited research on the
types of flaws that can be
detected

Internal Forced
Air

• Does not require any
additional equipment
onboard the drone

• Semi-controlled energy
levels

• Easily tested in a laboratory
environment

• High total energy — good
depth of penetration

• Imprecise timing

• Requires access to blade root

• Requires relatively long
temperature soaks

• Less sensitive to near surface
flaws

• Only effective on solid
laminates (e.g., spar cap)

5.3.1.4. Thermography Data Processing Strategy

As described in Section 4.2.1, Thermographic Signal Reconstruction (TSR) is an
effective method for processing thermographic NDI data. Thermal Wave Imaging
developed and patented this approach and provided approval for the team to use
TWI's technology for the research purposes of this project.

The following section briefly describes a modified TSR approach based off TSR
basics [5.1] that was utilized by this project for near-stationary flight strategies. This
summary is not intended to be exhaustive and assumes knowledge of the TSR basics,
as briefly described in Section 4.2.1 and associated references. A MATLAB
integration of this process is provided in Appendix B.2. The modified TSR approach
uses the following process:

1. Rotate and crop each IR video frame, as needed, to select a Region of Interest
(ROI).

a. Assume test specimen and IR camera are stationary.

b. Display one frame of the IR video.

c. Employ a user interface to select rotation and crop image.
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d. Store variables for rotating and cropping image.

2. Save 16 bit grayscale values (corresponding to signal intensity and surface
temperature) for each pixel within the (ROI) for each frame.

3. Mimic AT = Tsurf (t) Tsurf by subtracting 97% of the minimum value of
each pixel from each frame of the IR video, where Tsurf is the front surface
temperature and t is time.
(Note: The purpose of this step is to generate a temperature-time history for
each pixel value that resembles an exponential temperature decay that
approaches zero. This is less representative of the specimen response than
subtracting the pixel values prior to applying the heat input, but it provides
additional flexibility for the purposes of this project, which includes testing a
variety of heat inputs. Ultimately, it provides a similar shape as a "true" TSR
analysis and enables the user to examine the results using the same methods.
Also, the 97% value is somewhat arbitrary and is intended to demonstrate that
the final surface temperature has increased when compared to the initial surface
temperature, prior to heating.)

4. Take the natural log of "AT".

5. Take the natural log of time.

a. Determine t =

i. Assume the maximum pixel value occurs at to (e.g., peak temperature achieved
when the flash tubes provide a heat impulse to the specimen).

b. Time is considered the time elapsed from to of each frame, based on the frame
rate.

c. Take the 17v21(t) for each frame.

6. Select a subset of frames to fit a polynomial to the temperature-time history of
each pixel.
(Note: The goal of this step is to select a subset of training points based on
approximately equally spaced ln(t) values rather than equally spaced t values.)

a. Select a target number of training points ninput for each pixel.

i. Create n input linear spaces between frame litpxto) and the hefai(tFinal).

ii. Select ln(t) values that approximately equal each of these linear spaces.

7. Create the TSR functions by fitting a polynomial, using least squares regression
to determine the values of each coefficient, for each pixel using the selected
training points.
(Note: Polynomials of degree 6 were used, based on trial and error.

8. Calculate the 1st derivative (1D) polynomial functions for each pixel by using
the Power Rule to differentiate the TSR polynomial functions.

9. Calculate the 2nd derivative (2D) polynomial functions for each pixel by using
the Power Rule to differentiate the 1st derivative polynomial functions.
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10. Create a vector of linearly spaced ln(t) values for plotting the output values of
the TSR, 1D, and 2D polynomial functions.

11. Calculate and save the values for each pixel for each ln(t) value using the TSR,
1D, and 2D polynomial functions.

12. Save the TSR, 1D, and 2D results.

a. Reassemble the pixels into frames.

b. Scale the frames to 8 bit values, taking up the maximum range of 0 to 255.
(Note: While this removes the temperature-time history of the pixels, it enables
the user to observe contrast between different areas of the specimen, which
typically corresponds with flaws.)

c. Save each frame as a .tiff image.

d. Save all the frames as a .tiff stack.

The end result of this process is three .tiff stacks for the TSR, 1D, and 2D analyses.
Each image of these stacks is auto-contrasted. This enables the user to identify
differences in the thermal response at different pixel locations. The differences are
considered flaw indications, which the user can further evaluate to determine their root
cause. Figure 5-4 shows an example of .tiff images generated using this modified
TSR approach.

Figure 5-4: Example Results for TSR, 1D, and 2D Analyses
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5.4. Promising Nondestructive Inspection Methods Considered for Future
Work

After cornpleting the down selection process, it becarne apparent that a number of
techniques, in addition to thermography, warranted additional consideration. In some
cases, the NDI method was particularly promising for detecting defects but simply
presented too many integration challenges (e.g., phased array ultrasonics). In other
cases, the NDI method showed considerable upside but presented too much risk based
on its technology maturation level (e.g., acoustic beamforming)

This section documents the work that was performed to begin to address some of the
concerns surrounding these methods, such as integration design concepts, simulations,
and experiments. Additionally, this section provides a brief summary of the remaining
work or technological breakthroughs required in order to pursue their future
implementation.

• Design concepts for other promising NDI methods (i.e., ultrasonic, X-Ray,
acoustic beamforming)

• NDI methods that had 1 or 2 significant limitations (e.g., microwave with
sensitive standoff distance, more suitable for crawler robot technologies)

• NDI methods to keep an eye on in the future (e.g., air-coupled UT, including a
design concept)

5.4.1. Ultrasonic lnspection

Previous research [5.2, 5.3] has shown that low frequency (i.e., 0.5 or 1.0 MHz)
phased array ultrasonic inspection is the best overall NDI technique for wind blade
inspections and is the only NDI technique that is capable of full penetration of thick
spar cap structures. However, due to integration concerns, namely the ability of the
drone to make consistent contact with the blade, ultrasonic inspections were not
selected for primary evaluation on this project. Nevertheless, as technology advances,
opportunities to include ultrasonic inspection capabilities should always be carefully
considered.

The following subsections provide some initial concepts for the integration of
ultrasonic inspection systems on a drone platform, along with sorne thoughts on the
known challenges that need to be addressed. While all of these concepts require an
extended boorn, the tearn decided not to include a counterweight based on SkySpecs'
feedback. The expectation is that the drone is able to compensate for some shift in the
center of gravity. Before fielding any of these concepts, it's recommended that the
user performs calculations on the mass and length of the boom to validate the
assumption that the drone can accommodate this center of mass offset.

5.4.1.1. Phased Array Ultrasonics Integration Concepts

Phased array ultrasonics (UT) is currently the most promising of the ultrasonic
inspection techniques. In general, UT requires direct coupling with the inspection
surface, including some form of couplant, such as water or gel. Figure 5-5 shows an
example integration concept with an ultrasonic probe extended out frorn the drone on a
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boom. The sensor would need to make direct contact with the wind blade surface, and
any momentary loss of contact would result in a corresponding signal loss.
Additionally, some type of couplant dispensing system would be required, such as a
water reservoir and a mister or weep hole located near the sensor. Spring loading at
the end of the boom could allow for some motion of the drone while still maintaining
sensor contact.

The main disadvantages of this concept are drone controls issues, weight concerns,
sensor location encoding logistics, and data transfer needs. The SkySpecs drone is
currently controlled with GPS and LiDAR which enables it to fly around the blade
from a safe distance of 4-8 m. Additional work would be required to reduce this
distance. Between the accuracy of the sensors and the relative movement of both the
drone and blade, direct contact presents a number of controls issues.

Ultrasonic inspections can also present a number of weight concerns. The ultrasonic
transducer, boom, water reservoir, mister, and transducer controller/computer (e.g.,
Olympus Focus PX) are expected to add up to a sizeable weight. Optimization of
these features along with an increase in drone size (e.g., Alta Freefly 8) would likely
be required to keep the system within payload limits.

Another consideration is the need for a method to track sensor movement, such as
encoders or detailed GPS and LiDAR information. This information on sensor
movement is required to successfully convert the ultrasonic A Scans into C Scans.
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Phased Array

Ultrasonic Probe

Requires constant contact

between probe and blade

Figure 5-5: Phased Array Ultrasonics Drone Integration Concept

5.4.1.2. Air-Coupled Pulse-Echo Ultrasonics Integration Concepts

Air-coupled pulse-echo ultrasonics (AC-UT) share most of the same design
considerations as the previously discussed directly-coupled ultrasonics. The main
difference is that the air-coupled ultrasonics require a consistent air gap for coupling
rather than direct contact. Figure 5-6 illustrates an example concept of drone-
deployed air-coupled ultrasonics.
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By eliminating the need for a couplant system, this design would require less
complexity and weight. However, flying in consistently close proximity to the wind
blade still presents substantial drone control challenges. In fact, without additional
research, it's not clear whether this technique would be more or less difficult to
implement than direct contact.

Two AC-UT Probes Arranged

in Pitch-Catch Mode

Requires consistent air gap

between probe and blade
1

Figure 5-6: Air-Coupled Pulse-Echo Ultrasonics
Drone Integration Concept
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Another consideration is that air-coupled ultrasonics are currently less effective than
direct coupled ultrasonics due to the signal attenuation in air. The technology may
require additional maturation before it can be considered for drone integration.

5.4.1.3. Air-Coupled Through Transmission Ultrasonics Integration Concepts

The final ultrasonic inspection concept is air-coupled through transmission ultrasonics.
The concept is similar to air-coupled pulse-echo ultrasonics, except the ultrasonic
signal is passed through the material instead of reflected off a back wall. In general,
the concept for integrating the transducer is the same except the through transmission
limits the capability to thin sections, such as the trailing edge, where the two mating
transducers can be positioned on opposite sides of the structure to be inspected.
Figure 5-7 shows a design concept.

\
Requires consistent air gap

between probe and blade

Figure 5-7: Air-Coupled Through Transmission Ultrasonics Drone
Integration Concept
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5.4.2. Acoustic Beamforming lnspection

5.4.2.1. Acoustic Beamforming Integration Concepts

Based on some initial computational results, it was determined that an acoustic
beamforming design would require at least two rows (i.e., booms) of microphones to
provide spatial information on the location of defects. A concept using two horizontal
rows of microphones is provided in Figure 5-8. A key consideration is the drone
propeller noise, which would need to be isolated from the sound source of interest.
This isolation may be able to be performed physically (e.g., strategic microphone
location) or computationally. Finally, this method requires a noise source inside the
blade (e.g., speakers in the blade root), which presents integration challenges that may
be more conducive to gross, known damage or manufacturing inspections.

Figure 5-8: Acoustic Beamforming Drone Integration Concept
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While this concept has promising attributes, additional research and integration was
outside the scope of this project.

5.4.3. X-Ray Inspections

5.4.3.1. X-Ray Integration Concepts

SkySpecs approached Sandia with the concept of lowering an X-Ray source down
inside of the wind blade for inspections. After consideration of this concept, a similar
alternative idea was proposed. Because the X-Ray detector (i.e., film or digital
receivers) needs to be held still in relation to the inspection surface, the detector
should be lowered down into the blade or adhered to the backside of the blade. Then,
the X-Ray source could be mounted on the drone and flown within close proximity of
the blade, as shown in Figure 5-9.

A potential X-Ray source is the Golden Engineering XRS3 shown in Figure 5-10. The
XRS3 weighs 11.8 lbs and has a maximum photon energy of 270 kV. While
considered portable by X-Ray source standards, the weight is relatively high for drone
deployment and would likely require substantial reconfiguration of the SkySpecs
drone (or a second, specialized drone platform). Because fiberglass composites are
nearly transparent to X-Rays, a relatively low energy level should be used. Additional
work would be required to characterize X-Ray performance using Sandia's Wind
Blade NDI Test Specimen Library.

Meanwhile, an X-Ray detector would be required on the backside of the inspection
surface of interest. A high resolution digital detector is recommended. This detector
could be lowered down inside the blade from the root or adhered to the backside of the
blade. Additional consideration is required to determine the most appropriate method
for positioning the source, such as a drone, climber robot, or human inspector that
repels down blades.

Due to the obvious integration challenges, X-Ray inspection was not pursued beyond
these initial design concepts and considerations.
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Figure 5-9: X-Ray Drone Integration Concept
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Figure 5-10: Golden Engineering XRS3 X-Ray Source
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6. THERMOGRAPHY BENCHTOP TESTING

Based on the design down select performed in Section 5, a lightweight thermography
system was developed and tested. The following sections describe the initial
thermography benchtop testing that was performed to verify the potential effectiveness
of this system and ascertain the parameters that will be critical for deploying a
thermography system on a drone platform. In particular, this test plan had the
following goals:

• Characterize the effectiveness of the heat sources proposed in Section 5.3.1.3
to generate a temperature gradient sufficient for inspecting flaws in fiberglass
wind blades. This characterization includes the following:

1. How much thermal gradient is required (i.e., how long does the
surface need to be heated for)?

2. What duration of IR video is required (i.e., how does this
inspection technique affect SkySpecs' flight strategy)?

• Establish the viability, depth-of-penetration, and usage space for
thermography inspections of solid laminate and sandwich construction regions
of a blade.

6.1.1. Thermography System

A FLIR Vue Pro R 640x512 resolution IR camera with a 19mm lens was initially
selected for the thermography system. The camera is a miniature lightweight 30 Hz
Vandium Oxide (VOx) microbolometer longwave IR camera based on FLIR's Tau
core with features specifically designed for drones (e.g., USB power, SD card,
smartphone app control). The 19mm lens was selected because it has the narrowest
available field of view (FOV), which is desirable based on the approximately 6m
distance that the SkySpecs drone flies from the blades. However, after completing
initial exploratory testing, it was determined that the added Vue Pro R features limited
complete control of the Tau core. In particular, the camera did not allow the user to
access the pre-automatic gain control (AGC) data. The resulting post-AGC data
would periodically update the thermal contrast of an image, which adversely affected
the temperature vs. time history, as shown in Figure 6-1.
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Figure 6-1: Example of Inadequate Temperature vs. Time History on the
FLIR Vue Pro R

After determining that the FLIR Vue Pro R would not work for this application,
alternative options were reviewed. The FLIR Tau 2, without the undesirable added
capabilities, and FLIR Boson cores were both considered. Ultimately, the new FLIR
Boson was selected for its size, weight, and power consumption properties. The FLIR
Boson is a new, even smaller VOx microbolometer longwave IR camera core.
Currently, only the 320x256 resolution option is available, although a 640x512
resolution should be considered in the future. A 9.1 mm lens was selected as a
balance between FOV and lens weight. The incredibly small size of the Boson is of
particular interest and may enable SkySpecs to place the IR camera on the same
gimbal as their existing visible spectrum camera. Also, because the Boson does not
include the extra module for drone features, Sandia and SkySpecs will be able to use
additional features, such as tapping into the cores raw, pre-AGC video feed.

6.1.1.1. Infrared Camera Settings

For our benchtop testing, the FLIR Boson is controlled by the Windows FLIR Boson
Application, version 1.3.0. Both the camera settings and video capture is controlled
by this utility, which is available for Windows, macOS, and Linux. Note that newer
versions of the software appear to have limited access to a number of camera settings
and should be used with caution.

To install the program (and the camera's drivers), the software needs to be
downloaded from the following page and installed before connecting the camera with
a USB cable.

https://groupgets.com/manufacturers/flir/products/boson
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Once installed, connect the camera and open the FLIR Boson Application. Select the
appropriate Port and Device, as highlighted in Figure 6-2.

FUR Boson Application v1.3.0
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N/A
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START Video
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g:1111

Take
Snapshot
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Zoom
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Nerd
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COM7
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Figure 6-2: Screenshot of FLIR Boson Application Highlighting Port and
Device Selections

After connecting the camera, several settings need to be changed or confirmed to
ensure the video is captured correctly. The objective is to capture video in the highest
quality (16-bit TIFF sequence) and prior to the software applying Automatic Gain
Control (AGC). The AGC applies various video processing such as real-time contrast
adjustment that can affect the temperature vs. time history. Another important setting
to verify is the Flat Field Correction (FFC). FFC compensates for temporal drift and
pixel non-uniformity by closing a shutter to provide a flat field for adjusting the
nominal value of each pixel. To prevent this from occurring mid-inspection, it's
important to set the FFC to manual and perform the operation immediately prior to
testing. A 16 frame FFC integration period is selected to achieve the maximum
reduction of spatial noise. Note that while a 16 frame integration period requires the
greatest amount of time, this is inconsequential because it is performed prior to
inspection.

The settings to change or confirm are:

• USB Video Mode: IR16 (see Figure 6-3)

• XP Video Tap Point: Pre-AGC (see Figure 6-4)

• FFC Mode: Manual (see Figure 6-5)

• FFC Integration Period: Sixteen Frames (see Figure 6-5)
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• Frame Rate: 60 FPS (see Figure 6-6)

• Quality: N/A (grayed out for IR16 USB Video Mode) (see Figure 6-6)

• File Save Path: Set to User's Preference (see Figure 6-6)

• File Name Prefix: Set to Test Specimen ID (see Figure 6-6)

FUR ROSOR ApplicatnYlv13-0

Imam
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*FLIR

LISB VIDEO MOOE CONTROIS

USE Video Enabled

LEEN Video Mode

0 • uvc

Image Orientallion Mode
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Avemger Mode

Enabled • Deal,led

Deviee Select

FUR Video
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XP VIDEO WOE CONTRCCS

AGC CONTROLS

ADVANCED

Pore

Figure 6-3: Screenshot of FLIR Boson Application Highlighting USB
Video Mode Selection
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Figure 6-4: Screenshot of FLIR Boson Application Highlighting XP Video
Tap Point Selection
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Figure 6-5: Screenshot of FLIR Boson Application Highlighting FFC
Selections
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Selections

6.2. Heating Methods and Test Specimens

6.2.1. Heating Sources

Thermography requires a temperature gradient to identify the presence of flaws.
Typically, this heat gradient is generated by heating and then cooling the part (or vice
versa). As described in Section 5.3.1.3, the following heating methods were selected
for testing:

• Internal Forced Air — Heat Gun or hot air supply directed at the "inside" of
panel; panel must be part of an enclosure as in an actual blade [6.1, Figs. 7-
104 and 7-108]

• Solar Radiation — Sun/shade directed at the "outside' of the panel, horizontal
to the ground

• Flash Tubes — Thermal Wave Imaging's flash tubes system directed at the
"outside" of panel

Turbine operational heating was also considered, but the team determined that it
would be difficult to accurately test in a benchtop environment. Instead, it was
evaluated during drone integration testing in Section 0. Heating generated by the heat
gun directed to the "outside' of the panel was also considered, depending on the
effectiveness of the other methods. After initial testing, the concept was dropped due
to the effectiveness of the other methods, and in particular, the sun/shade method.
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6.2.2. Test Specimens

The following test specimens were selected in order to evaluate the effectiveness of
the thermography system in a benchtop configuration. The specimens are existing
fiberglass and fiberglass sandwich construction specimens designed with engineered
flaws [6.1]. Figure 6-7 shows an example of these specimens. Details about the
design of each of these specimens are provided in O.

• Sandwich construction — Specimen REF-STD-1-150-TPI-1

• Laminate "bricks" with flat bottom holes of controlled depth — actual wind
blade fiberglass laminate specimens (FGB-X) and Gll fiberglass laminates
(Gll-STD-X)

• Actual wind blade specimens with added flat bottom holes — Specimens
WIND-1-029, WIND-2-044, WIND-3 -110-SPAR-140, WIND-4-161

• Thin skin-foam core specimens from an aviation program but similar to wind
construction
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Figure 6-7: Front and Back Photos of G11 Solid Laminate Set with Flat
Bottom Holes

6.3. Testing Procedures and Results

6.3.1. Flash Tube Heating Testing

While not realistic from an integration standpoint, flash tube testing provides a
controlled setup that enables us to benchrnark the FLIR Boson camera. The goal of
these tests was to evaluate the effectiveness of the IR camera and gain some
prelirninary insights into the system's depth of penetration.
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For the flash tube tests, Sandia's existing Thermal Wave Imaging EchoTherm system
was utilized. The MOSAIQ software was used to control the flash duration, and the
FLIR Boson IR Camera was mounted to the flash hood, as shown below in Figure 6-8
and Figure 6-9. Note that the Raytheon Radiance HS IR Camera remained installed,
for simplicity, to prevent an error with the Thermal Wave Imaging MOSAIQ software.
The EchoTherm system uses two 5000 Joule xenon flash tubes, with adjustable power
and flash truncation options, that are triggered in conjunction with the Raytheon IR
camera.

Figure 6-8: FLIR Boson Installed on TWI EchoTherm Flash Tube System
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Figure 6-9: FLIR Boson Installed with Tripod Accessory and 1/4"-20
Screw

In addition to the IR thermal data, thermocouples were also used to measure the
temperature increase of the front and rear surface of the specimens, as well as the
ambient temperature. Figure 6-11 shows an image of the Omega HH1384 4-channel
thermocouple datalogger, which logs the temperature values of K-type thermocouples
at a 1 Hz sampling frequency.
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Figure 6-10: Thermocouple Locations: TC1 on the Front of Specimen,
TC2 on the Rear of Specimen, TC3 on EchoTherm Flash Tubes Unit

(Measuring Ambient Temperature)

183



112 OMEGA 38 
D EA T rt Local EE RR

4HCHH1AN4NEL TH
R 

MAX
MIN

TYPE TIME LARM

MEM SET READ

Figure 6-11: Omega HH1384 4-Channel Thermocouple Datalogger with
K-Type Thermocouples

Because the EchoTherm system is not setup to trigger the flash tubes and FLIR Boson
camera simultaneously, synchronizing the timing of the thermocouples, flash tubes,
and IR camera are important for post-processing the data. For this series of tests, the
synchronization was performed as follows.

• The IR camera is manually instructed to perform a FFC event, using FLIR
Boson Application.

• The IR camera is manually instructed to begin videoing, using FLIR Boson
Application.

• The flash tubes are initiated manually using the MOSAIQ software.

• A timer is started to measure the approximate IR camera data acquisition
duration.

• After the data acquisition duration is achieved, the IR camera is manually
instructed to stop videoing, using FLIR Boson Application.
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Because all these operations are manually performed, the timing is synchronized
during post-processing as follows.

• Thermocouples: Assume Tni,„ occurs at t= 0

• IR Video: Assume Tmax (i.e., highest pixel value) occurs at t = 0

Note that the video duration is approximate and subject to human error. The target
video durations are based on the following equation for the time required for the heat
to reach to rear surface, as described in Section 4.2.1, plus approximately 50% margin.

,, L2
t = —

7ra

where L is the thickness of the part at the location of the deepest flaw and a is the
thermal diffusivity. The thermal diffusivity is governed by the following equation.

k
a = —

pcp

where k is the thermal conductivity, p is the density, and cp is the specific heat
capacity. For fiberglass, these values are k = 0.288 W/m-°K, p = 1.8 g/cm3, and cp =
0.999 J/g-°K at 300 °K (from MATWEB for Gll fiberglass and
http ://materialdatabase . magnet. fsu. edu/G10.htm) . This yields a = 0.0016 cm2/s.

6.3.1.1. Test Matrix

In order to get the maximum depth of penetration, maximizing the heat input was a
priority. Therefore, the TWI EchoTherm system was set to 100% power for each test,
and the maximum flash duration of 30 ms was used. These settings are appropriate for
thick fiberglass specimens where maximum heat input is desired. Note that these
settings may not be appropriate for thin materials with high thermal diffusivities (e.g.,
thin sheets of aluminum), where long flash durations can oversaturate the IR video
frames of interest.

The decision was made not to improve the emissivity of the specimens by painting the
front surface matte black. While this would have improved the test results, it was
considered an unrealistic case because the current drone integration concepts do not
have plans for painting the surface of the wind blades.

For the flash tubes, the goal was to measure the maximum depth of penetration in
thick fiberglass composites, using thick specimens with flat bottom holes set at various
depths. Also, as a secondary goal, the plan was to confirm that the benchtop
thermography system, using the FLIR Boson IR camera, was proficient at observing
flaws in sandwich construction, which previous work [6.1] has demonstrated that
thermography is well suited for.

Based on these considerations, the test matrix in Table 6-1 was developed.
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Table 6-1: Flash Tubes Test Matrix

Specimen Comments

G11-STD-1

G11-STD-2

G11-STD-3

G11-STD-4 Contain deeper flaws. Decide whether to
test based on G11-STD-3 test results

G11-STD-5

FGB-1

FGB-2

FGB-3

FGB-4

REF-STD-1-
050-TPI-1

WIND-1-029

WIND-2-044

WIND-3-110-
SPAR-140

Contain deeper flaws. Decide whether to
increase duration based on G11-STD-3
test results

WIND-4-161

WIND-5-180

WIND-6-180-
SPAR-220

GLF-S05-C4T2 Use experience on timing from REF-
STD-1-050-TPI-1

GLF-S05-C4T2-
P5-02

GLF-SO4-C4T2

GLF-S05-C6T2

GLF-S06-C4T2

6.3.1.2. Data Acquisition

The following data for the flash tube testing was recorded.

• Date/Time

• Test Location (e.g., Building 894/Room 157)

• Location of Thermocouples
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• Test Specimen ID

• Test Number

• IR Camera Information — model, resolution, frame rate, serial number

• IR camera settings — file format and quality, automatic gain control (AGC)
settings, flat field correction (FFC) settings, target video duration

• Heat Source (i.e., TWI EchoTherm system with 2x 5000 Joule flash tubes)

• Flash Tubes Settings — power, duration

• Ambient Temperature in lab, per thermocouple reading

• Test notes

Screenshots of the flash tube testing template are shown in Figure 6-12.

Temp Data

Date Time Location (Location of Thermocouples) Test Specimen ID Test # IR Camera IR Camera Settings 

Format: 16-bit TIFF sequence

AGC Settings: Pre-AGC

FLIR Boson FFC: Manual, 16 frames

TC1 (K Type): Front, Top Left !Resolution: 320x256 integration, performed

TC2 (K Type): Back, Top Left Frame Rate: 60 Hz immediately before test

894/157 TC3 (K Type): Air G11-STD-1 s/N: 2338 Target Video Duration: TBD

Heat Source Heat Source Settings

TWI EchoTherm

Flash Tubes

Air Temperature Notes

Flash Duration: 30 ms Recorded by TC3

Flash Power Level: 100% , prior to test 

Figure 6-12: Screenshots of Flash Tube Testing Data Acquisition Form

6.3.1.3. Test Procedure

1. Apply thermocouples TC1 and TC2 to front and rear surfaces (as shown in
Figure 6-13 and Figure 6-14) with flash breaker tape.

2. Connect thermocouples to Omega HH1384 4-channel thermocouple datalogger,
including TC3 for ambient temperature.

3. Turn on laptop, thermocouple datalogger, TWI EchoTherm flash tube system,
and FLIR Boson IR Camera (plug the USB cable into the laptop).

4. Open FLIR Boson Application, connect to IR Camera (e.g., COM7), and double
check camera settings.

5. Open D4IThermoMeter software and connect to thermocouple datalogger (e.g.,
COM6).
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6. Wait approximately 15 minutes for IR Camera to warm up and thermocouples
to stabilize.

7. Open MOSAIQ software and set up a flash of the intended duration.

8. Start recording thermocouple data.

9. Perform a manual FFC event, using the FLIR Boson Application.

10. Start recording video, using the FLIR Boson Application.

11. Start timer to measure the approximate IR video duration.

12. Provide power to flash tubes in MOSAIQ.

13. Stop recording video in the FLIR Boson Application when the timer
approximately reaches the target video duration.

14. Stop recording thermocouple data and save file to laptop.
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Figure 6-13: Approximate Location of TC1
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Figure 6-14: Approximate Location of TC2

6.3.1.4. Post-Processing Procedure

The post-processing procedure was based on the modified TSR algorithm that was
described in Section 5.3.1.4 using the MATLAB function in Appendix B.2. The
MATLAB function takes the FLIR Boson's .tiff files as an input and outputs the
following:

• TIFF stack of TSR data (200 frames)

• TIFF stack of lst Derivative TSR data (200 frames)

• TIFF stack of 2nd Derivative TSR data (200 frames)

• Log File (see Figure 6-15)

These TIFF stacks can then be manually reviewed to look for contrast between the
areas with flaws and the surrounding "clean" area. Examples of these results are
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provided in the next section. More advanced automated analyses may be possible
with future work, as described in Section 8.1.2.

Additionally, a log file is generated to provide the information required to repeat the
same post-processing parameters. The Region of Interest values are of particular
interest because these are manually selected with a cursor and are therefore difficult to
reproduce.

Filename: Boson_Capture_35.tiff

Date/Time Processed: 31-Oct-2017 10:43:14

TSR Skipped Frames: 0
Calculated Flash Bulb Frame Number: 1

Framerate: 60
Polynomial Degree: 6
Rotation (Degrees): 0

Selected Region of Interest (pixels):
xmin ymin width height
38 53 250 170

Elapsed -ine: 64.6 se:

Figure 6-15: Example Log File

6.3.1.5. Results

Overall, the flash tube test series yielded excellent results. The Gll-STD-X and wind
blade test specimens provided information on the maximum depth of penetration of
the flash tube system with FLIR Boson IR camera. As shown in Figures 6-16 through
6-22 and summarized in Table 6-2, the maximum discernable depth of penetration is
approximately .25 inches, including one case as high as .330 inches. The .260 inch
deep flaw on G11-STD-3 may have been barely visible and could likely be found with
some optimization of the system and specimen (e.g., reducing surface reflection,
removing the black lines and text). Likewise, the performance on WIND-2-044-
SPAR-085 likely could be further optimized to mitigate some reflection issues caused
by the glossy surface.

The other goal of the study was to evaluate the flash tube system's ability to find flaws
in fiberglass and foam sandwich construction specimens. As expected, the system
performed extremely well at finding all the flaws in the sandwich construction as
shown in Figures 6-23 through 6-30. This result was particularly encouraging because
fiberglass and foam or balsa core sandwich stmctures represent a large area of the total
wind blade structure.
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While the team does not plan to integrate a flash tube system on a drone platform, this
test series demonstrated that the FLIR Boson along with the modified TSR algorithm
are capable of finding similar defects as commercial systems with much larger and
more expensive IR cameras.

Table 6-2: Flash Tubes Solid Laminate Depth of Penetration Results

Specimen ID All Flaws
Visible?

Deepest Flaw
Observed (in)

G11-STD-1 Yes .050

G11-STD-2 Yes, but barely .180

G11-STD-3 No .220, possibly .260

WIND-1-029 Yes .256

WIND-2-044-SPAR-085 No .164, some issues
with reflection

WIND-3-110-SPAR-150 No .240

WIND-4-161 No .330, but barely

04 •

Figure 6-16: G11-STD-1 Flash Tubes Test 1 Results for TSR (at 180
frames), 1D (at 189 frames), and 2D (at 180 frames)
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Figure 6-17: G11-STD-2 Flash Tubes Test 1 Results for TSR (at 195
frames), 10 (at 200 frames), and 2D (at 184 frames)

Figure 6-18: G11-STD-3 Flash Tubes Test 1 Results for TSR (at 165
frames), 10 (at 190 frames), and 2D (at 172 frames)
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Figure 6-19: WIND-1-029 Flash Tubes Test 3 Results for TSR (at 164
frames), 1D (at 185 frames), and 2D (at 149 frames)

Figure 6-20: WIND-2-044-SPAR-085 Flash Tubes Test 2 Results for TSR
(at 182 frames), 1D (at 194 frames), and 2D (at 176 frames)
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Figure 6-21: WIND-3-110-SPAR-150 Flash Tubes Test 1 Results for TSR
(at 161 frames), 1D (at 172 frames), and 2D (at 177 frames)

Figure 6-22: WIND-4-161 Flash Tubes Test 1 Results for TSR (at 200
frames), 1D (at 184 frames), and 2D (at 200 frames)
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Figure 6-23: GLF-S05-C4T2 Flash Tubes Test 3 Results for TSR (at 91
frames), 1D (at 73 frames), and 2D (at 61 frames)

1
N

Figure 6-24: GLF-S05-C4T2 Flash Tubes Test 4 Results for TSR (at 123
frames), 1D (at 173 frames), and 2D (at 68 frames)
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Figure 6-25: GLF-SO4-C4T2 Flash Tubes Test 1 Results for TSR (at 114
frames), 1D (at 152 frames), and 2D (at 120 frames)

Figure 6-26: GLF-S05-C6T2 Flash Tubes Test 1 Results for TSR (at 120
frames), 1D (at 141 frames), and 2D (at 93 frames)
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Figure 6-27: GLF-S05-C6T2 Flash Tubes Test 2 Results for TSR (at 77
frames), 1D (at 134 frames), and 2D (at 87 frames)

Figure 6-28: GLF-S06-C4T2 Flash Tubes Test 1 Results for TSR (at 106
frames), 1D (at 138 frames), and 2D (at 85 frames)
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Figure 6-29: GLF-S06-C4T2 Flash Tubes Test 2 Results for TSR (at 116
frames), 10 (at 122 frames), and 2D (at 112 frames)

•

Figure 6-30: REF-STD-1-050-TPI-1 Flash Tubes Test 1 Results for TSR (at
89 frames), 10 (at 67 frames), and 2D (at 87 frames)
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6.3.2. lnternal Forced Air (Heat Gun) Heating Testing

Internal forced air heating provided a unique set of attributes compared to the other
methods. A diverse set of heating methods was desirable to mitigate the risk of that all
of the heating techniques proved to be infeasible. In particular, internal heating
provided a backup plan for solar radiation, which prior to testing was a significant
technical risk, and flash tube heating, which has substantial integration challenges.
The goal of these tests was to evaluate the heating gradient (i.e., the internal blade
temperature — ambient external blade temperature) required as well as an opportunity
to compare and contrast front and rear surface heating, with respect to depth of
penetration. Because of the difficulty in heating foam or balsa core sandwich
structures with low thermal conductivities, only solid laminate structures were
considered.

To emulate the internal heating of a wind blade, an insulated structure was required
that would enable the rear surface of a specimen to be heated while the front surface
was subjected to ambient temperature. The solution that was selected was a double
cardboard box with an internal cavity that can be heated with a hot air gun (see Figure
6-31). This internal cavity was thermally insulated from ambient temperatures by a
layer of denim insulation as shown in Figures 6-32 to 6-34. A rectangular hole that
was sized slightly smaller than the test specimen enabled the rear surface of the
specimen to be subjected to the heated internal cavity. Figure 6-35 depicts this
rectangular hole, and Figure 6-36 shows the thermocouple location used to measure
the internal temperature of the cavity. Meanwhile, Figure 6-37 shows the complete
experimental setup, including the FLIR Boson IR camera mounted on a tripod, the
thermocouple datalogger, the heat gun, and an installed test specimen.

Figure 6-31: Master Appliance Corp. H6501 L 14 Amp Heat Gun
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Figure 6-32: Insulated Double Box Construction
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Figure 6-33: Heat Gun Installation

Figure 6-34: Final Insulation Installation
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Figure 6-35: Access to Hot Air Cavity to Expose the Rear Surface of the
Test Specimens

Figure 6-36: Location of Thermocouple TC3
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Test Specimen

Thermocoupie

System

Figure 6-37: Internal Forced Air (Heat Gun) Heating Experimental Setup

As described later in Section 6.3.2.5, the rear surface heating provided unique
challenges. One of these challenges was the design of the flat bottom holes. By
machining the flat bottom holes from the rear surface, they typically simulate a
disbond when inspected from the front surface. However, when heated from the rear
surface, the thinner fiberglass above the flat bottom hole heated significantly quicker
than the full thickness regions. In order to achieve a more accurate disbond-
representative flaw, aluminum tape was added to the rear surface side of each flat
bottom hole, as shown in Figure 6-38.
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Figure 6-38: Aluminum Tape Added to Rear Surface Over Flat Bottom
Holes

6.3.2.1. Test Matrix

In order to get the maximum depth of penetration, maximizing the rear surface
temperature, without damaging the fiberglass specimens, was a priority. In order to
determine the thermography system's sensitivity to temperature gradient, a number of
scoping tests were performed to identify an appropriate range of heating durations.

For the internal force air heating, the goal was to measure the maximum depth of
penetration in thick fiberglass composites, using thick specimens with flat bottom
holes set at various depths. Therefore, only the G11-STD-X and FGB-X specimens
were selected for testing. Similar to the other benchtop tests, the decision was made
not to improve the emissivity of the specimens by painting the front surface matte
black.

Based on these considerations, the test matrix in Table 6-3 was developed.

Table 6-3: Internal Forced Air Heating Test Matrix

Specimen Comments

G11-STD-1

G11-STD-2

Gll-STD-3
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Gll-STD-4

G11-STD-5

FGB-1

FGB-2

FGB-3

FGB-4

Contain deeper flaws. Decide whether
to test based on G11-STD-3 test results

6.3.2.2. Data Acquisition

The following data for the internal forced air testing was recorded.

• Date/Time

• Test Location (e.g., Building 894/Room 157)

• Location of Thermocouples

• Test Specimen ID

• Test Number

• IR Camera Information — model, resolution, frame rate, serial number

• IR camera settings — file format and quality, automatic gain control (AGC)
settings, flat field correction (FFC) settings, target video duration

• Heat Gun Settings

• Heating Duration

• Heating Box Air Temperature, per thermocouple reading

• Ambient Temperature in lab, per thermocouple reading

• Test notes

Screenshots of the flash tube testing template are shown in Figure 6-39.
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Date

Time (approx. time

specimen is placed

in the heat gun box,

to the minute) Location

Temp Data

(Location of Thermocouples) Test Specimen ID Test it IR Camera

Heating: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

5/31/2017 4:06pm Cooling: 894/157 TC4 (K Type): Room G11-STD-2 1 S/N: 2338

IR Camera Settings

Heat Gun Heating Heating Box Air Inside Air

Settings Duration (s) Temperature (I) Temperature (I) Notes (Peak Temperatures are approximate)

Format: 16-bit TIFF sequence (1R16)

AGC Setti ngs: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Recorded by TC3

peak temperature

Recorded by

average TC4

temp during

heating and Video File: Boson_Capture_13.tiff

Video Duration (after heating): 65 Hot 15 during heating cooling/videoing Peak Temp: 108° F

Figure 6-39: Screenshots of Internal Forced Air Testing Data Acquisition
Form

6.3.2.3. Test Procedure

1. Apply thermocouples TC1 and TC2 to front and rear surfaces (as shown in
Figure 6-13 and Figure 6-14) with flash breaker tape.

2. Connect thermocouples to Omega HH1384 4-channel thermocouple datalogger,
including TC3 for ambient temperature and TC4 for internal box temperature.

3. Turn on laptop, thermocouple datalogger, TWI EchoTherm flash tube system,
and FLIR Boson IR Camera (plug the USB cable into the laptop).

4. Open FLIR Boson Application, connect to IR Camera (e.g., COM7), and double
check camera settings.

5. Open D4IThermoMeter software and connect to thermocouple datalogger (e.g.,
COM6).

6. Wait approximately 15 minutes for IR Camera to warm up and thermocouples
to stabilize.

7. Start recording thermocouple data.

8. Perform a manual FFC event, using the FLIR Boson Application.

9. Start timer to measure the approximate heating and IR video duration.

10. Start recording video, using the FLIR Boson Application.

11. Turn on heat gun on hot mode.

12. Turn off the heat gun after reaching the target heating duration.

13. Stop recording video in the FLIR Boson Application when the timer
approximately reaches the target video duration.

14. Stop recording thermocouple data and save file to laptop.

206



6.3.2.4. Post-Processing Procedure

Unlike the other heating methods, which provided front surface heating, the internal
forced air heating tests were not post-processed using our modified TSR algorithm.
That algorithm is specifically designed to observe the front surface temperature decay
after subjecting the front surface to a heat source. While this testing method would
benefit from a similar type of analysis (e.g., noise smoothing from polynomial fitting),
the derivation of the thermal equations and post-processing algorithm is outside of this
project.

Instead, the post-processing procedure focused on optimizing the contrast of the raw
data images by cropping the region of interest and converting the 16 bit IR camera
pixel values to 8 bit images that utilized the full 8 bit grayscale range (i.e., 0 to 255).
The MATLAB function used to process these results and save log files is provided in
Appendix B.3.

6.3.2.5. Results

Overall, the internal forced air heating test series yielded positive results. An
interesting early result was the difference in how the flat bottom holes responded to
rear surface heating. As shown in Figure 6-40, without the addition of aluminum tape,
the flat bottom holes provided hot (i.e., white) regions. This is because the flat bottom
holes created a thinner fiberglass region, which were easier to heat, compared to the
full thickness of the rest of the specimen. To correct this issue, aluminum tape was
added to each flat bottom hole to isolate an air pocket that was more representative of
a disbond. This change resulted in colder (i.e., darker) regions, as expected.

Figure 6-40: G11-STD-3 Internal Forced Air Test Results for Test 3 (No
Aluminum Tape), and Test 4 (Aluminum Tape Added)

The G1 1 -STD-X specimens provided information on the maximum depth of
penetration of the flash tube system with FLIR Boson IR camera. As shown in
Figures 6-43 through 6-44 and summarized in Table 6-4, the maximum discernable
depth of penetration is at least .900 inches, which was the maximum flaw depth tested.
This excellent depth of penetration is attributed to the large thermal gradient that is
possible using rear surface forced air heating. The heating durations were also worth
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noting. For even the deepest flaws, only approximately 120 seconds of heating was
required.

While the team does not plan to integrate an internal forced air heating system within
the scope of this project, this test series demonstrated that internal forced air heating is
capable of identifying deep subsurface flaws in the spar cap structure of a wind turbine
blade. If the integration challenges can be addressed, this type of system has
significant benefits.

Table 6-4: Internal Forced Air Heating Solid Laminate Depth of
Penetration Results

Specimen ID All Flaws
Visible?

Deepest Flaw
Observed (in)

G11- STD-1 Yes .050

G11-STD-2 Yes .180

G11-STD-3 Yes .450

G11-STD-4 Yes .900 (1.000 inch
does not include a
flat bottom hole)

Figure 6-41: G11-STD-1 Internal Forced Air Test Results for Test 2 (15s)
of Heating
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Figure 6-42: G11-STD-2 Internal Forced Air Test Results for Test 3 (15s)
and Test 4 (30s) of Heating

Figure 6-43: 011-STD-3 Internal Forced Air Test Results for Test 7 (15s),
Test 6 (30s), and Test 4 (60s) of Heating
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Figure 6-44: G11-STD-4 Internal Forced Air Test Results for Test 3 (120s)
of Heating

6.3.3. Solar Radiation (Sun/Shade) Heating Testing

One of the most promising sources of thermal gradients is solar radiation. Because
solar radiation has the potential to provide high input energy to the surface of the part,
the concept is basically a higher heat, longer duration version of the flash tubes
concept. The proposed method for generating the thermal gradient is:

• Stabilize wind blade temperatures at near ambient temperature by exposing
them to forced convection due to normal turbine operation.

• Provide heat to the surface of the blade by stopping the turbine and pitching
the blade surface into direct sunlight.

• Remove heat source by pitching the blade out of direct sunlight.

• Observe the change in surface temperature as the heat diffuses down into the
blade.

To recreate this testing in a benchtop environment, specimens were thermally soaked
until they reached approximately ambient indoor temperature. Then, the specimen
was exposed to direct sunlight for a predetermined duration. After that, the heat
source was removed by blocking the direct sunlight with a shade. Once the heat
source was removed, the FLIR Boson IR camera was used to observe the temperature
diffusing down into the specimen. Figure 6-45 and Figure 6-46 show examples of the
experimental setup in direct sunlight and shade.

The goal of these tests was to demonstrate the solar radiation concept on a small scale
and decide if the concept was feasible. Also, these experiments were designed to help
establish guidelines on the required heating durations. Finally, these experiments were
designed to assess if this approach is compatible with our modified TSR data
processing strategy.
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FLIR Boson

IR Camera

Thermocouple

System

Figure 6-45: Solar Radiation Experimental Setup
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Figure 6-46: Solar Radiation "Shade" Testing

The strategy for thermocouple data acquisition and IR data acquisition duration are the
same as Section 6.3.1. In addition to these data requirements, the solar irradiance was
also recorded by using Sandia's onsite Photovoltaic Systems Evaluation Laboratory.
A MATLAB function was developed to record the global normal solar irradiance for
each thermography test by recording data from the Sandia Photovoltaic website
(http://photovoltaics.sandia.gov/weather/Weather.htm). A copy of this MATLAB
function is provided in Appendix B.4.

Because this is an open setup, synchronizing the timing of the thermocouples,
sun/shade, and IR camera are important for post-processing the data. For this series of
tests, the synchronization was performed as follows.

• The IR camera is manually instructed to perform a FFC event, using FLIR
Boson Application.

• The IR camera is manually instructed to begin videoing, using FLIR Boson
Application.
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• The specimen is exposed to direct sunlight, by rolling the cart into the sun.

• A timer is started to measure the approximate exposure to direct sunlight.

• After the specified duration of direct sunlight exposure, a cardboard sheet is
used to shade the specimen.

• After the data acquisition duration is achieved, the IR camera is manually
instructed to stop videoing, using FLIR Boson Application.

Because all these operations are manually performed, the timing is synchronized
during post-processing as follows.

• Thermocouples: Assume Tmax occurs at t = 0

• IR Video: Assume Tm„ (i.e., highest pixel value) occurs at t = 0

• Solar Irradiance: Average global normal solar irradiance values for the hour
that testing occurred.

6.3.3.1. Test Matrix

In order to maximize the depth of penetration for the solar radiation concept, a
balanced approach to the duration of direct sunlight exposure was required.
Additional time in direct sunlight increases the total heat input, which increases the
depth of penetration. However, too much time in the sun allows the heat to begin
diffusing down into the part prior to performing the inspection. This premature
thermal diffusion results in data loss, particularly near the surface. In our case, the
low thermal diffusivity of fiberglass allows us to provide a relatively high total heat
input without sacrificing too much data. Also, less heating time requires less turbine
stoppage time, which is more cost efficient. In the end, it was determined that scoping
experiments should be performed to ascertain what durations of heat input work best.

Like the other benchtop tests, the decision was made not to improve the emissivity of
the specimens by painting them matte black. While this would have improved the test
results, it was considered an unrealistic case because the current drone integration
concepts do not have plans for painting specimens.

For the solar radiation tests, the primary goal was to measure the maximum depth of
penetration in thick fiberglass composites, using thick specimens with flat bottom
holes set at various depths. Also, as a secondary goal, the plan was to find a suitable
range for the duration of direct sunlight exposure.

Based on these considerations, the test matrix in was developed.
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Table 6-5: Solar Radiation Test Matrix

Specimen Comments

Gll-STD-1

G11-STD-2

Gll-STD-3

G11-STD-4 Contain deeper flaws. Decide whether to test
based on G11-STD-3 test results

G11-STD-5

FGB-1

FGB-2

FGB-3

FGB-4

REF-STD-1-
050-TPI-1

DRY-SPOTS

WIND-1-029

WIND-2-044

WIND-3-110-
SPAR-140

Contain deeper flaws. Decide whether to
increase duration based on G11-STD-3 test
results

WIND-4-161

WIND-5-180

WIND-6-180-
SPAR-220

GLF-S05-C4T2 Use experience on timing frorn REF-STD-1-
050-TPI-1

GLF-505-C4T2-
P5-02

GLF-504-C4T2

GLF-S05-C6T2

GLF-S06-C4T2

6.3.3.2. Data Acquisition

The following data for the flash tube testing was recorded.

• Date/Time

• Test Location (e.g., Building 894/Roorn 157)
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• Location of Thermocouples

• Test Specimen ID

• Test Number

• IR Camera Information — model, resolution, frame rate, serial number

• IR camera settings — file format and quality, automatic gain control (AGC)
settings, flat field correction (FFC) settings, target video duration

• Global Normal Solar Irradiance — recording method, data filename

• Heating Duration

• Ambient Outside Temperature near specimen, per thermocouple reading

• Test notes

Screenshots of the flash tube testing template are shown in Figure 6-47.

Date

Time (approx. time

specimen is placed on

outside table, to the

minute) Location

Temp Data

(Location of Thermocou les) Test S ecimen ID Test # IR Camera

Heating: Outside (West) of 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

6/14/2017 2:35pm Cooling: 894/157 TC3 (K Type): Air G11-STD-2 1 S/N: 2338

IR Camera Settin s

Global Normal Solar Heating Outside Air

Irradiance Duration (s) Tem erature

Inside Air

Tem erature

'Notes (Transition lime is the approx. time

re uired to move the part into the shade

Recorded by MATLAB

Recorded by TC3

peak temperature

during heating

Video File: Boson_Capture_74.tiff

Thermocouple File: 051

Format: 16-bit TIFF sequence (IR16) PV_Website_Read Also recorded by Transition Time: 9s

AGC Settings: Pre-AGC function every 1 MATLAB Part placed on plastic rails to provide an

FFC: Manual, 16 frames integration,

performed immediately before test

minute

File: Solar Irradiance

PV_Website_Read

function every 1 Recorded by TC3

airgap under the part

After this test this rails were moved in

Video Duration (after heating): 30 Data 6-14-17.xlsx 30 minute after test slightly to prevent them from contacting TC2

Figure 6-47: Screenshots of So ar Radiation Testing Data Acquisition
Form

6.3.3.3. Test Procedure

1. Start collecting solar irradiance data by running MATLAB function
PV Website Read.

2. Apply thermocouples TC1 and TC2 to front and rear surfaces (as shown in
Figure 6-13 and Figure 6-14) with flash breaker tape.

3. Connect thermocouples to Omega HH1384 4-channel thermocouple datalogger,
including TC3 for ambient temperature.
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4. Turn on laptop, thermocouple datalogger, TWI EchoTherm flash tube system,
and FLIR Boson IR Camera (plug the USB cable into the laptop).

5. Open FLIR Boson Application, connect to IR Camera (e.g., COM7), and double
check camera settings.

6. Open D4IThermoMeter software and connect to thermocouple datalogger (e.g.,
COM6).

7. Wait approximately 15 minutes for IR Camera to warm up and thermocouples
to stabilize.

8. Start recording thermocouple data.

9. Move the specimen outside into direct sunlight.

10. Start timer to measure the approximate heating duration.

11. After reaching the target heating duration, perform a manual FFC event, using
the FLIR Boson Application.

12. Start recording video, using the FLIR Boson Application.

13. Start timer to measure the approximate IR video duration.

14. Stop recording video in the FLIR Boson Application when the timer
approximately reaches the target video duration.

15. Stop recording thermocouple data and save file to laptop.

6.3.3.4. Post-Processing Procedure

The general solar radiation testing post-processing strategy was the same as flash
tubes testing. In effect, the solar radiation replaced the flash tubes, and the strategy for
observing the subsequent temperature decay of the front surface of the specimen
remains the same. The main difference is that the testing was performed in a more
open environment than the TWI EchoTherm flash hood. This required special
consideration to ensure that outside influences, such as reflections, did not disrupt the
data and/or post-processing algorithm (e.g., a reflection could cause the algorithm to
incorrectly determine the frame with the maximum temperature).

6.3.3.5. Results

Overall, the solar radiation test series produced excellent results. The G11-STD-X,
FGB-X and wind blade test specimens provided information on the maximum depth of
penetration of the solar radiation concept. As shown in Figures 6-48 through 6-57 and
summarized in Table 6-6, the maximum discernable depth of penetration approaches
one inch for long (e.g., several minutes) IR video durations. These results are
particularly encouraging and suggest that a solar radiation heating method could
inspect the majority of the wind blade structure, with the exception being deep
subsurface flaws in the spar cap or bond line.
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Also, similar to flash tubes, the thermography system performed extremely well at
finding all the flaws in the sandwich construction as shown in Figures 6-59 through
6-61. One caveat with these results is that the system had issues with the GLF series
of specimens, due to their glossy surface. This is not expected to be a significant issue
with the more matte finish of the wind blade paint.

The solar radiation intensity values were fairly consistent throughout testing, as shown
in Appendix D. Additional work will be required to demonstrate that wind farm
locations and/or times of the year with less solar radiation are adequate to provide
results of a consistently high quality.

Table 6-6: Solar Radiation Solid Laminate Depth of Penetration Results

Specimen ID All Flaws Visible? Deepest Flaw
Observed (in)

Gll-STD-2 Yes .180

G11-STD-3 No .350

Gll-STD-4 No .500

F GB-1 Yes .650

FGB-2 Yes, after long
video duration

.950

WIND-1-029 Yes .256

WIND-2-044- SPAR-085 Yes (not counting
bondline flaws)

.328

WIND-3-110-SPAR-150 No .480

WIND-4-161 No .660
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Figure 6-48: G11-STD-2 Solar Radiation Test 1 Results for TSR (at 1
frames), 10 (at 188 frames), and 2D (at 168 frames)

Figure 6-49: G11-STD-3 Solar Radiation Test 2 Results for TSR (at 170
frames), 10 (at 190 frames), and 2D (at 172 frames)
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Figure 6-50: G11-STD-4 Solar Radiation Test 2 Results for TSR (at 161
frames), 1D (at 193 frames), and 2D (at 181 frames)

Figure 6-51: FGB-1 Solar Radiation Test 2 Results for TSR (at 200
frames), 1D (at 200 frames), and 2D (at 200 frames)
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Figure 6-52: FGB-2 Solar Radiation Test 1 Results for TSR (at 200
frames), 10 (at 187 frames), and 2D (at 167 frames)

Figure 6-53: FGB-2 Solar Radiation Results — Screenshot of Raw Video
Several Minutes After Test 1
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Figure 6-54: WIND-1-029 Solar Radiation Test 2 Results for TSR (at 132
frames), 10 (at 181 frames), and 2D (at 172 frames)
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Figure 6-55: WIND-2-044-SPAR-085 Solar Radiation Test 1 Results for
TSR (at 176 frames), 10 (at 135 frames), and 2D (at 172 frames)
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Figure 6-56: WIND-3-110-SPAR-140 Solar Radiation Test 1 Results for
TSR (at 105 frames), 10 (at 185 frames), and 2D (at 174 frames)

Figure 6-57: WIND-4-161 Solar Radiation Test 1 Results for TSR (at 200
frames), 1D (at 177 frames), and 2D (at 173 frames)
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Figure 6-58: DRY-SPOTS Solar Radiation Test 2 Results for TSR (at 170
frames), 1D (at 167 frames), and 2D (at 200 frames)

Figure 6-59: REF-1-STD-050-TPI-1 Solar Radiation Test 1 Results for TSR
(at 1 frames), 1D (at 122 frames), and 2D (at 79 frames)
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Figure 6-60: GLF-S06-C4T2 Solar Radiation Test 2 Results for TSR (at 71
frames), 10 (at 156 frames), and 2D (at 132 frames)
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Figure 6-61: GLF-S05-C6T2 Solar Radiation Test 1 Results for TSR (at
157 frames), 10 (at 187 frames), and 2D (at 178 frames)

6.4. Conclusions

All three testing methods were successful in identifying engineered flaws in wind
blade specimens. While flash tubes and internal forced air showed promise, solar
radiation was selected as the most promising technique for drone integration testing.
The method consistently detected flaws greater than .500 inches deep, and in one case,
detected a flaw as deep as .950 inches. In addition to providing good depth of
penetration and successful inspection of both solid laminates and sandwich structures,
solar radiation is also the most feasible concept for immediate integration. Section 0
provides details on the initial integration of this technique.

Finally, some concepts for future work as well as lessons learned from these tests are
provided in Section 0.
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7. THERMOGRAPHY DRONE INTEGRATION TESTING

Based on successful benchtop testing, the team identified solar radiation as the most
promising concept for drone integration tests. The team also performed some
evaluations on turbine operational heating, which could not be evaluated during
benchtop testing. The following sections detail the team's thermography system
integration efforts as well as the results of these tests.

7.1. IR Camera Integration

7.1.1. Hardware Integration

The FLIR Boson was selected in part due to its small size which allows it to fit on the
existing gimbal. For initial testing, attaching the Boson required replacing the digital
camera, as shown in Figure 7-1. The Boson was attached to the gimbal using the
Boson tripod mount accessory with a standard 1/4"-20 thread (Figure 7-2). The power
supply and data connection was achieved using the USB connector on the Boson VPC
kit (Figure 7-3).

Figure 7-1: FLIR Boson Mounted on Gimbal Using Boson Tripod Mount
Accessory
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Figure 7-2: FLIR Boson Tripod Mount Accessory

Figure 7-3: FLIR Boson VPC Kit

Moving forward, the plan is to simultaneously use the digital camera and IR camera.
In this case, the digital camera would be fastened in its usual location in the center of
the gimbal, and the Boson would be fastened to the side of the camera with Velcro.
The Boson tripod mount accessory would no longer be required and could be removed
to save weight.

7.1.2. Software lntegration

For the benchtop testing described in Section 6, the Boson was controlled through the
Windows FLIR Boson Application GUI. However, in order to use the Boson on the
drone, we needed to control the video operations through additions to SkySpecs'
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software or the Linux command line. The team initially tried to use the FLIR Boson
Software Development Kit (SDK) to control the camera settings and capture video.
However, during initial attempts, the SDK appeared to be limited to capturing single
images rather than video at the full 60 Hz framerate.

Due to limitations with the SDK, the team transitioned to using the guvcview Linux
application which enables the user to record video from a wide range of camera types.
After encountering some initial issues with the configuration file not saving the
camera settings, the team was able to record the pre-AGC 16-bit video feed as a .raw
binary file. As expected, the binary files started with a set number of bits to document
header information (e.g., camera settings). These extra bits are easily removed.
However, the binary files also included an inconsistent number of bits between frames
that needed to be removed to process the IR data. In order to remove those bits, we
wrote a MATLAB function that is provided in Appendix B.1.

For the initial integration tests, the guvcview application was not incorporated into
autonomous drone control software. Therefore, for these initial tests, SkySpecs
connected a laptop to the sensor rig and used the command line to manually start
capturing video. The laptop was then disconnected prior to flying the drone toward
the wind turbine of interest.

Moving forward, multiple improvements should be made to software integration
strategy. First, the IR video capture software should be folded into the existing sensor
rig software. This will make it a repeatable operation and tie the results to the other
drone date such as position and orientation. Next, the SDK should be used to perform
a manual FFC operation immediately prior to beginning inspections to reduce signal
noise. Finally, the .raw output files need to be better understood in order to perform a
more robust method of accessing the IR data (i.e., understand and removing the bits
between frames).

7.2. Integration Testing

After performing hardware and software integration activities, the team progressed to
the initial drone integration testing. This initial integration test was a critical
milestone for the program and included the following goals:

• Demonstrate that the hardware and software integration strategy was effective.

• Evaluate IR camera performance in real life conditions (e.g., wind, sun/glare).

1. Determine if the lens selection and corresponding FOV are
adequate.

• Perform an initial assessment of the effectivity of the solar radiation heating
method in real life conditions.

• Evaluate the merits of the turbine operational heating concept, which was not
included in benchtop testing.

Ideally, this testing would be performed at a controlled wind farm environment, where
we would have prior information about wind blade flaw locations and repair history.
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Additionally, we would prefer follow-on access to the wind farm, in order to perform
detailed follow-up nondestructive inspections at a later time. Due to these priorities,
our first choice was to use the Department of Energy funded Sandia Scaled Wind
Farm Technology (SWiFT) facility in Lubbock, TX. This facility includes the use of
scaled (i.e., reduced size) blades to perform various research projects. As such, the
blades are occasionally removed from the turbine, which would enable us to perform
detailed nondestructive inspections on the ground, included phased array ultrasonic
inspections.

The team also considered various wind farms near the SkySpecs office. Close
proximity to SkySpecs and existing relationships between the wind farms and
SkySpecs would have provided a number of options for follow-on activities.

Ultimately, a constraint on the number of available drone assets limited our ability to
test at the SWiFT and sites local to SkySpecs. The team decided that the most
practical solution was for Sandia to join SkySpecs during one of their scheduled
inspection jobs at a wind farm site in Iowa. Note, that due to proprietary agreements
between SkySpecs and the wind farm, the exact site cannot be specified. However, it
is worth noting that the wind farm consists of fairly new turbines, which means that
they are unlikely to contain any damage.

7.2.1. Test Planning

In order to accomplish our test goals, we planned to perform two primary tests — solar
radiation heating and operational turbine heating. Focusing on these two tests would
enable us to evaluate the two most promising techniques heating sources. Then, while
we perform those two tests, we could also assess the other performance goals
highlighted in the previous section.

As previously discussed in Section 7.1.2, the IR camera needs to be run in manual
mode. We also do not have access to view the live output from the IR camera.
Therefore, we need to set the IR camera to record data for a predetermined duration
and plan a flight strategy that fits within that time window.

Solar Radiation Heating Test Plan 

The main goal of the solar radiation tests was to demonstrate that the IR camera is able
to capture the thermal changes on the surface of the wind blade. Given that the wind
blades are relatively new and unlikely to have many defects, the team decided to focus
on a region of the blade with the highest likelihood of exhibiting temperature gradients
that are different than the surrounding blade surface. Because the lightning receptor is
made out of a metallic material with significantly different thermal properties than the
surrounding fiberglass, it was selected as the focal point for the solar radiation tests.

Based on the solar radiation heating benchtop testing, we decided to pitch the blade
into the sun for approximately 2 minutes. Then, we would pitch the blade into the
shade and start collecting IR video of the lightning receptor. Because of the
limitations with recording manual IR video as well as the benefit of capturing the
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initial cooling, we planned to fly the drone near the blade while it was heating. That
way, once the blade was pitched into the shade, the drone would be nearby to begin
filmed as soon as possible.

Operational Turbine Heating Test Plan 

The primary goal of the operational heating tests was to assess whether the operational
heating would generate a detectable temperature difference. Since we are not aware of
any existing damage or stress "hot spots", we decided to focus on the vortex
generators (VGs) because the difference in air flow around the VGs should result in
different temperatures.

We decided to run the turbine for at least several minutes prior to testing to ensure the
blade surface temperatures had reached a steady state. Then, we would stop the
turbine as quickly as possible (i.e., expected to be less than one minute) and then start
collecting IR video. Similar to the solar radiation heating test plan, we planned to fly
the drone near the blade, prior to stopping the turbine. This would enable us to start
filming the VGs as soon as possible.

7.2.2. Test Procedure

As described in the previous section, the test plan included both solar radiation heating
and turbine operational heating test series. Unfortunately, the solar radiation heating
required sunny or at least partly cloudy conditions, and we experienced very cloudy
conditions. Because of this limitation, we were only able to perform the operational
heating tests.

For turbine operational heating, the following procedure was developed:

1. Attach the FLIR Boson to the gimbal and connect the VPC Kit USB cable to the
sensor rig.

2. Connect a laptop to the sensor rig with an ethernet cable and use the command line
to start recording IR video for five minutes (see Figure 7-4).

3. Start a timer to monitor how much IR video time we have remaining

4. Disconnect the ethernet cable from the sensor rig.

5. Manually fly the drone near the turbine but at a safe distance (see Figure 7-5).

6. Use the turbine controls on the tower to stop the turbine (see Figure 7-6).

7. Manually fly the drone into position and begin filming the VGs (see Figure 7-7).

8. Manually control the drone to attempt to hold a constant position for remainder of
the video duration (i.e., approximately 3 minutes).

9. Manually land the drone.

10. Use the turbine controls on the tower to restart the turbine.

11. Connect a laptop to the sensor rig and verify that the IR video file was saved.

233



Figure 7-4: Using the Laptop to Start Collecting IR Video

Figure 7-5: Flying the Drone in Manual Mode
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Figure 7-6: Stopping the Wind Turbine Prior to Inspection
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Figure 7-7: Manually Holding the Drone's Position Near the Wind Blade
Tip

7.2.3. Results

During the first day of testing, the team successfully integrated the FLIR Boson IR
camera and collected our first IR video of a stopped wind turbine. Upon reviewing the
data, we realized that the IR camera recorded a .mkv file using the H.264 codec. The
.mkv file is an 8-bit video of IR data taken after the Boson's AGC feature is applied.
While this wasn't what we intended, it was a good first chance to assess how well the
FLIR Boson performs in real-life conditions. Figure 7-8 shows a screenshot of this
video which shows an overall good level of detail. Note that you can see the VGs on
the left side of the blade. Potential improvements would be to use a lens with a
narrower field of view (e.g., 18mm lens with a 12° HFOV) and switching to the
640x512 resolution, which was not available at the time this project started.
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Figure 7-8: Screenshot of First Drone-Deployed IR Video

Troubleshooting revealed that the guvcview Linux application was not properly saving
the GUI settings into the configuration file. After some changes to ensure that we
were accessing the desired pre-AGC 16-bit data from the Y12 feed, the IR camera was
ready to save .raw files. With the IR camera properly configured, another test was
performed on a stopped wind turbine.

Figure 7-9 and Figure 7-10 show screenshots of the results of the test, after post-
processing in MATLAB to convert the binary .raw file into TIFF stacks (see Appendix
B.1) and opening them in ImageJ. The 8-bit TIFF stacks have the benefit of automatic
contrast post-processing on each video frame, which enables the user to clearly
identify features on the wind blade. Meanwhile, the 16-bit TIFF stacks retain all the
original pixel values, which enables the user to perform various thermography post-
processing techniques such as TSR.

In both images, the VGs are still visible and the lightning receptor near the blade tip is
easy to differentiate from the surrounding fiberglass. Based on these results, the team
determined that we were ready to proceed the next day with the scheduled solar
radiation heating and operational turbine heating.
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Figure 7-9: Screenshot of First Pre-AGC IR Video (After Post-Processing
in MATLAB and Saving as a 8-bit TIFF Stack)

Figure 7-10: Screenshot of First Pre-AGC IR Video (After Post-
Processing in MATLAB and Saving as a 16-bit TIFF Stack)
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Unfortunately, the weather was much more challenging on the second day of testing.
Because of the clouds, the team made the decision to postpone the solar radiation heat
testing until a later testing opportunity. Instead, we would focus on the operational
turbine heating tests. The wind was also a complicating factor, which drove the pilot
to fly at a slightly further distance from the blade to ensure the drone and blade were
safe.

As planned, the pilot flew the drone in manual mode near the turbine while we used
the wind turbine controls to stop the turbine. Then, when the turbine was stopped, the
pilot flew the drone closer to record IR video of the wind blade. We were ultimately
able to perform two tests using this method. A sample of the results from these two
tests is provided in Figure 7-11 and Figure 7-12. As shown in the images, the results
are less clear than the first day of testing, which makes it difficult to determine if any
temperature changes are occurring. The loss of clarity was due to two factors — the
larger distance between the IR camera and blade as well as a higher level of noise in
the images. The increased level of noise was likely due to the timing of the FFC
event. Preferably, a manual FFC would be performed immediately prior to collecting
IR video. However, since we were operating in manual mode, the last FFC event was
likely performed when the USB cable was connected to the IR camera, and this timing
was not tightly controlled during these two tests. This was previously acknowledged
in Section 7.1.2 but timing constraints limited the team's ability to integrate FFC
controls during this initial test series.

Figure 7-11: Screenshot of First Operational Turbine Heating Test (After
Post-Processing in MATLAB and Saving as a 8-bit TIFF Stack)
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Figure 7-12: Screenshot of Second Operational Turbine Heating Test
(After Post-Processing in MATLAB and Saving as a 8-bit TIFF Stack)

7.24. Conclusions

Overall, the first round of integration testing was very successful and enabled the team
to identify a clear set of next steps for follow-on testing and integration activities.
Unfortunately, SkySpecs' busy inspection schedule and the conclusion of the project
prevented us from performing any additional tests under the scope of this Small
Business Voucher program. By including a detailed list of recommended future work
in Section 8.1, SkySpecs will have a strong foundation to continue this work in the
future.

The main conclusions from these tests were the following:

• The FLIR Boson is a good choice for a drone-deployed thermography camera.
The Boson is easy to integrate and includes the features that we need for data
collection and data processing (e.g., manual FFC control, access to pre-AGC
data).

1. Switching to a newly available 640x512 resolution FLIR Boson
would improve the quality of the data significantly.

2. SkySpecs should consider flying closer to the wind blades and/or
getting a different lens with a narrower FOV.
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• We were successfully able to record IR video using the Linux command line.
Therefore, in the future, SkySpecs should be able to fold this capability into
their existing sensor rig code.

1. The sensor rig code should include a manual FFC event
immediately before inspecting the blade to reduce IR video noise.

2. Additional work is needed to understand the bits between the IR
video frames. Then, the software used to convert the .raw binary
files to TIFF stacks should be improved.

• Despite weather affecting our ability to properly test solar radiation heating, it
remains the most promising heating method and warrants additional testing.

1. Focusing on lightning receptor is still recommended as a good
place to start performing inspections. Initial testing demonstrated
that the metallic material is easy to identify compared to the
surrounding fiberglass material.

• Additional work needs to be performed to assess the effectiveness of
operational turbine heating. Based on testing to date, the method should be
considered a secondary priority when compared to solar radiation heating.

• In order to perform more advanced postprocessing, such as Thermal Wave
Imaging's thermographic signal reconstruction (TSR), SkySpecs would need
to record accurate 6 DOF position and orientation data. This 6 DOF data
would enable them to track features on the blade and analyze the temperature
versus time data for the pixels of interest.

1. Without 6 DOF position and orientation data, SkySpecs could still
use solar radiation heating and monitor the IR video for any
obvious areas of contrast. While this method is expected to have
lower sensitivity than the TSR method, its simplicity offers an
appealing first approach.
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8. CONCLUSIONS

As the wind industry market share grows and the need for advanced maintenance
capabilities increases, rapid and effective inspections of both surface and subsurface
damage will be required. The combination of the effectiveness of advanced NDI and
flexibility of drone-deployed inspection systems have an opportunity to fulfill this
market need. By combining these technologies, drone-deployed NDI can help wind
blades reach their design life and efficiently provide the necessary life management
tasks that maximizes wind farm operations.

The current state-of-the-art for wind blade inspections is primarily ground based visual
inspections. These inspections are performed using a high resolution camera on a
tripod to inspect the blades on stopped turbines. Typically, the turbine needs to be
repositioned (i.e., rotor rotated, blades pitched) multiple times to complete the full set
of inspections. SkySpecs is disrupting this industry by performing much faster and
more repeatable autonomous drone-deployed visual inspections. Moving forward,
there is increased value to the customer in adding nondestructive inspection techniques
to monitor blades for subsurface damage.

In order to assess the feasibility of incorporating nondestructive inspection techniques
on a drone, a down selection study was performed. Based on the results of this down
selection process, thermography was selected as the most promising method for NDI
implementation on a drone platform. Considerations were compiled for implementing
this capability, including hardware selection, flight strategies, thermal gradient
sources, and data processing.

Based on the weight and power consumption constraints of drone-deployment, the
team focused on miniature longwave IR cameras with uncooled Vandium Oxide
(VOx) microbolometer sensors. While these cameras sacrifice some thermal
sensitivity when compared to mid-wave IR cameras with cooled Indium Antimonide
(InSb) sensors, the miniature IR cameras represented an impressive balance between
thermal sensitivity, weight, and power consumption. The FLIR Boson was ultimately
selected for integration and mounted to the drone's gimbal.

Thermography requires a temperature gradient to identify the presence of flaws.
Typically, this heat gradient is generated by heating and then cooling the part (or vice
versa). Three heating methods were selected for benchtop testing — internal forced air,
solar radiation, and flash tubes. Turbine operational heating was also considered, but
the team determined that it would be difficult to accurately test in a benchtop
environment.

All three testing methods were successful in identifying engineered flaws in wind
blade specimens. While flash tubes and internal forced air showed promise, solar
radiation was selected as the most promising technique for drone integration testing.
The method consistently detected flaws greater than .500 inches deep, and in one case,
detected a flaw as deep as .950 inches. In addition to providing good depth of
penetration and successful inspection of both solid laminates and sandwich structures,
solar radiation is also the most feasible concept for immediate integration.
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Initial hardware and software integration was performed to pair the FLIR Boson
camera with SkySpecs' custom sensor rig. Once this integration was completed, the
team prepared for flight testing. Based on the benchtop testing, solar radiation and
operational turbine heating were selected for these drone integration tests. The main
conclusions from these tests were the following:

• The FLIR Boson is a good choice for a drone-deployed thermography camera.
The Boson is easy to integrate and includes the features that we need for data
collection and data processing (e.g., manual FFC control, access to pre-AGC
data).

1. Switching to a newly available 640x512 resolution FLIR Boson
would improve the quality of the data significantly.

2. SkySpecs should consider flying closer to the wind blades and/or
getting a different lens with a narrower FOV.

• We were successfully able to record IR video using the Linux command line.
Therefore, in the future, SkySpecs should be able to fold this capability into
their existing sensor rig code.

1. The sensor rig code should include a manual FFC event
immediately before inspecting the blade to reduce IR video noise.

2. Additional work is needed to understand the bits between the IR
video frames. Then, the software used to convert the .raw binary
files to TIFF stacks should be improved.

• Despite weather affecting our ability to properly test solar radiation heating, it
remains the most promising heating method and warrants additional testing.

1. Focusing on lightning receptor is still recommended as a good
place to start performing inspections. Initial testing demonstrated
that the metallic material is easy to identify compared to the
surrounding fiberglass material.

• Additional work needs to be performed to assess the effectiveness of
operational turbine heating. Based on testing to date, the method should be
considered a secondary priority when compared to solar radiation heating.

• In order to perform more advanced postprocessing, such as Thermal Wave
Imaging's thermographic signal reconstruction (TSR), SkySpecs would need
to record accurate 6 DOF position and orientation data. This 6 DOF data
would enable them to track features on the blade and analyze the temperature
versus time data for the pixels of interest.

1. Without 6 DOF position and orientation data, SkySpecs could still
use solar radiation heating and monitor the IR video for any
obvious areas of contrast. While this method is expected to have
lower sensitivity than the TSR method, its simplicity offers an
appealing first approach.
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Overall, the first round of integration testing was very successful and enabled the team
to identify a clear set of next steps for follow-on testing and integration activities.
Unfortunately, SkySpecs' busy inspection schedule and the conclusion of the project
prevented us from performing any additional tests under the scope of this Small
Business Voucher program. By including a detailed list of recommended future work
in the subsequent section, SkySpecs will have a strong foundation to continue this
work in the future.

8.1. Future Work

8.1.1. Damage Classification Future Work

Automated damage detection with detailed recommendations for wind farm operators
are expected to add great value to SkySpecs' business model. In order to continue
progressing towards this capability, the following future work is recommended:

• Continue training and testing the damage classification engine to mature its
capabilities.

• Consider adding nondestructive inspection data, such as thermography, to the
damage classification engine.

• Perform data fusion to combine data from multiple inspection techniques to
correlate damage indications and provide evidence to wind farm operators of
the extent of subsurface damage.

8.1.2. Thermography Future Work

Based on the work documented in this report, thermography is the most promising
nondestructive inspection technique for drone-deployed wind blade inspections. In
particular, solar radiation heating showed great promise with good depth of
penetration capabilities. Additional work is still required to bring this capability to
market including:

• Switching to a newly available 640x512 resolution FLIR Boson would
improve the quality of the data significantly.

• Consider flying closer to the wind blades and/or getting a different lens with a
narrower FOV.

• The sensor rig code should include a manual FFC event immediately before
inspecting the blade to reduce IR video noise.

• SkySpecs should fold the IR video capture capability into their existing sensor
rig code.

• Additional work is needed to understand the bits between the IR video frames.
Then, the software used to convert the .raw binary files to TIFF stacks should
be improved.

• Despite weather affecting our ability to properly test solar radiation heating, it
remains the most promising heating method and warrants additional testing.
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1. Focusing on lightning receptor is still recommended as a good
place to start performing inspections. Initial testing demonstrated
that the metallic material is easy to identify compared to the
surrounding fiberglass material.

• Additional work needs to be performed to assess the effectiveness of
operational turbine heating. Based on testing to date, the method should be
considered a secondary priority when compared to solar radiation heating.

• In order to perform more advanced postprocessing, such as Thermal Wave
Imaging's thermographic signal reconstruction (TSR), SkySpecs would need
to record accurate 6 DOF position and orientation data. This 6 DOF data
would enable them to track features on the blade and analyze the temperature
versus time data for the pixels of interest.

1. Without 6 DOF position and orientation data, SkySpecs could still
use solar radiation heating and monitor the IR video for any
obvious areas of contrast. While this method is expected to have
lower sensitivity than the TSR method, its simplicity offers an
appealing first approach.

• Develop a GUI for plotting Temperature vs. time curves using the TSR data
described in Section 5.3.1 Step 11.

• Develop automated flaw detection tools. Figure 8-1 shows an example of a
method for determining if damaged regions of a part deviate from the
expected thermography results of a sound region [8.1].

1. The concept is based on the fact that the TSR 2nd derivative peak is
determined by a theoretically unobstructed back wall (e.g., internal
surface of a spar cap). Any time or magnitude shift of this peak is
expected to be caused by a flaw, such as a disbond, that disrupts
the heat flow. By setting the bounds represented by the red box,
any significant changes in time or magnitude of the peak can be
flagged for further review.

L2
t
* 
= —

2. As previously discussed in Section 6.3.1, Ira is the
approximate time required for the heat to reach the unobstructed
back wall of a part (i.e., the TSR 2nd derivative peak). Therefore, if
the thermal diffusivity is known, time shifts in t* are a good
starting point for estimating the depth of a flaw that represents an
unobstructed back wall.

• Note that additional considerations may be required due to
the longer heating duration of the solar radiation method as
compared to the flash tubes method. Without additional
work, any shifts in t* should be considered qualitative.

• This method also has potential for determining changes in
thermal diffusivity. The most promising application is
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water ingress in wind blade tips. While closed cell foams
are not expected to absorb much water, balsa wood cores
could absorb enough water to cause an observable change
in thermal diffusivity.

• Perform additional flight tests to determine the merits of the flight strategies
described in Section 5.3.1.2. Preferably, these tests would be performed by
inspecting wind blades with known damage and assessing the ability of the
thermography system to find defects with three different methods, as follows.

1. Static drone IR video with full TSR analysis, including automated
processing of 2nð derivative peaks

2. Moving drone IR video with partial TSR analysis (i.e., using drone
position and orientation data to piece together multiple
Temperature vs. Time data points), including automated
processing of 2nð derivative peaks

3. Moving drone IR video without TSR analysis (i.e., scanning the
surface for areas of high thermal contrast)

0.465

0.324

0.183

d2In(AT)

d It*?
0.043

-0.098

-0.239
0.000 1.170 2.340 3.510

Figure 8-1: Plot of TSR 2nd Derivative Showing Bounds (in Red) on Time
and Amplitude Shifts [8.1]

8.1.3. Other NDI Methods Future Work

4.679 5.849

As both drone and nondestructive inspection technologies mature, a number of
additional NDI methods may warrant additional investigation. Most notably, phased
array ultrasonic inspections have been demonstrated as the best inspection method for
full-penetration of thick wind blade spar caps. If the coupling issues described in
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Section 5.4.1 can be resolved (e.g., improve drone controls to enable contact with the
blade, mature air-coupled ultrasonics), then ultrasonic inspection methods have the
ability to be a strong complement to visual inspection and thermography.

Other NDI methods, such as acoustic beamforming and microwave inspections, also
have significant potential if they can be matured and properly integrated onto a drone
platform.

8.2. Lessons Learned

At the conclusion of a project, capturing the lessons learned is a good practice. For
this project, the results were generally successful. The main drawback is that time
limitations prevented the team from progressing the project further. Some reasons that
the team noted for the time limitations are:

• The change from Windows to Linux for acquiring IR data required more
effort than anticipated. The team could have started switched operating
systems sooner to ensure that the software integration went smoothly.

• More joint testing and knowledge transfer would have enabled the team to
perform more integration prior to the field testing at the wind farm in Iowa.

• Scheduling more field testing time would have given the team more flexibility
to accommodate the cloudy weather and would have enabled us to collect
additional data.

• Assessing the results of the drone integration tests were difficult because the
blades did not include known damage or repairs. Performing preliminary
integration tests on specimens with engineered damage prior to performing
inspections on blades would have been a potential solution.

• Initially selecting the wrong IR camera caused some delays in the benchtop
testing. Note, that this should not technically be considered a lesson learned
because the FLIR Vue Pro R's features were incorrectly listed in its
documentation; however, the error did cause a significant schedule impact to
the project.

8.3. References

8.1 Shepard S.M., Hou Y.L., Lhota, J.R., Golden J.M., Automated processing of
thermographic derivatives for quality assurance. Optical Engineering
2007;46:051008. doi:10.1117/1.2741274.
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APPENDIX A. TEST SPECIMENS

A.1 Laminate "Bricks" Drawings
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Figure A-2: Wind Blade Fiberglass Reference FGB-1

250



A

"/", • ""/JuiTA 

2X, 1.88

SECTION A A

FGB-2

t :

I f f

0.85 O. 5'

\

'

Oi.0" O. 5" o.

 (9.00 
.80 .75 .70

6X, (61.50

A 3X, 1 .94

3X, 2.75
B1 3)

r Ar NE)

Fi
gu
re
 A
-3

: 
W
i
n
d
 B
l
a
d
e
 F
ib
er
gl
as
s 
R
e
f
e
r
e
n
c
e
 B
l
o
c
k
 F
G
B
-
2
 



D

A

B

A

F at/ /7(  /7  A
A %

SECTION A-A

2X 1.88

FGB-3

J511 1.25"

1 0"

 (9.00) 

1.10 1.05 1.00

6X, 0 1.50

A 3X
' 

1 .94

3X, 2.75

(6. 3)

r Ar 11.80)

Fi
gu
re
 A
-4

: 
W
i
n
d
 B
l
a
d
e
 F
ib
er
gl
as
s 
R
e
f
e
r
e
n
c
e
 B
l
o
c
k
 F
G
B
-
3
 



-

Figure A-5: Wind Blade Fiberglass Reference Block FBG-4
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Figure A-6: G11 Solid Laminate Standard Set
(dimensions represent skin thickness of each flat bottom hole)
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Figure A-7: Front and Back Photos of G11 Solid Laminate Set
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A.2 Fiberglass and Foam Sandwich Specimen Drawings

Figure A-8: Laminate Skin and Foam Core Specimen
NDI Feedback Specimen No. 1 (REF-STD-1-050-TPI-1)
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Figure A-9: Additional Information on How Flaws Were Engineered Into
REF-STD-1-050-TPI-1

Figure A-10: Photos of WINDIE Specimen REF-STD-1-050-TPI-1
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Figure A-11: Layout of Sandwich Standard GLF-SO4-C4T2
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Figure A-12: Layout of Sandwich Standards GLF-S05-C4T2, GLF-S05-
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A.3 Wind Blade Specimens Drawings

Figure A-14: WIND-1-029 Thin Spar Cap (0.29" th.) Specimen with Flat
Bottom Holes
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Figure A-15: WIND-2-044-SPAR-085 Spar Cap (0.44" th.) and Shear Web
(0.85" th. at bond line) Specimen with Flat Bottom Holes
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Figure A-16: WIND-3-110-SPAR-140 Spar Cap (1.1" th.) and Shear Web
(1.4" th. at bond line) Specimen with Flat Bottom Holes
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Figure A-17: WIND-4-161 Spar Car (1.61" th.) Specimen with Flat Bottom
Holes
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Figure A-18: WIND-5-180 Spar Cap (1.80" th.) Specimen with Flat Bottom
Holes

Figure A-19: WIND-6-180-SPAR-220 Spar Cap (1.8" th.) and Shear Web
(2.2" th. at bond line) Specimen with Flat Bottom Holes
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APPENDIX B. THERMOGRAPHY PROCESSING CODE AND
ALGORITHM

B.1 FLIR Boson RAW (.raw) File Processing Code

function [skipped_indices] = processRawVid16(filename)

%{
function to convert .raw 16 bit data from FLIR Boson to .tiff stacks
G. Ray Ely, Sandia National Labs, Org. 06621, grely@sandia.gov
v1.0, 10/31/17

%}

%% load 16 bit data
fid = fopen(filename);
raw_data_16bit_even = fread(fid,'*uint16');
fclose(fid);

%% load 16 bit data after skipping the first 8 bits
fid = fopen(filename);
fread(fid,l,'*uint8');
raw_data_16bit_odd = fread(fid,'*uint16');
fclose(fid);

%% find indices of arrays with value of "33028" which shows up 3 8 bit values before
each frame
ind even = find(raw data 16bit even == 33028)*2; % multiply by 2 to convert to 8
bit
ind odd = find(raw data 16bit odd == 33028)*2+1; % multiply by 2 and add 1 to
convert to 8 bit
ind = sort([ind even; ind ode; % combine and sort indices

%% clear arrays to save memory
clear raw_data_16bit_even raw_data_16bit_odd

%% load 8 bit data
fid = fopen(filename);
raw_data_8bit = fread(fid,'*uint8');
fclose(fid);

%% initialize vector to store false frames
skipped_indices = [];

for i = 1:length(ind)
%% save 8 bit data for next frame
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tmp = raw_data_8bit(ind(i)+4:ind(i)+3+320*256*2);

%% convert 8 bit data to 16 bit data and reshape into a 320x256 array
img = reshape(typecast(tmp, 'uint16'),[320,256]);

%% check if current data is an actual image (pixel values < 1000 is fairly arbitrary)
if min(img(:))< 1000
%% increment counter
skipped_indices = [skipped_indices; ind(i)];

%% skip writing current data to .tiff stack
continue

end

%% write data to .tiff stack
imwrite(img, [Processed \16bitV,filename(1:end-4),'.tiff ],'WriteMode,'append')

%% print completion status
if mod(i,100) == 0

fprintf('%.1N% Complete\n',i*100/1ength(ind))
end

end

end

268



B.2 Thermal Signal Reconstruction (TSR) Processing Code

function
TIFF _ TSR 1D _ 2D _Processing_v3_7(filename,existing_logfile,heat_event_frame)

%% Program to process thermography TIFF sequence files
%% G. Ray Ely, Sandia National Labs, Org. 06621, grely@sandia.gov
%% v3.7, 7/19/17
%% input: TIFF image sequence of raw IR camera video, existing log file (for
repeating settings from a previous analysis, optional), heat frame (for manually
selecting the heating frame number, optional)
%% outputs: TIFF image sequences of Thermographic Signal Reconstruction (TSR),
1st derivative of TSR, and 2nd derivative of TSR, log file

%% uses least squares to fit a polynominal to the ln(temperature) vs. ln(time)
%% uses mldivide (\) to provide a least squares solution to A*x = B
%% x = A\B, where x is the vector of least squares polynomial coefficients, A is the
rnatrix of ln(time) values raised to each polynominal value, where B is
ln(temperature),
%% requires copying tifflib.mexw64 from C:\Program
Files\MATLAB\R2016a\toolbox\matlab\imagesci\private to current folder

%% start tirner
tic

%% determine number of images in input TIFF sequence
info = imfinfo(filenarne);
numFiles = numel(info);

%% number of frames to include in the output TIFF sequence
output_frames = 200;

%% approximate nurnber of frames to use to fit polynomial functions
approx_input_frames = 140;

mImage=info(1).Width;
nImage=info(1).Height;
FileID = tifflib('operf,filename,Y);
rps = tifflib('getField',FileID,Tiff.TagID.RowsPerStrip);
Temp_Matrix_temp = zeros(nImage,mIrnage,'double');

%% determine settings based on whether a previous log file or heat frame is specified
switch nargin

case 2
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[—,---,---,TSkskip_frames] = textread(existing_logfile,'%s %s %s %u',1,
'headerlines',4);

[—,---,---,—,—,heat_event_frame] = textread(existing_logfile,'%s %s %s %s %s
%u\r\n',1, 'headerlines',5);

[Thframerate] = textread(existing_logfile,'%s %u',1, 'headerlines',6);
[—,—,poly degree] = textread(existing logfile,'%s %s %u',1, 'headerlines',7);
[—,—,angle] = textread(existing_logfile,'%s %s %u',1, 'headerlines',8);
[xmin,ymin,pixel width,pixel height] = textread(existing logfile,'%u %u %u

%u',1, 'headerlines',12);
case 3

[—,—,---,TSR_skip_frames] = textread(existing_logfile,'%s %s %s %u',1,
'headerlines',4);

[Thframerate] = textread(existing_logfile,'%s %u',1, 'headerlines',6);
[—,—,poly degree] = textread(existing logfile,'%s %s %u',1, 'headerlines',7);
[—,—,angle] = textread(existing_logfile,'%s %s %u',1, 'headerlines',8);
[xmin,ymin,pixel width,pixel height] = textread(existing logfile,'%u %u %u

%u',1, 'headerlines',12);
otherwise
%% skip frames for TSR functionality, currently set to 0, consider doing more

research on this number
TSR_skip_frames = 0;

%% polynominal degree (degree 6 selected based on literature and limited trial
and error)

poly_degree = 6;

%% IR camera framerate (frames/second)
framerate = 60;

%% select region of interest by drawing a rectangle with the mouse, image
displayed for rectangle selection is the middle frame of the video

ROI_image = mat2gray(imread(filename, round(numFiles/2), 'Info', info));
imshow(ROI_ image)
prompt = 'Rotate Image? (positive values = counter clockwise, 0 = no rotation): ';
angle = input(prompt);
angle2 = angle;
while angle2 — 0

close all
imshow(imrotate(ROI_ image,angle))
angle2 = input(prompt);
angle = angle + angle2;

end
display('Use cursor to select Region of Interest')
ROI = getrect;
xmin = round(ROI(1));
ymin = round(ROI(2));
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pixel_width = round(ROI(3));
pixel height = round(ROI(4));
close all %% closes figure

%% find frame with the maximum temperature (consider changing to look only
in the ROI)
%% initialize maximum pixel value
max_pixel = 0;

%% loop to find frame with the maximum temperature value (consider swapping
out if statement for find function)

for i = 1:numFiles
tifflib('setDirectory',FileID,i-1);
rps = min(rps,nImage);

for r = 1:rps:nImage
stripNum = tifflib('computeStrip',FileID,r);
current strip = tifflib('readEncodedStrip',FileID,stripNum-1); %% save

current image/frame
max_pixel current = max(current strip(:));
if max_pixel_current > max_pixel

heat event frame = i;
end

end
end

end

%% total number of frames to skip
skip_frames = heat_event_frame + TSR_skip_frames;

%% total remaining frames to analyze after subtracting out the skipped frames
frames_rernaining = numFiles-skip_frames;

%% create an error if any negative pixel values exist (prevents natural log of pixel
values creating complex values)
if(frames_rernaining == 0)

error('Heat Frame Selection Error (Last Frame is hottest)')
end

%% Create a 1D array of time data based on frarnerate
t = (1:frames_remaining)/framerate;

%% Take natural log (ln) of time
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ln t = log(t);

%% spacing between ln(time) inputs
delta t = (ln t(end)-ln t(1))/approx input frames;

%% loop to select frames for fitting polynomial functions
%% initialize variables
index vector = [];
running_diff = 0;

%% loop to find the indices for the selected frames
diff ln t = diff(ln t);
for i = 1:frames_remaining-1

if diff ln t(i) > delta t
index_vector = [index_vector; i];

else
running_diff = running_diff + diff ln_t(i);
if running diff > delta t

index_vector = [index_vector; i];
running diff = 0;

end
end

end

%% actual number of input frames for fitting the polynomial functions
input frames = length(index_vector);

%% remove ln(time) values that are not part of the input frames
ln t = ln t(index_vector);

%% initialize temperature matrix (to speed up script)
%% use double (rather than single) for temperature matrix to prevent a matrix rank
error
Temp_Matrix = zeros(pixel_height, pixel_width, input frames,'double); %% matrix
of all temperature pixel values for each input frame, after cropping, starting after the
skipped frames

%% save grayscale values for each pixel for each image of TIFF sequence
if angle --- 0

for i = 1:input_frames
tifflib('setDirectory',FileID,skip_frames+index vector(i)-1);
rps = min(rps,nImage);

for r = 1:rps:nImage
row_inds = r min(nImage,r+rps-1);
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stripNum = tifflib('computestrip',FileID,r);
Temp Matrix temp(row inds,:) =

double(tifflib('readEncodedStrip',FileID,stripNum-1)); %% save current image/frame
end
Temp_Matrix_temp2 = imrotate(Temp_Matrix_temp,angle); %% rotate image
Temp Matrix(:,:,i) = Temp Matrix temp2(ymirrymin+pixel height-

1,xmin:xmin+pixel_width-1); %% crop current image/frame and add it to the
temperature matrix

end
else

for i = 1:input_frames
%% save grayscale values and append data for image number "i" to a matrix for

all images/frames
%% use variable type "double" (convert from type uintl6)
tifflib(' setDirectory',FileID,index_vector(i)-1);
rps = min(rps,nImage);

for r = 1:rps:nImage
row_inds = rmin(nImage,r+rps-1);
stripNum = tifflib('computestrip',FileID,r);
Temp_Matrix_temp(row_inds,:) =

double(tifflib('readEncodedStrip',FileID,stripNum-1)); %% save current image/frame
end
Temp Matrix(:,:,i) = Temp_Matrix_temp(ymiwymin+pixel_height-

1,xmin:xmin+pixel_width-1); %% crop current image/frame and add it to the
temperature matrix

end
end

%% find 97% * min grayscale value for the last frame and subtract from each pixel for
each frame
%% trial and error showed this worked well as a scaling value (subtracting less than
the minimum prevents negative values and natural log errors, smaller values provide
larger differences in natural log values)
min_Temp_t_end = min(min(Temp_Matrix(:,:,end)))*.97;
Temp_Matrix = Temp_Matrix - min_Temp_t_end;

%% create an error if any negative pixel values exist (prevents natural log of pixel
values creating complex values)
if(min(Temp_Matrix(:))<=0)

error('Negative Temperature Pixel Values Error')
end

%% Take natural log (ln) of temperature matrix
ln_Temp_Matrix = log(Temp_Matrix);
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%% clear original time vector and temperature matrix (without ln) to save memory
clear t Temp Matrix

%% create single type version of ln(t) for evaluating the output frames
sing_ln_t = single(linspace(min(ln_t),max(ln_t),output_frames));

%% initialize variables (to speed up script)
%% use singles to save space
ln_y = zeros(pixel_height, pixel_width, output_frames,'single'); %% matrix of the
natural log of all temperature pixel values for each output frame
ln_y_lD = zeros(pixel_height, pixel_width, output_frames,'single'); %% matrix of
the 1st derivative of a polynominal fit of the natural log of all temperature pixel values
for each output frame

%% create vectors for operations prior to starting for loop
r = (poly degree:-1:1)';
s = (poly_degree-1:-1:1)';
v = poly degree:-1:0;
y = zeros(size(sing_ln_t),'single');

%% create matrix for polynomial fit
M = repmat(ln_f , 1 ,poly_degree+1);
A = bsxfun(@power,M,v);

%% fit poly_degree order polynomial to ln_Temp_Matrix and calculate ln(T) values
from polynomial
%% calculate 1st and 2nd derivatives
for j = 1:pixel_height

for k = 1:pixel_width
%% fit a poly degree order polynomial to ln(T) vs. ln(t)
%% x = A\B, where x is a vector of the polynomial contants and B is vector of

ln(T) values
x = single(Mln_Temp_Matrix(pixel_height*(k-

1)+j:pixel_height*pixel_width:end))');

%% take 1st and 2nd derivatives using the power rule
x_1D = x(1:poly_degree).*r;
x_2D = x_1D(1:poly_degree-1).*s;

%% calculate ln(T) with new polynomial (using stripped down polyval function)
y(:) = x(1);
for a = 2:poly degree+1
y = sing_ln_t .* y + x(a);

end

274



= y;

%% calculate 1st derivative with new polynomial (using stripped down polyval
function)

y(:) = x_1D(1);
for b = 2:poly degree
y = sing_ln_t .* y + x_1D(b);

end
ln_y_1D(j,k,:) = y;

%% calculate 2nd derivative with new polynomial (using stripped down polyval
function)

y(:) = x_2D(1);
for c = 2:poly degree-1
y = sing_ln_t .* y + x_2D(c);

end
ln_y_2D(j,k,:) = y;

end

%% displays progress based on what iteration of the loop iVs on
display(['Analyzing Data: ',num2str(j*100/pixel_height,'%.0f),'% Complete])

end

%% clear matrices to save memory
clear M A ln_Temp_Matrix

%% save grayscale values for each pixel for every 15 seconds * 60 frames/sec of TIFF
sequence
frame_spacing = 15*60;
counter = 1;
if angle —= 0

for i = skip_frames+1:frame_spacing:numFiles
tifflib('setDirectory',FileID,i);
rps = min(rps,nImage);

for r = 1:rps:nImage
row_inds = r• min(nImage,r+rps-1);
stripNum = tifflib('computestrip',FileID,r);
Temp_Raw_Matrix_temp(row_inds,:) =

double(tifflib('readEncodedStrip',FileID,stripNum-1)); %% save current image/frame
end
Temp_Raw_Matrix_ternp2 = imrotate(Temp_Raw_Matrix_temp,angle); %%

rotate image

275



Temp_Raw_Matrix(:,:,counter) =
Temp Raw Matrix temp2(ymin:ymin+pixel height-1,xmin:xmin+pixel width-1);
%% crop current image/frame and add it to the temperature matrix

counter = counter + 1;
end

else
for i = skip_frames+1:frame_spacing:numFiles
%% save grayscale values and append data for image number "i" to a matrix for

all images/frames
%% use variable type "double" (convert from type uintl6)
tifflib(' setDirectory',FileID,i);
rps = min(rps,nImage);

for r = 1:rps:nImage
row_inds = r:min(nImage,r+rps-1);
stripNum = tifflib('computestrip',FileID,r);
Temp_Raw_Matrix_temp(row_inds,:) =

double(tifflib('readEncodedStrip',FileID,stripNum-1)); %% save current image/frame
end
Temp Raw Matrix(:,:,counter) =

Temp_Raw_Matrix_temp(ymin:ymin+pixel_height-1,xmin:xmin+pixel_width-1);
%% crop current image/frame and add it to the temperature matrix

counter = counter + 1;
end

end

for m = 1:output_frames
%% convert matrices to 8 bit grayscale images, scales min value to 0 and max value

to 255 (does not preserve temperature data)
C = mat2gray(reshape(ln_y(:,:,m),[pixel_height, pixel_width]));
D = mat2gray(reshape(ln_y_1D(:,:,m),[pixel_height, pixel_width]));
E = mat2gray(reshape(ln_y_2D(:,:,m),[pixel_height, pixel_width]));

%% save images as 8 bit grayscale TIFF sequences
if m == 1

imwrite(C,['ProcessedV,filename(1:end-5),' TSR.tiff])
imwrite(D,['ProcessedV,filename(l:end-5),' 1D.tiff])
imwrite(E,['ProcessedV,filename(1:end-5),' 2D.tiff])

else
imwrite(C,['ProcessedV,filename(1:end-5),' TSR.tiff],WriteMode,'append)
imwrite(D,['ProcessedV,filename(1:end-5),' 1D.tiff],'WriteMode','append')
imwrite(E,['ProcessedV,filename(1:end-5),' 2D.tiff],WriteMode','append)

end

%% displays progress based on what iteration of the loop ifs on
display(['Saving Output: ',num2str(m*100/output_frames,'%.0f),'% Complete'])
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end

for n = 1:size(Temp_Raw_Matrix,3)
%% convert matrices to 8 bit grayscale images, scales min value to 0 and max value

to 255 (does not preserve temperature data)
F = mat2gray(Temp Raw Matrix(:,:,n));

%% save images as 8 bit grayscale TIFF sequences
if n == 1

imwrite(F,['ProcessedV,filename(1:end-5),' Raw.tiff])
else

imwrite(F,['ProcessedV,filename(1:end-5),' Raw.tiff],'WriteMode','append)
end

end

%% stop timer and display
total time = toc;
display(['Time Elapsed: ',num2str(total_time,'%.1f),' sec'])

%% save log file
fileID = fopen(['ProcessedV,filename(1:end-5),' log.txf],'W);
fprintf(fileID,'%s %s\r\n\r\n','Filename:',filename);
fprintf(fileID,'%s %s\r\n\r\n','Date/Time Processed:',datetime);
fprintf(fileID,'%s %u\r\n','TSR Skipped Frames:',TSR_skip_frames);
fprintf(fileID,'%s %u\r\n','Calculated Flash Bulb Frame
Numbee,min(heat_event_frame));
fprintf(fileID,'%s %u\r\n','Framerate:',framerate);
fprintf(fileID,'%s %u\r\n','Polynomial Degree:',poly_degree);
fprintf(fileID,'%s %.0f\r\n\r\n','Rotation (Degrees):',angle);
fprintf(fileID,'%s\r\n','Selected Region of Interest (pixels):');
fprintf(fileID,'%4s %6s %7s %8s\r\n','xmin','ymin',VidtW,'height');
fprintf(fileID,'%4u %6u %7u %8u\r\n\r\n',xmin,ymin,pixel_width,pixel_height);
fprintf(fileID,'%s %.1f %s','Elapsed Time:',total_time,'sec');
fclose(fileID);
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B.3 Internal Forced Air Heating image Processing Code

function TIFF Heat Gun Processing vl(filename,existing logfile)

%% Program to process thermography TIFF sequence files
%% G. Ray Ely, Sandia National Labs, Org. 06621, grely@sandia.gov
%% v1.0, 11/10/17
%% input: TIFF image sequence of raw IR camera video, existing log file (for
repeating settings from a previous analysis, optional)
%% outputs: 8 bit cropped and scaled TIFF image sequences, log file

%% requires copying tifflib.mexw64 from C:\Program
Files\MATLAB\R2016a\toolbox\matlab\imagesci\private to current folder

%% start timer
tic

%% determine number of images in input TIFF sequence
info = imfinfo(filename);
numFiles = numel(info);

%% number of frames to include in the output TIFF sequence
output_frames = 200;

%% determine image size
mImage=info(1).Width;
nImage=info(1).Height;

%% open TIFF stack
FileID = tifflib('operf,filename,Y);
rps = tifflib('getField,FileID,Tiff.TagID.Rowsperstrip);

%% initialize variable for temporarily saving each frame
Temp_Matrix_temp = zeros(nImage,mImage,'double');

%% determine settings based on whether a previous log file or heat frame is specified
switch nargin

case 2
[Thframerate] = textread(existing_logfile,'%s %u',1, 'headerlines',4);
[—,—,angle] = textread(existing_logfile,'%s %s %u',1, 'headerlines',5);
[xmin,ymin,pixel_width,pixel_height] = textread(existing_logfile,'%u %u %u

%&,1, 'headerlines',9);
otherwise
%% IR camera framerate (frames/second)
framerate = 60;
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%% select region of interest by drawing a rectangle with the mouse, image
displayed for rectangle selection is the middle frame of the video

ROI image = mat2gray(imread(filename, round(numFiles/2), 'Info', info));
imshow(ROI image)
prompt = 'Rotate Image? (positive values = counter clockwise, 0 = no rotation): ';
angle = input(prompt);
angle2 = angle;
while angle2 —= 0

close all
imshow(imrotate(ROI image,angle))
angle2 = input(prompt);
angle = angle + angle2;

end
display(Use cursor to select Region of Interest')
ROI = getrect;
xmin = round(ROI(1));
ymin = round(ROI(2));
pixel width = round(ROI(3));
pixel_height = round(ROI(4));
close all %% closes figure

end

%% initialize temperature matrix (to speed up script)
Temp_Matrix = zeros(pixel_height, pixel_width, outputframes,'double); %% matrix
of all temperature pixel values for each input frame, after cropping, starting after the
skipped frames

output frame numbers = round((l:output_frames)*(numFiles/output frames))-1;

%% save grayscale values for each pixel for each image of TIFF sequence
if angle — 0

for i = 1:outputframes
%% save grayscale values and append data for image number "i" to a matrix for

all images/frames
%% use variable type "double" (convert from type uintl6)
tifflib('setDirectory',FileID,outputframe_numbers(i));
rps = min(rps,nlmage);

for r = 1:rps:nImage
row_inds = r min(nImage,r+rps-1);
stripNum = tifflib('computestrip',FileID,r);
Temp_Matrix_temp(row_inds,:) =

double(tifflib('readEncodedStrip',FileID,stripNum-1)); %% save current image/frame
end
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Temp_Matrix_temp2 = imrotate(Temp_Matrix_temp,angle); %% rotate image
Temp Matrix(:,:,i) = Temp Matrix temp2(ymin:ymin+pixel height-

1,xmin:xmin+pixel_width-1); %% crop current image/frame and add it to the
temperature matrix

end
else

for i = 1:output_frames
%% save grayscale values and append data for image number "i" to a matrix for

all images/frames
%% use variable type "double" (convert from type uintl6)
tifflib(' setDirectory',FileID,output_frame_numbers(0);
rps = min(rps,nImage);

for r = 1:rps:nImage
row_inds = rmin(nImage,r+rps-1);
stripNum = tifflib('computestrip',FileID,r);
Temp_Matrix_temp(row_inds,:) =

double(tifflib('readEncodedStrip',FileID,stripNum-1)); %% save current image/frame
end
Temp Matrix(:,:,i) = Temp Matrix temp(ymiwymin+pixel height-

1,xmin:xmin+pixel_width-1); %% crop current image/frame and add it to the
temperature matrix

end
end

for m = 1:outputframes
%% convert matrices to 8 bit grayscale images, scales min value to 0 and max value

to 255 (does not preserve temperature data)
A = mat2gray(reshape(Temp_Matrix(:,:,m),[pixel_height, pixel_width]));

%% save images as 8 bit grayscale TIFF sequences
if m == 1

imwrite(A,['ProcessedV,filename(1:end-5),' Processed.tiff])
else

imwrite(A,['ProcessedV,filename(1:end-5),' Processed.tiff],WriteMode,tappend)
end

end

%% stop timer and display
total_time = toc;
display(['Time Elapsed: ',num2str(total_time,'%.1f),' sec'])

%% save log file
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fileID = fopen(ProcessedV,filename(1:end-5),' log.txtl,'W);
fprintf(fileID,'%s %s\r\n\r\n','Filename•',filename);
fprintf(fileID,'%s %s\r\n\r\n','Date/Time Processed:',datetime);
fprintf(fileID,'%s %u\r\n','Framerate:',framerate);
fprintf(fileID,'%s %.0f\r\n\r\n','Rotation (Degrees):',angle);
fprintf(fileID,'%s\r\n','Selected Region of Interest (pixels):');
fprintf(fileID,'%4s %6s %7s %8s\r\n','xmin','ymin','width','height');
fprintf(fileID,'%4u %6u %7u %8u\r\n\r\n',xmin,ymin,pixel width,pixel height);
fprintf(fileID,'%s %.1f %s','Elapsed Time:',total_time,'sec');
fclose(fileID);

end
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B.4 Solar Irradiance Data Logging Code

function [solafirradiance] = PV Website Read(—,—)

%1
function to save Global Normal Solar Irradiance, date, time, and air temperature every
minute
G. Ray Ely, Sandia National Labs, Org. 06621, grely@sandia.gov
v1.1, 6/21/17

Saves data from Sandia Photovoltaic Systems Evaluation Laboratory in Albuquerque,
NM
Latitude: 35.05 N Longitude: 106.54 W Altitude: 1657 m (5436 ft)
Data is updated every minute on the website
http ://photovoltaics.sandia.gov/weather/Weather.htm

to use, call:
t = timer('TimerFcd, {@PV_Website_Read}, 'Period', 60.0, 'ExecutionMode',
'fixedRate');
start(t)

to stop, call:
stop(t)
%}

%% save data from Sandia PhotoVoltaic website
raw data = urlread('http://photovoltaics.sandia.gov/weather/Weather.htrn');

%% search for general location of Global Normal (Solar Irradiance), date, time, and
air temp (degF) in html code
startIndex_solar = regexp(raw_data,'Global Normal');
startIndex_date = regexp(raw_data,'—');
startIndex_time = regexp(raw_data,'---');
startIndex_ternp = regexp(raw_data,'Air Temp');

%% search for values of variables and save indices
[solar_start_index, solar_end_index] = regexp(raw_data(startIndex_solar(1):end),'[0-

9]{3}');
[date_start_index, date_end_index] =
regexp(raw_data(startIndex_date(1):end),'(?<month>\d+)/(?<day>\d+)/(?<year>\d+));
[time_start_index, time_end_index] = regexp(raw_data(startIndex_time(1):end),'[0-
9] {1110-9E1n;
[temp_start_index, temp_end_index] = regexp(raw_data(startIndex_temp(1):end),'[0-
9] {11\40-9E1n;

%% save value of variables based on indices
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solarIrradiance = (strcat((raw_data((startIndexsolar(1) + solar_start_index(1) - 1) :
(startIndex solar(1) + solar end index(1))))));
date = strcat((raw_data((startIndex_date(1) + date_start_index(1) - 1) :
(startIndex date(1) + date end index(1)))));
time = strcat((raw_data((startIndex_time(1) + time_start_index(1) - 2) :
(startIndex time(1) + time end index(1)))));
temp = (strcat((raw_dataastartIndex_temp(1) + temp_start_index(2) - 2) :
(startIndex temp(1) + temp end index(2))))));

%% header for Excel file
header = f'Date', 'Time (24hr)', ['Air Temp (', char(176), T)'], 'Global Normal Solar
Irradiance (W/m^2)'};

%% save filename with date pulled from website (replace "/" with "-" in date)
filename = ['Solar Irradiance Data ', strrep(date, 'I, ' -1), '.xlsx'];

%% save data to Excel file

%% if file already exists for this date (if ifs appending data)
if exist(filename, 'file')
%% save existing data
[—,—,old data] = xlsread(filename);

%% find next available row to append data to
my_cell = sprintfcA%s',num2str(size(old_data,1)+1));

%% write current data to the next available row
xlswrite(filename, {date, time, temp, solarIrradiance},1,my_cell)

%% if file doesn't exist yet
else
%% save header to the first row
xlswrite(filename,header,1 ,'Al')

%% save current data to the 2nd row
xlswrite(filename, {date, time, temp, solarIrradiance},1,'A2')

%% adjust column widths in Excel to fit header titles
hExcel = actxserver('Excel.Application');
hWorkbook =

hExcel.Workbooks.Open(['C:\Users\grely.SANDIA\Documents\MATLAKfilename]

);
hWorksheet = hWorkbook.Sheets.Item(1);
hWorksheet.Columns Item(1).columnWidth = 9; %first column
hWorksheet.Columns.Item(2).columnWidth = 10.5; %second column
hWorksheet.Columns Item(3).columnWidth = 12; %second column
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hWorksheet.Columns.Item(4).columnWidth = 36; %second column
hWorkbook.Save
hWorkbook.Close
hExcel.Quit
hExcel.delete

end
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APPENDIX C. TEST NOTES

C.1 Flash Tube Heating Test Notes

Date

Time (approx. time

specimen is placed in

the flash bulbs box, Temp Data

to the minute) Location (Location of Thermocouples) Test Specimen ID Test # IR Camera

6/5/2017 10:33am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp G11-STD-1 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 10:46a m 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp G11-STD-2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 10:55am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp G11-STD-3 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 11:12am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S05-C4T2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 11:30am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S05-C4T2 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 1:20pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S05-C4T2 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 1:29pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S05-C4T2 4

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 1:43pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S05-C4T2-P5-02 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 1:48pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S05-C4T2-P5-02 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 2:00pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-504-C4T2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 3:24pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-SO4-C4T2 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 3:33pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S05-C6T2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

Figure C-21: Flash Tubes Heating Test Notes 1
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IR Camera Settin s Heat Source Heat Source Settin s

Air Temperature

(°F) Notes (see photos for part orientation

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 30s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_33.tiff

Thermocouple File: 008
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_34.tiff

Thermocouple File: 009
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 400s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_35.tiff

Thermocouple File: 010

Didn't see all flaw, so I decided not to test G11-

STD-4 or FGB parts
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_36.tiff

Thermocouple File: 011
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_37.tiff

Thermocouple File: 012

Moved camera up (zoomed out) but would still

like to zoom out more, if possible
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_38.tiff

Thermocouple File: 013

Rotated 90 degrees and inspected half of the

specimen at a time
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_39.tiff

Thermocouple File: 014

Moved to the other half and moved TCs (see

pictures)
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_40.tiff

Thermocouple File: 015

Didn't see any flaws, sliding up the camera and

retesting
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_41.tiff

Thermocouple File: 016
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_42.tiff

Thermocouple File: 017
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_43.tiff

Thermocouple File: 018
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_44.tiff

Thermocouple File: 019

Figure C-22 Flash Tubes Heating Test Notes 1 (continued)
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Date

Time (approx. time

specimen is placed in

the flash bulbs box, Ternp Data

to the minute) Location Location of Thermocou les Test S ecimen ID Test # IR Camera

6/5/2017 3:38pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S05-C6T2 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 3:47pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S06-C4T2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 3:52pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S06-C4T2 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 3:56pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp GLF-S06-C4T2 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 4:18pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/20174:27pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5:05pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5:llpm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 4

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5:14pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 5

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5:18pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 6

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5 24pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 7

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5:28pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 8

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5:36pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 9

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5:41pm 894/1S7

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 10

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/5/2017 5:46pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp REF-STD-1-050-TPI-1 11

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

Figure C-23: Flash Tubes Heating Test Notes 2
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IR Camera Settings Heat Source

Air Temperature

Heat Source Settings (°F) Notes (see photos for part orientation)
Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_45.tiff

Thermocouple File: 020
Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_46.tiff

Thermocouple File: 021

Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_47.tiff

Thermocouple File: 022
Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_48.tiff

Thermocouple File: 023
Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_50.tiff

Thermocouple File: 025

Focused on upper 3 grease and pillow insert flaws
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_S1.tiff

Thermocouple File: 026

Focused on upper 3 pillow insert and

microballoon flaws

Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_52.tiff

Thermocouple File: 027

Focused on middle 2 pillow insert and

microballoon flaws
Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_53.tiff

Thermocouple File: 028

Focused on middle 2 grease and pillow insert

flaws
Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_54.tiff

Thermocouple File: 029

Focused on lower 3 pillow insert and grease flaws
Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_55.tiff

Thermocouple File: 030

Focused on lower 2 pillow insert and grease flaws

Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_56.tiff

Thermocouple File: 031

Focused on lower 3 pillow insert and

microballoon flaws
Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_S7.tiff

Thermocouple File: 032

Focused on lower 3 pillow insert and

microballoon flaws
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_58.tiff

Thermocouple File: 033

Focused on lower 3 pull tab flaws
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_59.tiff

Thermocouple File: 034

Focused on upper 3-5 pull tab flaws

Format: 16-bit TIFF sequence (1R16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_60.tiff

Thermocouple File: 035

Focused on upper 3 pull tab flaws

Forgot to move TC1

Figure C-24: Flash Tubes Heating Test Notes 2 (continued)
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Date

Time (approx. time

specimen is placed in

the flash bulbs box, Temp Data

to the minute) Location (Location of Thermocouples) Test Specimen ID Test it IR Camera

6/6/2017 9:28am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WIND-1-029 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 9:37am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WIND-1-029 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 9:43am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WIND-1-029 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 9:49am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WIND-1-029 4

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 9:56am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WIND-1-029 5

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 10:08am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WI N D-2-044-SPAR-085 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 11:06a m 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WI N D-2-044-SPAR-085 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 11:12am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WI N D-2-044-SPAR-085 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 11:17am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WI N D-2-044-SPAR-085 4

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 11:23am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WI N D-2-044-SPAR-085 5

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 11:34am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WI N D-3-110-SPAR-150 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 11:40am 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WI N D-3-110-SPAR-150 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 1:11pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WIND-4-161 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/6/2017 1:18pm 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Room Temp WIND-4-161 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

Figure C-25: Flash Tubes Heating Test Notes 3
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IR Camera Settings Heat Source Heat Source Settings

Air Temperature

(°F) Notes (see photos for part orientation)

Format: 8-bit .avi (UVC)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_6.avi

Thermocouple File: 036

Incorrect file format (.avi)

Focused on upper left 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_61.tiff

Thermocouple File: 037

Focused on upper left 3 flat bottom holes

(repeat of previous test with correct file

format)
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_62.tiff

Thermocouple File: 038

Focused on lower left 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_63.tiff

Thermocouple File: 039

Focused on lower right 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_64.tiff

Thermocouple File: 040

Focused on upper right 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_65.tiff

Thermocouple File: 041

Focused on upper left 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 5000J Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_66.tiff

Thermocouple File: 042

Focused on lower left 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_67.tiff

Thermocouple File: 043

Focused on lower right 3 flat bottom holes

Didn't see any flaws
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_68.tiff

Thermocouple File: 044

Focused on lower right 3 flat bottom holes

(repeat with camera shifted more towards

the middle of specimen)
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_69.tiff

Thermocouple File: 045

Focused on upper right 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_70.tiff

Thermocouple File: 046

Focused on upper right 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_71.tiff

Thermocouple File: 047

Focused on lower right 3 flat bottom holes

Might barely see the flaws
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_72.tiff

Thermocouple File: 048

Focused on upper right 3 flat bottom holes
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120s

TWI EchoTherm

2x 50001 Flash Tubes

Flash Duration: 30 ms

Flash Power Level: 100%

Recorded by TC3

prior to test

Video File: Boson_Capture_73.tiff

Thermocouple File: 049

Focused on lower right 3 flat bottom holes

Figure C-26: Flash Tubes Heating Test Notes 3 (continued)
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C.2 Internal Forced Air (Heat Gun) Heating Test Notes

Date

Time (approx. time

specimen is placed

in the heat gun box,

to the minute) Location

Temp Data

(Location of Thermocouples) Test Specimen ID Test # IR Camera

5/31/2017 4:06pm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

5/31/2017 4:18pm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-2 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

5/31/2017 4:42pm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-3 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

5/31/2017 5:OOpm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-3 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

5/31/2017 5:25pm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-3 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

5/N: 2338

6/1/2017 4:24pm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-4 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/1/2017 4:35pm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-4 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/1/2017 5:15pm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-1 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

Figure C-27: Internal Forced Air (Heat Gun) Heating Test Notes 1
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IR Camera Settings

Heat Gun Heating Heating Box Air Inside Air

Settings Duration (s) Temperature (°F) Temperature (°F) Notes (Peak Temperatures are approximate)

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65 Hot 15

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_13.tiff

Peak Temp: 108° F
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65 Hot 30

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_14.tiff

Peak Temp: 108° F

Goal is for TC3 < 80° F and ITC1 - TC21 <0.5° F
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65 Hot 15

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_15.tiff

Peak Temp: 116° F
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65 Hot 30

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_16.tiff

Peak Temp: 134° F
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120 Hot 60

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_17.tiff

Peak Temp: 167° F

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 240 Hot 60

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_18.tiff

Peak Temp: 160° F
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 240 Hot 120

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_19.tiff

Peak Temp: 200° F

Started when TC3 = 86° F
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65 Hot 15

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_20.tiff

Peak Temp: 113° F

Started when TC3 = 82° F after running heat

gun in cold mode

Figure C-28: Internal Forced Air (Heat Gun) Heating Test Notes 1
(continued)
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Date

Time (approx. time

specimen is placed

in the heat gun box,

to the minute) Location

Temp Data

(Location of Thermocouples) Test Specimen ID Test # IR Camera

6/2/2017 9:OOam

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-3 4

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 9:23am

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-3 5

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 9:34am

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-3 6

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 10:02am

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-3 7

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 10:45am

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-3 8

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 10:59am

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-2 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 11:20am

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-2 4

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 11:31am

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-1 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 11:40am

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room G11-STD-4 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017 1:40pm

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room FGB-1 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017

Continuation of

previous test

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room FGB-1 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/2/2017

Continuation of

previous test

Heating: 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Box

TC4 (K Type): Room FGB-1 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

Figure C-29: Internal Forced Air (Heat Gun) Heating Test Notes 2
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IR Camera Settings

Heat Gun Heating Heating Box Air Inside Air Notes (Peak Temperatures are approximate)

Settings Duration (s) Temperature (°F) Temperature (°F) *Peak Temperature copied from TC data

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120 Hot 60

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_21.tiff

Peak Temp: 146° F

Added aluminum tape to the backside of flat bottom

holes, which made a significant difference
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120 Hot 30

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_22.tiff

Peak Temp: 125° F(?)

Thermocouples cut out, peak temperature based on

quick look at TC monitor
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120 Hot 30

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_23.tiff

Peak Temp: 139° F
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65 Hot 15

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_25.tiff

Peak Temp: (?)

Thermocouples cut out, switching to recording on TC

Datalogger and then transferring files later
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65 Hot 15

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_26.tiff

Thermocouple File: 001

Peak Temp: 10T F

Maybe should have videoed longer

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 65 Hot 15

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_27.tiff

Thermocouple File: 002

Peak Temp: nr F
Maybe should have videoed longer

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120 Hot 30

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_28.tiff

Thermocouple File: 003

Peak Temp: 133° F*
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120 Hot 15

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_29.tiff

Thermocouple File: 004

Peak Temp: 115° F*
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 240 Hot 120

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_30.tiff

Thermocouple File: 005

Peak Temp: 198° F*
Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 420 Hot 60

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_31.tiff

Thermocouple File: 006

Peak Temp: 179° F*

Kept thermocouple file running for next test

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): N/A

(special test) Hot 60

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cooling/videoing

Video File: Boson_Capture_32.tiff

Thermocouple File: 006

Peak Temp: 194' F*

Waited -60s after previous test

Started video 30s into heating, recorded for 240s

Kept thermocouple file running for previous test

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): N/A

(special test) Hot 900+

Recorded by TC3

peak temperature

during heating

Recorded by

average TC4

temp during

heating and

cool i ng/videoi ng

Video File: N/A

Thermocouple File: N/A

Peak Temp: N/A

No video or thermocouple data

Goal was to keep the temperature at -200° F and

watch live IR video feed

No flaws were visible even after the top surface

reached 80° F and the bottom surface reached 130° F+

Flaws became visible after cooling, when the top

surface reached -8.4° F

Figure C-30: Internal Forced Air (Heat Gun) Heating Test Notes 2
(continued)
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C.3 Solar Radiation (Sun/Shade) Heating Test Notes

Date

Time (approx. time

specimen is placed on

outside table, to the

minutel Location

Temp Data

Location of Thermocou les) Test S ecimen ID Test # IR Camera

6/14/2017 2:35pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air G11-STD-2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/14/2017 2:45pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air G11-STD-2 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

5/N: 2338

6/14/2017 3:12pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air G11-STD-3 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/14/2017 3:30pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air G11-STD-3 2

FLIR Boson

Resolution: 320)(256

Frame Rate: 60 Hz

5/N: 2338

6/14/2017 3:45pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air G11-STD-4 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/14/2017 3:56pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air G11-STD-4 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

Figure C-31: Solar Radiation (Sun/Shade) Heating Test Notes 1
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IR Camera Settin s

Global Normal Solar Heating Outside Air

Irradiance Duration (s) Tem erature

Inside Air

Tem erature

Notes (Transition Time is the approx. time

re ui red to move the oart into the shade

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 30

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-14-17.xlsx 30

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_74.tiff

Thermocouple File: 051

Transition Time: 9s

Part placed on plastic rails to provide an

airgap under the part

After this test this rails were moved in

slightly to prevent them from contacting TC2

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-14-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_75.tiff

Thermocouple File: 052

Transition Time: 6s + 6s

Started video 6s too early

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 90

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-14-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_76.tiff

Thermocouple File: 053

Transition Time: 9s

1TC1 - TC2 1 =0.6° F

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-14-17.xlsx 120

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_77.tiff

Thermocouple File: 054

Transition Time: 9s

1TC1 - TC2 1 = 0.9° F

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 150

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-14-17.xlsx 120

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_78.tiff

Thermocouple File: 055

Transition Time: 9s

Didn't observe any flaws on the live IR feed

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 240

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-14-17.xlsx 240

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_79.tiff

Thermocouple File: 056

Transition Time: 8s

Figure C-32: Solar Radiation (Sun/Shade) Heating Test Notes 1
(continued)



Date

Time (approx. time

specimen is placed on

outside table, to the

minute) Location

Temp Data

(Location of Thermocouples) Test Specimen ID Test # IR Camera

6/15/2017 2:37pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air G11-STD-4 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/15/2017 3:02pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air G11-STD-3 3

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

SIN: 2338

6/15/2017 3:18pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air FGB-1 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/15/2017 3:29pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air FBG-2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/15/2017 3:56pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air FBG-2 N/A

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/15/2017 4:llpm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air FGB-1 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

Figure C-33: Solar Radiation (Sun/Shade) Heating Test Notes 2
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IR Camera Settings

Global Normal Solar Heating Outside Air

Irradiance Duration (s) Temperature

Inside Air

Temperature

Notes (Transition Time is the approx. time

required to move the part into the shade)

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): N/A

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-15-17.xlsx 600+

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_80.tiff

Thermocouple File: 057

Videoed while heating

Video crashed/corrupted due to file size

Flaws were not visible until later when the

part was removed from the sun

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-15-17.xlsx 186

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_81.tiff

Thermocouple File: 059

Videoed during heating and cooling

There was some shade covering the .450

thick flat bottom hole and TC1, so we shifted

the part entirely in the sun -100s into

testing

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB 1

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-15-17.xlsx 369

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_82.tiff

Thermocouple File: 060

Videoed during heating and cooling

Video crashed/corrupted due to file size

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 240

Recorded by MATLAB I

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-15-17.xlsx 420

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_83.tiff

Thermocouple File: 061

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): N/A

Recorded by MATLAB I

PV_Website_Read

function every 1

minute

File: Solar Irradiance

Data 6-15-17.xlsx N/A

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Image File: Boson_Capture_3.tiff

Thermocouple File: N/A

Performed an image capture several

minutes after previous test

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB I

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-15-17.xlsx 120

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_84.tiff

Thermocouple File: 062

Figure C-34: Solar Radiation (Sun/Shade) Heating Test Notes 2
(continued)



Date

Time (approx. time

specimen is placed on

outside table, to the

minute) Location

Temp Data

(Location of Thermocouples) Test Specimen ID Test # IR Camera

6/16/2017 2:08pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air Dry Spots 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/16/2017 2:19pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air Dry Spots 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/16/2017 2:36pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air WIND-1-029 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/16/2017 2:54pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air WIND-1-029 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/16/2017 3:05pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air

WIND-2-044-

SPAR-085 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60Hz

S/N: 2338

6/16/2017 3:13pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air

WIND-3-110-

SPAR-140 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/16/2017 3:37pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air

WIND-3-110-

SPAR-140 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/16/2017 3:45pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air WIND-4-161 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

Figure C-35: Solar Radiation (Sun/Shade) Heating Test Notes 3
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IR Camera Settings

Global Normal Solar Heating Outside Air

Irradiance Duration (s) Temperature

Inside Air

Temperature

Notes (Transition rime is the approx. time
required to move the part into the shade)

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-16-17.xlsx 120

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_85.tiff

Thermocouple File:064

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-16-17.xlsx 180

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_86.tiff

Thermocouple File:065

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-16-17.xlsx 120

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_87.tiff

Thermocouple File:066

Shade from tripod affected part of image

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-16-17.xlsx 180

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_88.tiff

Thermocouple File:067

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-16-17.xlsx 120

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_89.tiff

Thermocouple File:068

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-16-17.xlsx 120

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_90.tiff

Thermocouple File:069

Some reflection issues

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-16-17.xlsx 120

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_91.tiff

Thermocouple File:070

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 180

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-16-17.xlsx 180

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_92.tiff

Thermocouple File:071

Figure C-36: Solar Radiation (Sun/Shade) Heating Test Notes 3
(continued)



Date

Time (approx. time

specimen is placed on

outside table, to the

minute) Location

Temp Data

(Location of Thermocouples) Test Specimen ID Test # IR Camera

6/16/2017 3:57pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air

REF-STD-1-050-

TPI-1 (top half) 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/16/2017 4:05pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air

REF-STD-1-050-

TPI-1 (bottom

half) 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/19/2017 1:14pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air GLF-S06-C4T2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/19/2017 1:37pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air GLF-506-C4T2 2

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

5/N: 2338

6/19/2017 1:46pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air GLF-S05-C6T2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/19/2017 1:54pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air GLF-504-C4T2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

5/N: 2338

6/19/2017 2:06pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air

GLF-505-C4T2-P5-

02 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

S/N: 2338

6/19/2017 2:14pm

Heating: Outside (West) of 894/157

Cooling: 894/157

TC1 (K Type): Front, Top Left

TC2 (K Type): Back, Top Left

TC3 (K Type): Air GLF-505-C4T2 1

FLIR Boson

Resolution: 320x256

Frame Rate: 60 Hz

5/N: 2338

Figure C-37: Solar Radiation (Sun/Shade) Heating Test Notes 4
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IR Camera Settings

Global Normal Solar Heating Outside Air

Irradiance Duration (s) Temperature

Inside Air

Temperature

Notes (Transition rime is the approx. time
required to move the part into the shade)

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-16-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_93.tiff

Thermocouple File:072

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-16-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_94.tiff

Thermocouple File:073

Format: 8-bit .avi video (UVC)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 60

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-19-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_8.avi

Thermocouple File:075

Accidientally used UVC output

Added a sheet metal ramp to make it easier

to roll cart inside

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-19-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_95.tiff

Thermocouple File:076

Started using a cardboard shade

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File:Solar Irradiance

Data 6-19-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_96.tiff

Thermocouple File:077

Temporarily lost shade a couple times

during cooling

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-19-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_97.tiff

Thermocouple File:078

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-19-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_98.tiff

Thermocouple File:079

Format: 16-bit TIFF sequence (IR16)

AGC Settings: Pre-AGC

FFC: Manual, 16 frames integration,

performed immediately before test

Video Duration (after heating): 120

Recorded by MATLAB

PV_Website_Read

function every 1

minute

File: Solar lrradiance

Data 6-19-17.xlsx 60

Recorded by TC3

peak temperature

during heating

Also recorded by

MATLAB

PV_Website_Read

function every 1

minute

Recorded by TC3

after test

Video File: Boson_Capture_99.tiff

Thermocouple File:080

Figure C-38: Solar Radiation (Sun/Shade) Heating Test Notes 4
(continued)



APPENDIX D. SOLAR IRRADIANCE TEST DATA
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Figure D-39: Solar Irradiance and Air Temperature Data vs. Time Plot for
September 14, 2017 Solar Radiation Benchtop Testing
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Figure D-40: Solar Irradiance and Air Temperature Data vs. Time Plot for
September 15, 2017 Solar Radiation Benchtop Testing
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Figure D-41: Solar Irradiance and Air Temperature Data vs. Time Plot for
September 16, 2017 Solar Radiation Benchtop Testing
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