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• What is a White Dwarf (WD)? 

• How are WDs used in astrophysics? 

• What are the current limitations of our understanding of WDs? 

• How are we using the Z-machine to help? 

• Summary
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Carbon-dominated (DQ) WD 

exotic WDs

Typical WD parameters: 
Surface temperature (Teff): 10,000 K (~1 eV) 

Surface gravity (log g): 108 cm/s2 (ne ~1017 cm-3) 
Radius: rearth   

Mass: ~2/3 Msun
Not drawn  to scale.

Hydrogen-dominated (DA) WD 

~80% of all WDs 

very well-studied 

Helium-dominated (DB) WD 

~20% of all WDs
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DA DB DQ

Astronomical 
use

‣ age of Galaxy and 
universe 

‣ composition of 
extrasolar planets 

‣ stellar initial/final mass 
relation

‣ test stellar evolution 
models 

‣ constrain model 
atmospheres 

‣ evaluate He atomic 
models

‣ insight into massive 
stars in early Galaxy 

‣ test stellar evolution 
models 

‣ confirm theoretical 
Stark width calculations

Required data accurate DA masses accurate DB masses accurate DQ masses

WDs in astrophysics 
An overview  

Accurate WD masses are needed.
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insight into the “log g upturn problem” as groups continue to
improve upon those models (e.g., Tremblay & Bergeron 2009).

2. GRAVITATIONAL REDSHIFT

In the weak-field limit, the general relativistic effect of
gravitational redshift (z) can be understood, classically, as the
energy (E) lost by a photon as it escapes a gravitational potential
(Φ) well:

z = −∆E

E
= −Φ

c2
. (1)

The fractional change in energy can be rewritten as a fractional
change in observed wavelength (−∆E/E = ∆λ/λ). In our case,
the gravitational potential is at the surface of a WD of mass M
and radius R. In terms of a velocity, the gravitational redshift is

vg = c∆λ

λ
= GM

Rc
, (2)

where G is the gravitational constant and c is the speed of light.
For WDs, vg is comparable in magnitude to the stellar radial

velocity vr, both of which sum to give the apparent velocity
we measure from absorption lines: vapp = vg + vr. These two
components cannot be explicitly separated for individual WDs
without an independent vr measurement or mass determination.

The method of this paper is to break this degeneracy not for
individual targets but for the sample as a whole. We make the
assumption that our WDs are a comoving, local sample. After
we correct each vapp to the local standard of rest (LSR), only
random stellar motions dominate the dynamics of our sample.
We assume, for the purposes of this investigation, that these
average out. Thus, the mean apparent velocity equals the mean
gravitational redshift: ⟨vapp⟩ = ⟨vg⟩. The idea of averaging over
a group of WDs to extract a mean gravitational redshift is not
new (Greenstein & Trimble 1967), but the availability of an
excellent data set prompted its exploitation. We address the
validity of the comoving approximation in Section 4.1.

3. OBSERVATIONS

We use spectroscopic data from the European Southern
Observatory (ESO) SN Ia progenitor survey (SPY; Napiwotzki
et al. 2001). These observations, taken using the UV-Visual
Echelle Spectrograph (UVES; Dekker et al. 2000) at Kueyen,
Unit Telescope 2 of the ESO VLT array, constitute the largest,
homogeneous, high-resolution (0.36 Å or ∼16 km s−1 at Hα)
spectroscopic data set for WDs. We obtain the pipeline-reduced
data online through the publicly available ESO Science Archive
Facility.

3.1. Sample

As explained in Napiwotzki et al. (2001), targets for the
SPY sample come from the WD catalog of McCook & Sion
(1999), the Hamburg ESO Survey (HES; Wisotzki et al. 2000;
Christlieb et al. 2001), the Hamburg Quasar Survey (Hagen et al.
1995; Homeier et al. 1998), the Montreal–Cambridge–Tololo
Survey (MCT; Lamontagne et al. 2000), and the Edinburgh–
Cape Survey (EC; Kilkenny et al. 1997). The magnitude of the
targets is limited to B < 16.5.

Our main sample consists of 449 analyzed hydrogen-
dominated WDs (see Figure 1 for the distribution of targets
in Galactic coordinates). This is the subset of the SPY sample
that meets our sample criteria (explained below) and that shows

Figure 1. Distribution of targets in Galactic longitude l and latitude b. We mark
the targets in our main sample as black points and the thick disk WDs as pink
squares. We indicate the direction of the movement of the Sun with respect to
the LSR (blue cross; Kerr & Lynden-Bell 1986). Since the observations are from
the ESO VLT in the Southern Hemisphere, no targets with a declination above
+30◦ are in our sample, hence the gap in the left side of the plot.
(A color version of this figure is available in the online journal.)

measurable vapp in the Hα (and Hβ) line cores while not showing
measurable vapp variations. A variable velocity across multiple
epochs of observation suggests binarity. The method of SPY to
search for double degenerate systems is to detect variable ra-
dial velocity. For our study, however, we are interested only in
non-binary WDs since these presumably have no radial veloc-
ity component in addition to random stellar motion after being
corrected to the LSR. We exclude known double degenerates
and common proper motion binary systems (Finley & Koester
1997; Jordan et al. 1998; Maxted & Marsh 1999; Maxted et al.
2000; Silvestri et al. 2001; Koester et al. 2009b) even if we do
not find them to show variable vapp.

We choose “normal” DAs (criterion 1) from Koester et al.
(2009b). Classification as a normal DA does not include WDs
that exhibit He absorption in their spectra in addition to
H absorption, and it does not include magnetic WDs. In a
subsequent paper, we will investigate the sample of 20 helium-
dominated WDs for which we observe H absorption.

For our main sample, we are also only interested in thin
disk WDs (criterion 2), so we exclude halo and thick disk
candidates as kinematically classified by Pauli et al. (2006)
and Richter et al. (2007). We assume the rest are thin disk
objects, the most numerous Galactic component. Our sample
selection is also consistent with the results for the targets in
common with Sion et al. (2009). Richter et al. (2007) find only
2% and 6% of their 632 DA WDs from SPY to be from the halo
and thick disk, respectively. For WDs within 20 pc, Sion et al.
(2009) find no evidence for halo objects and virtually no thick
disk objects. We note that unique identification of population
membership for WDs is difficult and often not possible because
of ambiguous kinematical properties. Based on corrections for
these intrinsic contaminations by Napiwotzki (2009), we expect
any residual contamination in our sample to be at most ∼6%. A
contamination of this size will have a negligible impact on our
conclusions. We explain the significance of requiring thin disk
WDs in Section 4.1, and we explore a mini-sample of thick disk
WDs in Section 5.4.

The gravitational redshift method becomes very difficult for
hot DAs with 50,000 K ! Teff ! 40,000 K (see the Teff gap in
Figure 7). As the WD cools through this Teff range, the Balmer
line core, which we use to measure vapp (Section 4), disappears
as it transitions from emission to absorption; fortunately only
∼5% of the DAs from SPY lie in this range.

correcting
for 
bulk 

motion

averaging over random 
motions (va, vb)

correcting for bulk 
motion (vs)
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2. GRAVITATIONAL REDSHIFT

In the weak-field limit, the general relativistic effect of
gravitational redshift (z) can be understood, classically, as the
energy (E) lost by a photon as it escapes a gravitational potential
(Φ) well:

z = −∆E

E
= −Φ
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. (1)

The fractional change in energy can be rewritten as a fractional
change in observed wavelength (−∆E/E = ∆λ/λ). In our case,
the gravitational potential is at the surface of a WD of mass M
and radius R. In terms of a velocity, the gravitational redshift is

vg = c∆λ
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= GM

Rc
, (2)

where G is the gravitational constant and c is the speed of light.
For WDs, vg is comparable in magnitude to the stellar radial

velocity vr, both of which sum to give the apparent velocity
we measure from absorption lines: vapp = vg + vr. These two
components cannot be explicitly separated for individual WDs
without an independent vr measurement or mass determination.

The method of this paper is to break this degeneracy not for
individual targets but for the sample as a whole. We make the
assumption that our WDs are a comoving, local sample. After
we correct each vapp to the local standard of rest (LSR), only
random stellar motions dominate the dynamics of our sample.
We assume, for the purposes of this investigation, that these
average out. Thus, the mean apparent velocity equals the mean
gravitational redshift: ⟨vapp⟩ = ⟨vg⟩. The idea of averaging over
a group of WDs to extract a mean gravitational redshift is not
new (Greenstein & Trimble 1967), but the availability of an
excellent data set prompted its exploitation. We address the
validity of the comoving approximation in Section 4.1.

3. OBSERVATIONS

We use spectroscopic data from the European Southern
Observatory (ESO) SN Ia progenitor survey (SPY; Napiwotzki
et al. 2001). These observations, taken using the UV-Visual
Echelle Spectrograph (UVES; Dekker et al. 2000) at Kueyen,
Unit Telescope 2 of the ESO VLT array, constitute the largest,
homogeneous, high-resolution (0.36 Å or ∼16 km s−1 at Hα)
spectroscopic data set for WDs. We obtain the pipeline-reduced
data online through the publicly available ESO Science Archive
Facility.

3.1. Sample

As explained in Napiwotzki et al. (2001), targets for the
SPY sample come from the WD catalog of McCook & Sion
(1999), the Hamburg ESO Survey (HES; Wisotzki et al. 2000;
Christlieb et al. 2001), the Hamburg Quasar Survey (Hagen et al.
1995; Homeier et al. 1998), the Montreal–Cambridge–Tololo
Survey (MCT; Lamontagne et al. 2000), and the Edinburgh–
Cape Survey (EC; Kilkenny et al. 1997). The magnitude of the
targets is limited to B < 16.5.

Our main sample consists of 449 analyzed hydrogen-
dominated WDs (see Figure 1 for the distribution of targets
in Galactic coordinates). This is the subset of the SPY sample
that meets our sample criteria (explained below) and that shows

Figure 1. Distribution of targets in Galactic longitude l and latitude b. We mark
the targets in our main sample as black points and the thick disk WDs as pink
squares. We indicate the direction of the movement of the Sun with respect to
the LSR (blue cross; Kerr & Lynden-Bell 1986). Since the observations are from
the ESO VLT in the Southern Hemisphere, no targets with a declination above
+30◦ are in our sample, hence the gap in the left side of the plot.
(A color version of this figure is available in the online journal.)

measurable vapp in the Hα (and Hβ) line cores while not showing
measurable vapp variations. A variable velocity across multiple
epochs of observation suggests binarity. The method of SPY to
search for double degenerate systems is to detect variable ra-
dial velocity. For our study, however, we are interested only in
non-binary WDs since these presumably have no radial veloc-
ity component in addition to random stellar motion after being
corrected to the LSR. We exclude known double degenerates
and common proper motion binary systems (Finley & Koester
1997; Jordan et al. 1998; Maxted & Marsh 1999; Maxted et al.
2000; Silvestri et al. 2001; Koester et al. 2009b) even if we do
not find them to show variable vapp.

We choose “normal” DAs (criterion 1) from Koester et al.
(2009b). Classification as a normal DA does not include WDs
that exhibit He absorption in their spectra in addition to
H absorption, and it does not include magnetic WDs. In a
subsequent paper, we will investigate the sample of 20 helium-
dominated WDs for which we observe H absorption.

For our main sample, we are also only interested in thin
disk WDs (criterion 2), so we exclude halo and thick disk
candidates as kinematically classified by Pauli et al. (2006)
and Richter et al. (2007). We assume the rest are thin disk
objects, the most numerous Galactic component. Our sample
selection is also consistent with the results for the targets in
common with Sion et al. (2009). Richter et al. (2007) find only
2% and 6% of their 632 DA WDs from SPY to be from the halo
and thick disk, respectively. For WDs within 20 pc, Sion et al.
(2009) find no evidence for halo objects and virtually no thick
disk objects. We note that unique identification of population
membership for WDs is difficult and often not possible because
of ambiguous kinematical properties. Based on corrections for
these intrinsic contaminations by Napiwotzki (2009), we expect
any residual contamination in our sample to be at most ∼6%. A
contamination of this size will have a negligible impact on our
conclusions. We explain the significance of requiring thin disk
WDs in Section 4.1, and we explore a mini-sample of thick disk
WDs in Section 5.4.

The gravitational redshift method becomes very difficult for
hot DAs with 50,000 K ! Teff ! 40,000 K (see the Teff gap in
Figure 7). As the WD cools through this Teff range, the Balmer
line core, which we use to measure vapp (Section 4), disappears
as it transitions from emission to absorption; fortunately only
∼5% of the DAs from SPY lie in this range.

ΔλGR, WD ~ 1 Å 

- relies on centroid of spectral lines 
- can only be applied to collections of stars

The Astrophysical Journal, 737:28 (24pp), 2011 August 10 Bergeron et al.

Figure 10. Examples of spectroscopic fits for two DB white dwarfs using a cool (bottom panels) and a hot (top panels) initial estimate of the effective temperature in
our fitting procedure.
(A color version of this figure is available in the online journal.)

Figure 11. Example of a full spectroscopic fit where the Hα line profile, shown
in the insert, is used to measure, or constrain, the hydrogen abundance of the
overall solution.
(A color version of this figure is available in the online journal.)

internal error is available for H/He. For DB stars without
detectable hydrogen, upper limits on the hydrogen abundance
are given in Table 1. The stellar mass (M) and white dwarf
cooling age (log τ ) of each star are obtained from evolutionary
models similar to those described in Fontaine et al. (2001) but
with C/O cores, q(He) ≡ log MHe/M⋆ = 10−2 and q(H) =
10−10, which are representative of helium-atmosphere white
dwarfs. The absolute visual magnitude (MV ) and luminosity
(L) are determined with the improved calibration from Holberg
& Bergeron (2006), defined with the Hubble Space Telescope
absolute flux scale of Vega. The V magnitudes13 are taken from
the Villanova White Dwarf Catalog, which combined with MV

13 Note that these sometimes represent photographic magnitudes, Strömgren y
magnitudes, or even B magnitudes.

Figure 12. Limits on the hydrogen abundance set by our spectroscopic
observations at Hα and Hβ. We estimate the limit of detectability at an equivalent
width of 200 mÅ and 300 mÅ, respectively.

yield the distance D. Finally, for all PG stars in the complete
sample, we also provide the 1/Vmax weighting (pc−3) used in
the calculation of the luminosity function, where Vmax represents
the volume defined by the maximum distance at which a given
object would still appear in the sample given the magnitude limit
of the PG Survey (see Liebert et al. 2005 for details).

Sample fits for both DB and DBA stars covering the full
temperature range of our sample are displayed in Figure 18. The
left panels show the blue portion of our spectroscopic fits, while
the right panels show the corresponding region near Hα. The
importance of the red coverage is clearly illustrated, with Hα
being barely detected in several DBA stars, while Hβ remains
spectroscopically invisible. In other objects, only an upper limit
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Comparison of observed and theoretical WD luminosity 
functions. These can be used to determine the age of 

stellar populations, the Galaxy, and the universe.
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Figure 7. Distribution of spectroscopically determined Teff of normal DAs
from Koester et al. (2009b, dashed, black histogram). The bin size is 1500 K.
The solid, green histogram shows the non-binary thin disk SPY targets, and
the shaded, purple histogram shows the targets in our sample. The mean is
19, 400 ± 300 K; the median is 17,611 K; the standard deviation is 9950 K.
The overplotted curve is the empirical distribution function used to determine
Monte Carlo uncertainties. We list the number of targets in each distribution.
(A color version of this figure is available in the online journal.)

It is worth noting that the spectroscopic method shares
this dependence on evolutionary models and that most of
the studies listed in Table 4, including Liebert et al. (2005),
Kepler et al. (2007), and Tremblay & Bergeron (2009), employ
mass–radius relations that use thick hydrogen layers. Column
7 of Table 4 notes the assumed hydrogen layer mass in the
evolutionary models used in each study. Furthermore, our results
are qualitatively less sensitive to the mass–radius relation: for
the gravitational redshift method, vg ∝ M/R, while the surface
gravity used by the spectroscopic method scales as g ∝ M/R2.

5.3.2. Dynamical

We use the kinematical LSR described by Standard Solar
Motion (Kerr & Lynden-Bell 1986) as our reference frame for
the comoving approximation. To determine if this is a suitable
choice, we investigate ⟨vapp⟩ in the U, V, or W directions (by
convention, U is positive toward the Galactic center, V is positive
in the direction of Galactic rotation, and W is positive toward
the north Galactic pole).

For 237 targets in the direction of the Galactic center (l ! 90◦

or l " 270◦) and 212 opposite the Galactic center (90◦ <
l < 270◦), ⟨vapp⟩ = 31.81 ± 1.71 and 33.43 ± 1.64 km s−1,
respectively. In the direction of the LSR flow (l = 90◦, b = 0◦;
196 targets) and opposite the flow (253 targets), ⟨vapp⟩ =
33.61 ± 2.09 and 31.77 ± 1.34 km s−1. North (185) and south
(264) of the Galactic equator, ⟨vapp⟩ = 31.59 ± 1.84 and
33.26 ± 1.53 km s−1.

These empirical checks provide independent evidence that
the local WDs in our sample move with respect to the kine-
matical LSR with the following values: (U,V,W ) = (−1.62 ±
3.35, +1.84 ± 3.43,−1.67 ± 3.37) km s−1, which is consistent
with no movement relative to the LSR. Therefore, we find our
choice of reference frame to be suitable for this study.

5.3.3. Observational

SPY targets are magnitude limited to B < 16.5, but these
targets come from multiple surveys with varying selection
criteria, making the combined criteria difficult to precisely
determine (Koester et al. 2009b). For this reason, our results
pertain mostly to non-binary thin disk normal DA WDs from
SPY. Although the selection bias is likely to have a minimal

Figure 8. Distribution of spectroscopic masses of normal DAs from Koester et al.
(2009b) we derive using the published atmospheric parameters log g and Teff
(dashed, black histogram). The bin size is 0.025 M⊙. The solid, green histogram
shows the non-binary thin disk SPY targets, and the shaded, orange histogram
shows the targets in our sample. The means are 0.567 ± 0.002 M⊙ (vertical,
black line), 0.580 ± 0.002 M⊙ (vertical, green line), and 0.575 ± 0.002 M⊙
(vertical, orange line), respectively. Note that the mean spectroscopic masses
are similar, indicating that the application of our sample criteria to SPY is not
introducing additional systematic effects. All the means are also significantly
less than the mean mass derived from the gravitational redshift method (vertical,
blue line). The overplotted curve is the empirical distribution function used to
determine Monte Carlo uncertainties. We list the number of targets in each
distribution.
(A color version of this figure is available in the online journal.)

effect, a detailed comparison of our results with that of the
general DA population awaits a closer examination of the
selection criteria (see Napiwotzki et al. 2001, 2003).

If we approximate our sample to be free of any target selection
bias, our crude estimates show that we have a net observational
bias toward lower mass WDs. There are two competing effects:
first, at a given Teff , a larger mass (smaller radius) results in a
fainter WD, thus biasing the detection of fewer higher mass WDs
over a given volume, and second, a larger mass (smaller radius)
also results in a slower cooling rate due to a larger heat capacity
as well as a diminished surface area. This means more higher
mass WDs as a function of Teff . We estimate the observational
mass bias correction as follows.

Let P (M) be the distribution of WDs as a function of mass
for a magnitude-limited sample of WDs. For simplicity, we
take it to have the form of a Gaussian; we take the mean to
be ⟨M⟩ ∼ 0.65 M⊙ and σ ∼ 0.1 M⊙. As a reference, the
spectroscopic mass distribution of DAs shows a sharp Gaussian-
like peak with high and low mass wings (e.g., Bergeron et al.
1992; Liebert et al. 2005; Kepler et al. 2007).

Effect (1): ignoring color, the apparent flux of a star scales as
Fapp ∼ L⋆/D

2 and the luminosity as L⋆ ∼ R2T 4
eff , where L⋆,

R, and Teff are the luminosity, radius, and effective temperature
of the star; D is its distance. In the non-relativistic limit, the
radius R of a WD scales as R ∝ M−1/3 (Chandrasekhar 1939),
and for a (moderately relativistic) 0.6 M⊙ WD this relation is
approximately R ∝ M−1/2, so

L⋆ ∝ T 4
eff

M
. (3)

If Fcutoff is the lower limit on flux for the survey, a given WD is
visible out to a distance of

D ∼
(

L⋆

Fcutoff

)1/2

∝ T 2
eff

M1/2
. (4)

Gravitational redshift and spectroscopic masses in  
comparison. The difference is much larger than 

the stated uncertainties and would result in a Galactic 
age adjustment of 0.5 x 109 years.
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Spectroscopically determined DB surface gravities as a  
function of surface temperature. 

Problems are evident.

GR mass: 
⟨MDB⟩ = 0.74 ± 0.08 Msun 

using the 5876 Å He I line 

Problems: 
- spectroscopy is unreliable due to   
upturn in log g at low temperatures 

- GR is unreliable due to unknown 
pressure shifts of 5876 Å He I line
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Hypothesis Predicted mass signatures

atmospheric convection/diffusion ⟨MDB⟩ = ⟨MDA⟩

additional WD progenitor fusion ⟨MDB⟩ ≠ ⟨MDA⟩

binary evolution
⟨MDB⟩ = ⟨MDA⟩ 

σ(⟨MDB⟩) ≠ σ(⟨MDA⟩)

combination of progenitor fusion and 
binary evolution 

⟨MDB⟩ ≠ ⟨MDA⟩ 
σ(⟨MDB⟩) ≠ σ(⟨MDA⟩)
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514 P. Dufour, N. Ben Nessib, S. Sahal-Bréchot, M. S. Dimitrijević

Fig. 1. Fit of a model to the carbon lines for the hot DQ SDSS J1153+0056. Oxygen
lines, which are not fitted, are indicated by tick marks. The thick line is the best solution
obtained by fitting the optical (MMT) data. The insert shows the Hα region (SDSS
spectroscopic observations). The C/O ratio is fixed to 1 in this preliminary analysis.
This represent a significant improvement over the ‘first generation’ fits of Dufour et al.
(2009, see their Fig. 2).

broadening parameters and the presence of large amount of oxygen that was pre-
viously unnoticed. It thus appear that hot DQ stars are among the most massive
white dwarfs known. Unfortunately, as noted above, there are still more calcu-
lations that remain to be completed before we can provide a better quantitative
assessment of this affirmation. We must, however, remain cautious about such
interpretation since it is possible that the line profile appears broader as a result
of unresolved components of lines slightly split by a weak magnetic field. Further
high resolution spectropolarimetric observations, which we hope to obtain soon,
should alleviate this issue.

3. CONCLUSIONS

A new generation of model atmospheres, including state-of-the-art C II Stark
broadening data, is used for a detailed modeling of hot DQ white dwarfs. The new
Stark broadening data calculated specifically for this work will soon be available
in the STARK-B database (http://stark-b.obspm.fr/).

Fits of the modeled line profiles to high S/N spectroscopic data yield atmo-
spheric parameters that are significantly different from those presented in Dufour
et al. (2008). As a consequence, it is now believed that the hot DQ stars might
be among the most massive isolated white dwarfs that can be formed by standard
stellar evolutionary channels. However, further calculations are still required be-
fore more precise atmospheric parameters can be published with confidence. For
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Spectroscopic fits to hot DQ WD SDSS J1153+0056.  
Masses derived from such fits are crucial in understanding Type Ia supernovae and massive stars in the Galaxy.
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- 36 Marx bank generators at 85 kV 
- current gets compressed in time and space 
- x-ray output energy: 2 MJ 
- broadband x-ray spectrum from 0.1 - 3 keV

1 - 3: capacitors with decreasing rise times 
4: transmission lines  

5: vacuum chamber with dynamic hohlraum

21 3 4 5
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Sandia National Laboratories’ Z-machine

x-ray sources in the photon energy band of !0.1–3 keV.6

ZAPP campaign experiments use a particular wire-array con-
figuration called the z-pinch dynamic hohlraum (ZPDH),7 a
proven system for delivering high-power x-ray pulses for a
variety of high energy-density (HED) physics applications
including radiation science,8 opacity measurements,9 and in-
ertial confinement fusion (ICF).10

A schematic of the ZPDH is shown in Fig. 1. The exact
geometry and mass of the ZPDH have evolved over time,
but it has consistently been used as a nested tungsten (W)
wire array consisting of an outer 40 mm diameter array with
240 wires, an inner 20 mm diameter array with 120 wires,
and a low density CH2 foam on the axis. The version of the
ZPDH used for ZAPP campaign experiments is 12 mm tall,
has 11.4 lm diameter wires, and uses a 6 mm diameter,
14.5 mg/cc CH2 foam on axis. The total mass of the ZPDH
wire array has increased with improvements to the total
energy and current available from the Z pulsed power. The
present W mass of 8.5 mg is chosen such that the z-pinch im-
plosion time is well-matched to the amplitude and rise time
of the Z current drive in short-pulse mode at 20.3 MJ total
Marx charge. As such, the present ZPDH is optimized to
draw the maximum electrical energy from the Z generator.
The current pulse that drives the ZPDH implosion is meas-
ured by B-dot probes placed in the final electrical feed-gap
!60 mm from the z-pinch axis.11 Measured over 20 shots
spanning the time period of February 28, 2012–September
27, 2013, the average peak electrical current in ZPDH implo-
sions reached 25.8 MA with a shot-to-shot standard devia-
tion (1-sigma) of 1.5%. The average current drive as a
function of time from these ZPDH shots is shown in Fig. 2.

When the ZPDH implodes under the force of the mag-
netic field generated by the immense current, the z pinch
stagnates on axis and the resulting shock heats the W plasma
to temperatures around 200 eV.12 The hot W plasma in turn
radiates x-rays in a near-Planckian spectrum.13 The observed
power and energy of the radial x-ray emission averaged over

the same 20 shots discussed above is shown in Fig. 3 assum-
ing the x-rays originate from a uniform, 12 mm tall
Lambertian source.14 The bulk of the 1.57 MJ radial x-ray
output comes from a single power pulse that peaks at
218 TW with a 3.5 ns full-width-at-half-maximum (FWHM).
The x-ray emission is highly reproducible with a shot-to-shot
standard deviation (1-sigma) of 10% in peak power, 11% in
FWHM, and 9% in total energy. The implosion timing is
also very reproducible. Measured from the time when the
load current reaches 8 MA, the peak of the x-ray emission
comes 101.0 ns later with a shot-to-shot standard deviation
of only 1% (Fig. 2). The 8 MA point is chosen from which to
measure the z-pinch implosion time because it occurs during
the time when the slope of the current rise is at its maximum
value and therefore results in the most stable time reference.

In addition to the radial x-ray emission, the ZPDH also
radiates x-rays along the axis through a 4 mm diameter hole
in the top electrode called the radiation exit hole (REH) as
seen in Fig. 1. When the imploding W z pinch strikes the
low density CH2 foam placed on the axis, the interaction

FIG. 1. Schematic of the z-pinch dynamic hohlraum. When the tungsten z
pinch implodes onto the low-density CH2 foam (inset), it launches a radiat-
ing shock emitting x-rays that escape through the axial radiation exit hole.
The hot tungsten plasma radiates x-rays that escape radially.

FIG. 2. Measured load current for ZPDH implosions on Z averaged over 20
shots. Error bars are the standard deviation in the measurements between
shots. The average time of peak x-ray emission (dashed) occurs 100.9 ns
after the 8 MA point (dotted).

FIG. 3. Measured radial x-ray power (red) and energy averaged over 20
ZPDH shots on a time-base where 0 ns corresponds to 3109.9 ns in Fig. 2.
Error bars are the standard deviation in the measurements between shots.
The field-of-view of the measurements (dashed yellow) is dominated by the
z-pinch emission but includes contributions from the surrounding hardware
as seen in the 277 eV x-ray source image (inset) at the time of peak power.
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The dynamic hohlraum located at the center 
of the vacuum chamber. The current travels up 

tungsten wires, turning them into a plasma. 
The magnetic force pulls the plasma particles 

toward the CH2 foam and produces a broadband 
x-ray drive.
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laboratory experiments (e.g., Wiese et al. 1972), validating its
accuracy (for ne < 1017 cm−3) to diagnose plasma conditions
(e.g., Kelleher et al. 1993). We thus fit Hβ to infer electron
density, ne, and n = 2 level population, n2, finding agreement
between different theoretical line-profile models (Section 3.3).
These ne and n2 measurements also allow us to infer electron
temperature, Te (Section 3.4). We then scrutinize our
sensitivity to experimental uncertainties. Section 4.1 syntheti-
cally investigates the dependence on Te, and Sections 4.2 and
4.3 investigate inhomogeneities or gradients in the plasma
conditions. Our scope is to secure our measured Hβ line as a
diagnostic anchor for the investigation of relative line profiles
(shapes and strengths) as part of the laboratory study of WD
photospheres.

2. EXPERIMENTAL PLATFORM

Ours is part of the Z Astrophysical Plasma Properties (ZAPP)
Collaboration (Rochau et al. 2014), a group of experiments
conducted simultaneously at the Z Pulsed Power Facility (e.g.,
McDaniel et al. 2002; Matzen et al. 2005; Rose et al. 2010;
Savage et al. 2011) at Sandia National Laboratories. ZAPP
experiments take place in a large (>60m3) vacuum chamber,
each making use of the same z-pinch dynamic hohlraum (e.g.,
Spielman et al. 1998; Nash et al. 1999; Stygar et al. 2001;
Sanford et al. 2002; Bailey et al. 2006; Rochau et al. 2008) X-ray
source to initiate plasma formation.

We place a gas-cell assembly (Figure 1), filled with
hydrogen (H2), a distance away (324 ± 2 mm) from the
X-ray source along a radial line of sight (LOS). X-rays irradiate
the cell, propagate through a thin (1.44 ± 0.02 μm) Mylar
window and through the H2 gas, and are absorbed by a gold
wall at the back end of the cell cavity. The gold heats to an
electron temperature of Te ∼ few eV and re-emits as a
continuum, which photoionizes the hydrogen.

We observe the H plasma along lines of sight parallel to the
gold wall and perpendicular to the photoionizing radiation

(Figure 2). For each LOS, a 50-mm-long buffer cavity
separates the optics from the plasma formed within the central
cavity. Optical fibers deliver the light to time-resolved
spectrometer systems. Sections 4.2 and 4.3 elaborate on our
observations (Figures 12 and 14 illustrate). See Falcon et al.
(2013b) for a description of our experimental platform and
plasma formation, and see Falcon et al. (2015) for details of
our data processing and calibration.

3. TIME-RESOLVED SPECTROSCOPIC
MEASUREMENTS

Inside the gas-cell central cavity a polyhedral stainless steel
block, coated with 5 μm of gold, rests on one end. Its surface is
tilted with respect to the plane normal to the z-pinch X-rays
(y–z) and pitched with respect to the horizontal (x–y). This
allows the X-rays, the optics in one horizontal LOS (absorp-
tion), and the optics in the vertical LOS (continuum) to each
have a direct view. The X-rays heat this surface like they do the
gold back wall, allowing it to serve as a back-light for
absorption measurements.

3.1. Extracting Transmission

Absorption spectra of plasmas contain three components:

= +l l l l
‐I I T I . (1)meas back light plasma plasma

l
‐I back light is the spectral radiance of the back-lighting con-

tinuum. The transmission, lT plasma, and the self-emission,
Iλ
plasma, both describe the plasma but in different ways. We
focus on lT plasma for our analysis because of its preferable
signal-to-noise ratio (S/N). It also provides a constraint on
relative line strengths because all the transitions of the
absorption lines we observe share the same initial (lower)
state (n = 2); this is a subject of future work.
The components in Equation (1) are separately measurable

using the “ACE” gas cell. Because our absorption LOS ( lI
abs)

Figure 1. False-color hardware drawing of our “ACE”-configuration gas-cell assembly, capable of simultaneously observing (1) the H plasma in Absorption, (2) the
Continuum emission from a gold, back-lighting surface, and (3) the H plasma in emission. For one line of sight we show the hardware within the buffer (orange) and
optics shield (gray).

2
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The WDPE gas cell. X-rays enter our gas cell through 
the Mylar window and heat up the gold wall. The optics 

are protected by the buffers.

The ‘meat’ of the WDPE gas cell. Filtered Z-pinch x-rays 
enter the cell and heat up the gold wall. This wall 

then emits a Planckian of ~10eV, heating the  
gas in the gas cell. 

SVS: streaked visible spectrometer

SVS 
(high res)

SVS 
(high res)

SVS 
(low res)

SVS 
(low res)

Falcon et al. (2013)

Falcon et al. (2015)
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Experimental data - high resolution 
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The hydrogen data - line shapes
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Higher-density Laboratory Experiments 3

do not claim validity at values greater than that. Note by how far we exceed the max-
imum ne achieved by the benchmark experiment of Wiese et al. (1972), the only other
experiment that measured multiple H Balmer lines near these plasma conditions.

Figure 2. Measured Hβ spectral transmission at 80–90 ns during experiment
z2832. We fit using different theoretical line-profile calculations and show the good-
ness of fit (reduced χ2).

Figure 2 shows a fit to our measured Hβ line integrated from 80 to 90 ns during
experiment z2832. Here, the spectral line becomes quite wide because the electron
density is so high (ne ∼ 80 × 1016 cm−3). Also, asymmetry in the line profile—an
effect that is rarely considered in WD synthetic spectra (Halenka et al. 2015)—becomes
apparent. Xenomorph is the only calculation we use that includes asymmetry in its
profiles, and this causes the goodness of fit (reduced χ2) to surpass that of VCS and
TB. A reduced χ2 as low as we indicate here indicates that we overestimate the noise
level, which determines the uncertainties plotted for each spectral point (Falcon et al.
2015).

3. Discussion

Exploring higher electron densities allows us to better discriminate amongst theoretical
line profiles. Relative line shapes differ between calculations with increasing principal
quantum number (Tremblay & Bergeron 2009) and with increasing ne.

We can also uniquely investigate occupation probabilities (Hummer & Mihalas
1988; Seaton 1990) by measuring relative line strengths. Because we observe line pro-

• WDPE hydrogen data has guided 

theoretical developments for hydrogen 

line shapes used in model atmospheres 

• differences at low densities  

(ne > 3e17 cm
-3

) between theories are 

negligible; high-density regime is 

problematic 

• new hydrogen line shapes result in an 

increased WD mass (~5%) at all 

temperatures
Sample spectrum of recent hydrogen experiment. 

Differences in theory are apparent.
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The hydrogen data - emission and absorption
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Inferred ne values of Hβ and Hɣ 
differ by roughly 30%, which translates 

to ΔFWHM of 20%. 
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Line shapes for  
Hβ and Hɣ 
disagree across 
a variety of 
electron 
densities and 
shots.
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The hydrogen data - simulations
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Table 3: Absorption LOS distances and temperatures

Identifier Name Extent [cm] Simulated Temperature [eV]

1 Outer bu↵er 0.00 - 4.00 0.025

2 Bu↵er transition 4.00 - 5.00 0.025 - 0.050

3 Hot bu↵er 5.00 - 5.12 0.050 - 0.85

4 Unheated Plasma 5.12 - 6.26 0.85 - 1.70

5 Heated Plasma Rising 6.26 - 11.54 1.10 - 1.70

6 Heated Plasma Falling 11.54 - 14.12 1.70 - 1.40

7 Backlighter 14.12 - 15.12 1.40 - 2.20
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Table 1: Continuum LOS distances and temperatures

Identifier Name Extent [cm] Simulated Temperature [eV]

1 Bu↵er 0 - 5.12 0.025

2 Axial spacer 5.12 - 14.82 0.025

3 Unheated Plasma 14.82 - 15.24 0.025 - 1.7

4 Heated Plasma 15.24 - 15.84 1.7

5 Backlighter 15.84 - 16.34 1.7 - 2.2

Table 2: Emission LOS distances and temperatures

Identifier Name Extent [cm] Simulated Temperature [eV]

1 Outer bu↵er 0.00 - 4.00 0.025

2 Bu↵er transition 4.00 - 5.00 0.025 - 0.050

3 Hot bu↵er 5.00 - 5.12 0.050 - 0.45

4 Unheated Plasma 5.12 - 6.26 0.45-1.1

5 Heated Plasma Rising 6.26 - 11.54 1.1 - 1.7

6 Heated Plasma Falling 11.54 - 16.82 1.7 - 1.1

10

absorption LOS

emission LOS

Results of VisRad and Helios simulations along 
the emission and absorption lines-of-sight (LOS).
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0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

F
lu

x

⇥10�2

absorption

emission

4700 4800 4900 5000 5100

Wavelength [Å]
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The ‘nominal’ gradient along the emission 
and absorption LOS. This temperature structure 

was used in Spect3D simulations.

Area-normalized Hβ 
and Hɣ  emission and 
absorption profiles 
resulting from Spect3D 
simulations. The effect 
of inhomogeneities 
cannot explain the 
observed difference of  
emission of absorption.
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The ‘altered’ gradient that can reproduce the 
needed ΔFWHM of 20% between Hɣ emission and 

absorption, while leaving Hβ untouched. 

Area-normalized Hβ 
and Hɣ emission and 
absorption profiles 
resulting from Spect3D 
simulations. These 
profiles achieve the 
desired change in 
FWHM, but do not 
resemble the data. 
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The helium data - Stark shift calculations

• spectroscopic masses are uncertain - 

why not use the GR method to 

constrain the DB masses? → Stark 

shifts. 

• He I 5876 Å line is the most prominent 

in the optical spectra of DBs 

• theory and experiment agree very 

poorly on the Stark shift for that line
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The helium data - Stark shift calculations
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The helium data - Stark shift calculations



The helium data - previous experiments
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The helium data - experimental concerns
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Concern Our experiment (WDPE)
influence of self-absorption emission and absorption data

single data points range of ne and T

uncertain ne and T diagnostics use of well-studied Hβ line profiles

influence of Doppler shifts no Doppler shifts

plasma non-uniformities
use of Z allows creation of large, 

uniform plasma
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• emission and absorption data give 

the same shift 

• transmission shift has yet to be 

determined 

• magnitude of shift is still 

preliminary, but it is consistent with 

other experiments and flat as 

function of electron density

The helium data - WDPE results
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Büscher et al. (1995)

Cauthier et al. (1981)



The carbon data - experimental setup
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• DQ stars have surface 

temperatures ranging from 

18,000 to 23,000 K, a bit 

higher than the garden variety 

DA or DB. 

• Significant hardware changes 

were implemented to reach 

required conditions.
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Altered platform design for CH4 experiments.  



Summary
• The WDPE at Sandia National Laboratories’ Z-machine has uncovered 

theoretical weaknesses in atomic models for hydrogen and helium.  

• Recent re-analysis of the emission and absorption data for multiple 

members of the H-Balmer series reveals that there may be problems in 

our understanding of these atomic processes. 

• Proof-of-concept CH4 experiments have shown that we can also address 

weaknesses in our understanding of multiple-electron. Further future 

hardware developments will be needed to solidify our current results.

29




