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Hardware Acceleration of Adaptive Neural

Algorithms (HAANA)
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Resistive switching model: Mickel et al, Adv Mater 2014
Adaptive categorization: Vineyard et al., IJCNN 2015
File categorization with DNNs: Cox et al., CAS 2015
Spiking network algorithms: Severa et al., ICRC 2016

Electrochemical transistor: Fuller et al., Adv Mater 2016
Resistive crossbar accelerator: Agarwal et al., IJCNN 2016
Neurogenesis deep learning: Draelos et al, IJCNN 2017
Digital neuromorphic architecture: Smith et al., IJCNN 2017




HAANA neural architectures enable new e
paradigms for approaching computation

Spiking Temporal Processing Unit

« Digital, FPGA compatible

« Unrestricted connectivity

« Complex temporal representations
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Challenge: What does this neural computing paradigm actually look like?




Conventional and quantum computing benefit e
from concrete theoretical models...
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...whereas neural computing means something e
different to everybody
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What is the brain as inspiration?

HAANA specifically aimed to make this theoretical
framework explicit to bridge algorithms and architectures




Established conventional wisdom: e
neural-inspired computing is bad at math
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Why? SFECTRUM AN TSy
« ltis a challenge to separate
brains (cognitive capability) from
neurons (low-energy mechanism)
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Intensive efforts to re-create human cognition will
transform the way we work, learn, and play

» Belief that neurons are noisy
Infographic:

* Moore’s Law — It has always been
easier to wait for faster processors than
to re-invent numerical computing on
specialized parallel gsahitast e,
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Why We Should Copy the Brain

Trving to create consciousness may be the path to
understanding this most deeply mysterious human
attribute By Glenn Zorpette

In the Future, Machines Will Borrow Our
| Brain’s Best Tricks

f_ A researcher imagines how true artificial intelligence

b will change the world By Fred Rothganger

: Bad at
ing Else

The Brain as Computer: Bad at Math,

Good at Everything Else
Modeling computers after the brain could revolutionize
robotics and big data By Karlheinz Meier
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Emerging HAANA Hypothesis: This presumption may not be correct...




Spiking neurons are a more powerful version of )
. . Laboratories
classic logic gates

Spiking threshold gates provide high
degree of parallelism at very low power

Based on a simple McCullogh-Pitts model:
s E .
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Incorporate time
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HAANA has produced a number of spiking @
numerical algorithms

= Cross-correlation I P
= Severa et al., ICRC 2016 K 1 1
= SpikeSort M » i
= Verzi et al., submitted ’ s "
= SpikeMin
= SpikeMax

= SpikeOptimization
= Verzi et al., JCNN 2017
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= Parekh et al., submitted




A Velocimetry Application

A motivating application is the
determination of the local velocity in a
flow field

The maximal cross-correlation between
two sample images provides a velocity
estimate

SNN algorithms are straightforward;
exemplify core concepts

= Highly parallel

= Different neural representations

= Modular, precise connectivity

= Time/Neuron tradeoff




Time Multiplexed Cross Correlation ) e

Feature Detectors
» Rate Coding

€«
Time-coded Inputs
» Temporal Coding
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S Temporal Coding: 0 (n) neurons;
O(n) runtime
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Fires regularly; forces
integrator to fire



Cross-Correlation Exhibits Time/Neuron (1)
Tradeoff

Inputs Output signal routed to
* One neuron per Argmax
function per prm——
dimension . -
¢ ()]
« Exchange Time Cost <« ‘ U
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Complexity is unchanged 4

« ¢ ( « { [y @
« T~ e ) ©
» Neurons: 0(n?) < 0(n) . \_ J
- ‘J
* Time: 0(1) < 0(n) . Inner products all ‘
computed in N
«

parallel
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“Neural” network for matrix multiplication

Standard:
8Ms, 4As —
O(N?3)

Strassen:
7Ms, 18A/Ss—
O(N2+e)

Strassen formulation of matrix multiply enables less than O(N?) neurons
— resulting in less power consumption




Strassen multiplication in neural hardware may )
show powerful advantages
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“Direct” d O(N® *€) 1/d
Strassen

Refined d O(N©« ) 0(1/c9)

Strassen

Conventional

Non-constant O(log log N) O(N®) -
Depth

Point at which Strassen
method becomes useful
Example: Triangle Counting in Graphs

Input: adjacency matrix of a graph with
entries either Qor 1 L

Most of the gates are used
to perform bitwise addition

\

- Bitwise multiplication

Output: does the graph have 2 T triangles?
Applications to social network analysis




What comes after HAANA? [

=DOE

= ASC Beyond Moore computing portfolio
= ASC Machine learning for scientific computing applications
= “Big Idea” on Beyond Moore’s Law computing

= DARPA

= Lifelong Learning in Machines program

=|ARPA
= MICrONS program




HAANA has identified several application e
areas to impact Sandia’s mission

Regex Golf m-Regex Golf,
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= Remote Sensing
= Contour-based image classification
= Deep learning on neuromorphic architectures

= Bioinformatics
= Deep learning on hyperspectral data

= Scientific computing
= Numerical computation with spiking neurons
= Threshold gate linear algebra




Quick highlights from HAANA [

= Publications

= ~30 conference and journal papers published (~10 submitted / in final stages)
= ~50 talks, conference, and workshop presentations
= ~8 patents filed

= Growing suite of spiking and adaptive neural algorithms
= Two general neural architectures in development

= Resistive crossbar array, with emphasis on evaluation
= Spiking temporal processing unit (STPU), currently in FPGA prototype

= Novel hardware devices for higher precision analog computing
= Application Impact

= Demonstrated impact of neural acceleration of streaming cyber analytics

= |dentified other areas of cyber security potentially well-suited for neural
algorithms (file forensics, system call analysis, volatile memory assessment)

= Potential role of neural approaches in scientific computing
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Resistive switching model: Mickel et al, Adv Mater 2014
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Spiking network algorithms: Severa et al., ICRC 2016
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Neurogenesis deep learning: Draelos et al, IJCNN 2017
Digital neuromorphic architecture: Smith et al., IJCNN 2017




Multidisciplinary algorithms team

Computational Neural Computing
Neuroscience Theory




