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Background

Problem: Inter-area oscillations in the Western Interconnection

can cause system breakdowns

 Limits in power transfer (from north to south) were imposed to

prevent such events
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Solution: modulate the power
transfer of the PDCI using wide area
measurements from PMUs
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Philosophy: “DO NO HARM” to
M the system under any condition

o PDCI Terminals

v .
o North PMU measurements

e South PMU measurements

 Feedback signals for are streamed to the controller in

accordance with the C37.118 standard using a UDP protocol
(multicast) and are subject to delay in their transmission

* Goalisto define and determine latencies delays of all the

components of an actual Wide Area Measurement System
(WAMS)

Definitions of Delays

Classification of delays associated with the controller:
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tmeas — Measurement (PMU) Delay
teom —Communications (network) Delay

el  —Signal Delay

teont — Control Processing Delay
Lot  — Total Controller Delay
temd — Command Delay

ltt  — Effective Delay

Time delays at different stages in the controller flow of

information: Distuibances
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* Note: controller used data directly from the PMUs without
going through a PDC in order to reduce total delays
* Controller time-aligns the signals

Controller processing action time window

* Controller acts at the e O 10:0mE
same reporting rate as | | | | >
the PMUs (60sps) _— T time

e  Window is not | >
synchronized with GPS Processing
time R A PMU Packets (local and remote)
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Signal delay

Measurements of Delays
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Signal Delay (t4.])

0.15

0.1F

0.05 -

. . W

1919.9 1920

0.\.\\...\\
1919.9 1920

0.022|

] 6 M» MMMM

0.0
0.0
0.0
0.0

16 \ \
14 V 0.2}
12 :
001 0005 001 0015 002 0025 003
230 230 05 230 1 230 15 230 2 230 25 230 3 230 3 : : . . . .
Time (sec) At (s)

Controller delay

0.04 F
0.03
0.02 ¢

0.01°F

Average of 16.6ms.
Sometimes has an oscillatory behavior.
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e Different for local and remote PMU.
* |t has a periodicity due to the drifting of the controller clock
wrt to the GPS clock
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Same for local and remote PMUs (due to time-alignment)
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Conclusions

A classification of delays in a Wide Area Control System
(WACS) was proposed

Delay behavior was analyzed for each stage and components
of the WACS

Statistical analysis of each delay was performed

Delays are within the limits to be used for real time control
(max delay was determined at 113 ms and average of 81 ms)
Data dropouts in the network is almost nonexistent
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