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Impact of Sandia’s Lightweight Kernel (LWK) R&D

. Sandia is the only DOE lab to partner with vendors to deploy its LWK OS technology in production
. SUNMOS LWK on Intel Paragon
. Cougar LWK on Intel ASCI/Red
. Catamount LWK on Cray Red Storm
. Other vendors have adopted the Sandia LWK model
. IBM’s Compute Node Kernel for BG/{L,P,Q}
. Cray’s lightweight Linux Environment (CLE)
. LWK model has been shown to be critical to performance and scalability on distributed memory machines
. Every DOE large-scale HPC machine in the past 25 years has deployed a lightweight OS

BG/L@LLNL with IBM CNK LWK Trinity@LANL with Cray CLE
Intrepid@ANL BG/P with Mira@ANL with
" di " i ntrepl wi IBM CNK LWK
LANL "discovers" OS noise CNK LWK

. . Kitten LWK with
Sandia/UNM Operating IBM asks Sandia for Palacios virtual

System (SUNMOS) Cougar LWK for BG machine monitor

Cougar port to 64-bit Cielo@LANL with
Intel CPU Cray CLE Intel mOS LWK
t i L i t L
1993 1995 1997 1999 2001 2003 2005 2007 2009 2011 2013 2015 2017
Jaguar@ORNL - Cray
XT3/4 with Catamount Ho?&e::@NiI::C
LWK with Cray
Puma/Cougar LWK on ) Hobbes Node
ASCI/Red Cougar LWK vs Linux Virtualization Layer
comparison on ASCI/Red
Franklin@NERSC Cray XT4 Titan@ORNL with Cray CLE
with CNL

Sequoia@LLNL with IBM CNK
Cray develops lightweight Compute 9 @

L. Node Linux (CNL)
DOE/MICS funded activity DOE/ASCR funded activity




Factors Influencing OS Design

#W History




Multiphysics Example

Technical Discussion on CASL.:
Why is Multiphysics Coupling Difficult?

* The most complex software engineering project | have been involved with
-~ Fortran, C, C++, Java, Python, Perl, ...
— 21 git repositories
— VERA is composed of 350+ software engineering packages, 12 TPLs

* Multiscale physics: Thermal hydraulics (CFD, Subchannel), Neutron transport
(SN, MOC), materials models, crack propagation, multiphase boiling, ...

* Multiple discretizations and solution algorithms

— Steady-state, transient (explicit, operator split, implicit), pseudo-transient,
continuation, eigensolvers, etc...
- CVFEM, FE, DGFEM, DAE network models, ...

- Stability and Conservation are critical

* Code use different units, coordinate systems, dimensions, pin axis alignment

» Software engineering quality of individual codes: app = library = disaster!

Code integrations require a strong combination of skills in physics
simulation, numerical algorithms and software engineering

Sandia
National




Multiphysics Example (cont’d)

Peregrine/lnsilico/CTF Executable
(Only ONE of many executables in VERA)

* VRIPSS

+« COBRA-TF

* Exnihilio (Insilico, Denovo, nemesis)
* Drekar

* MOOSE/Peregrine

- Qt

« SCALE (200+ libraries, 30+ years of NRC
codes)

* LIBMESH

* Data Transfer Kit

* LIME

* Trilinos (35+ libraries)

* PETSc

* HYPRE

* Netcdf

« HDF5

* Boost

Many oth Rtoa
any others... Netonel




Multiphysics Example (concl’d)

.

A Multiphysics Distributor
(Four levels of MPI Communicators)

-=I---III-III

DTK:CTF €< ~>Insilico

e Y

DTK: Insilico&MOOSE Multiapp

DTK: CTF €MOOSE Multiapp 1
I & la‘ boratories
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Applications and Usage Models are Diverging

= Application composition becoming more important
= Ensemble calculations for uncertainty quantification
= Multi-{material, physics, scale} simulations
= |n-situ analysis and graph analytics
= Performance and correctness analysis tools
= Applications may be composed of multiple programming models
= More complex workflows are driving need for advanced OS services and
capability
= “Workflow” overtaken “Co-Design” as top US/DOE buzzword
=  Support for more interactive workloads

= Facilities need to find a new charging model

= Desire to support “Big Data” applications

= Significant software stack comes along with this



Applications Workflows are Evolving

= More compositional approach, where overall application is a
composition of coupled simulation, analysis, and tool
components

= Each component may have different OS and Runtime (OS/R)
requirements, in general there is no “one-size-fits-all”
solution

= Co-locating application components can be used to reduce
data movement, but may introduce cross component
performance interference
= Need system software infrastructure for application composition
= Need to maintain performance isolation
= Need to provide cross-component data sharing capabilities
= Need to fit into vendor’s production system software stack



Systems Are Converging to Reduce Data Movement

= External parallel file system is being subsumed
= Near-term capability systems using NVRAM-based burst buffer
= Future extreme-scale systems will continue to exploit persistent
memory technologies
" |n-situ and in-transit approaches for visualization and analysis
= Can’t afford to move data to separate systems for processing

= GPUs and many-core processors are ideal for visualization and some
analysis functions

= Less differentiation between advanced technology and
commodity technology systems S

Analytics Visualization
4 SR Cluster

= On-chip integration of processing, Cluster
memory, and network

ili Capacity
. . ) .. Capability e
= Summit/Sierra using InfiniBand System

Exascale
System




Merging of HPC and data analytics

Future architectures will need to combine HPC and big
data analytics into a single box

OLCF’s Titan
Cray XK7

Apollo: Urika-GD
Graph Analytics

CADES Pods
Compute & Storage

BEAM'’s “BE Analyzer” tool
displaying interactive 2D and
3D views of analyzed multi-
dimensional data generated at
. ORNL’s Center for Nanophase
Metis Materials Sciences (CNMS)

Cray XK7

Helios: Urika-XA
BDAS
(Hadoop, Spark)




How Do We Bring the Two Worlds of HPC
and Big Data Together?

Divergent ecosystems

Applications and Community Codes
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“Big Data” Environment

Infrastructure AMAIB.
g .z WPreds HADAPT m g}daubrcks “sTA Gard {ydomino @ 1
b Doy R § cloudera fptice QM'"PEWM %i TREPAREL || § & o /\P°  Semse
§.mung\nll\ 8 s Zettaset gl)/\WS é & Ogam E§ # “
Coucupase nw : MARR 55 ClearStory gé’ £ R
§ AR g M~ & g DataGravity Mo That & LATTICE ENGINES
g PORTAR o ol Pivotql ‘0=‘—' — e o — ‘s‘uw‘a‘ sorvaaky
wetobleow P gamnsight
< cuoveun] =13 =L § G iimmatsy S Qe & T
CresDutn A N At 8 o m douantuman g RelatelQ
— = Q © Tolh
N'o‘) ONES g .olhscole - g @ACTUATE - > 5
—_— >E . ""'QKI“‘”Q‘ N l’w F!! Quﬂll ’-‘-2
" MarkLogic 'IEEET - LexisNexds* ~ - P
fom T O, é%. t L --s.) s
% 1t Yzl ﬂL (7] =g ACUnU g m'v -~ U'd
Tohmtrix k'S == £ “ fentelo 0
TERADATA Hro= .g{:‘"ww § IO DICATA
2 fiNiIDB * kognitio Tt §.§ (=5 StackIQ tidemark - Miex Machina -
N NeTezza 8 appomic A
5%\@3& §6' E“Smcm g ey Yesiftscience
3
ivotal [pasAces. | FADATADOG gl'“'vz*_'-' feedzal
Neoy)
NEWTON
&3 ostordato §§a - ©
08 & riniteGraph D o -, TANORAMA m
e @ | ok | e O e rr
5 sevo ° 2t 9z £ oPOWER
- CoNT l.' SOUND
* mobde..ork: g !:IL‘!'I (Iw&ﬂ‘:] DataKind f-:- 7 @ % @ Q
Cossiniesiucturs! mgorosoft | amazon _ talor > S o[
SARS ..sgsas 12y Google  vmware 1010data ADATA -t oo s ool
€~ , rowaeper || . =] c =G 5 B,
o St ' Q;@:......«.usp. ORACLE |15 = 3e 5@ ||5.E Igg)' —
@ mongoDit d talen ._- g L m > Solr -
-§g"°°°°""" § |2 ¥ O sosmon] |61 2 | £ S ] R|[OF ¥ |35 o
fzw-?mwv g 5 me—. -V“’Lgf“ ,’(‘.'9."."",& § 8 Vhnsa A Swmom s fitbit IIW Ege & @ s,
338 e Bonn. 12 e I 3 S I e Withings [ ensis] 95 |B63 55 W 4




So, How Do We Bring the Two Worlds of
HPC and Big Data Together?

Divergent ecosystems

Applications and Community Codes

Application Level Mahout, R and Applications
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We Don’t




We Should Embrace Divergence

= Functional partitioning based on software stack will continue
= Service nodes, I/0 nodes, network nodes, compute nodes, etc.
= Nodes are becoming too big to be smallest unit of allocation

" Provide infrastructure to manage diverse software stacks

= Node-level partitioning of resources with different stacks
= Support for improved resource isolation
= Mechanisms that provide sharing to reduce data movement

= Enable applications and workflows to define their own
software environment




Hobbes Project

US DOE/ASCR project in OS/R Program started in 2013

Develop prototype OS/R environment for R&D in extreme-scale scientific
computing

Focus on application composition as a fundamental driver

= Develop necessary OS/R interfaces and system services required to support
resource isolation and sharing

= Evaluate performance and resource management issues for supporting
multiple software stacks simultaneously

= Support complex simulation and analysis workflows
Provide a lightweight OS/R environment with flexibility to build custom
runtimes

= Compose applications from a collection of enclaves (partitions)

Leverage Kitten lightweight kernel and Palacios lightweight virtual
machine monitor

11 partner institutions — 4 DOE labs, 7 universities



Composition Examples

= SNAP + Analytics
= “SNAP calculates synonymous and non-synonymous substitution rates
based on a set of codon-aligned nucleotide sequences.” (HIV related)

= Proxy app from LANL used for example

= GTC-P + Analytics
= Fusion simulation testing/proxy app used to test new hardware and
algorithm integration into the PIC model. (PPPL)

= Analytics generate statistics on particles (histograms), sorts, and filters
on bounding boxes

= LAMMPS + Analytics

= Full, production molecular dynamics application from Sandia

= Analytics look for crack formation by calculating atomic spacing in
output data to change simulation from coarse to fine grained.




About the Name....




Or Possibly...

= HPC

= OS

= Building

= Blocks for

= Extreme-scale

= Systems




Application Composition in Hobbes
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“Combined OS” Approach is Not New

TU Dresden L4Linux (2010)
IBM/Bell Labs NIX (2012) Intel mOS (2013)

- ‘L. Y | - 0S Compute Node View
4_< Linux | I Linux | | MosiX
XtreemFS MPI-RT Module
e ro 000000000 |gicC Compu NiL
o Corary 0000000008 OKC
Lin 00000000 00O oA Application O e
m m Inux eeecCeee0ee
MPI-RT XtreemFS LWK
L NN NONeN N N N N J @5
| L4 Microkernel | (NN NoNeN N N N N J
Compute | | “ompate| | Compute I Service Core | | Service Core °0900eeeee  CNOS that fully supports Linux API and ABI
Core Core Core . . . O O . . . . . « Nimble to support new technology effectively
AC—Application core KC—Kernel core * Move to hierarch'y of 0S offl_oad for scalability
BSP—Boot strap processor TC—Timesharing core * Support fine-grained threading and asynchronous requests
* Provide support for and be amenable to running on differential
IBM FusedOS (2011)

Linux-

managed -

STOC

o MAHOS (2013)

managed

STOCs &

PECs mcexec

e Lnux Kemel MPI { Openi? | PGAS
Fig. 3. Partitioning of cores and memory for HPC applications. I‘Hw tl Llnux AP I Ilbc
MCCir
Threads McKernel McKernel

Linux-

managed - - - IHK-IKC IHK-IKC 000 IHK-IKC

SToCs IHK-Linux driver IHK-cokernel IHK-cokernel

- Cores for Linux Application Cores Dedicated OS service Cores

managed

PECs '

‘ Interconnect ‘
Memory I |

Fig. 4. Partitioning of cores and memory for Linux applications.
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Why Specialized Operating Systems in HPC?
= Lots of new hardware + software challenges to tackle
B

= Heterogeneous cores and memory, node-local NVRAM, Kitten
complex on-chip networks, power management, ... Lightweight

= Lightweight kernels are a good vehicle for exploring solutions Kernel

= Still can’t separate OS from architecture
= BlueGene used embedded cores with weak MMU/TLB -> Linux had issues
= GPUs don’t run an OS, but do have a 20M+ SLOC driver stack + firmware

= D.E. Shaw Anton, Cray MTA/XMT, ... so different it is very hard to run a
general purpose OS, need custom system software development

= New hardware capabilities, like heterogeneous cores and memory,
and non-cache-coherent core groups, break traditional OS assumptions

= Ability to do HPC-specific things, without doing battle with
Linux “community”
= Examples: mmunotify, huge pages, OOM Kkiller, page coloring, XPMEM
= Vendors ship “special sauce” Linux kernel patches, not upstreamable




Why Virtualization in HPC?

Palacios
= Support multiple system software stacks in same platform Hypervisor

= Vendor’s stack good for physics simulations, data science difficult
= Virtualization adds flexibility, deploy custom images on demand

= Not just user-space containers, need ability to run different OS kernels

= New Linux kernel versions, replace vendor’s old kernel
= Special-purpose OS/R stacks: mOS, McKernel, Kitten, FFMK/L4, Argo, ...
= Large-scale emulation experiments, networks + systems

= Leverage industry momentum, student mindshare

Apps & Libraries

= Virtualization overhead can be very low Runtime Systems
= Use hardware support, don’t oversubscribe, space share, -‘
use large pages, physically contiguous virtual memory Hardware
= Demonstrated < 5% overhead in practice on 4K nodes (VEE'11) Compute Node
System Software Stack,
OS Bypass




The Hobbes 79
Node Virtualization Layer (NVL) . .45

M.

Partitioned Compute Node

N Enclave 1 Enclave 2
Kitten % 0S . D
Lightweight Management X
Kernel Infrastructure >
_ % Cross-0S
Composition
Mechanisms
Palacios 2, Y
Hypervisor Enclave 3 Enclave 4

Generalized system software infrastructure for partitioning a compute
node’s resources (CPUs, memory, disk, NICs) into space-shared enclaves,
launching multiple OS/R instances one per enclave, and portable
interfaces for selectively relaxing isolation for cross-enclave composition




The Hobbes
Node Virtualization Layer (NVL) .

Partitioned Compute Node

N Enclave 1 Enclave 2
Lightweight Management 2
Kernel Infrastructure >
_ % Cross-0S
Composition
Mechanisms
Palacios B N—_
Hypervisor Enclave 3 Enclave 4

Unique Aspects of Hobbes NVL
= Run native and virtual OS/R stacks side by side
= Performance isolation at hardware and system software levels

= Cross OS/R stack composition mechanisms




Applying Massively Parallel Processor
Partition Model to the Node

/ Compute Node \

users

Figure from
Rolf Riesen
1997

Sys Admin

June 26, 1997 Workshop on Distributed Supercomputing
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Hobbes Node Virtualization Layer Architecture
Enables Multiple Native + Virtual OS/R Stacks to Run Concurrently

Composed
Application

Hobbes
Runtime

Simulation
Component

Analytics
Component

XEMEM (Inter-OS Shared Memory)

Leviathan Node Manager (Libhobbes, HostlO)

Operating
Systems

Palacios Palacios

Linux

(+Hobbes Drivers) (Pisces)

Kitten Co-Kernel

Compute Node Hardware

Linux and LWK running

side by side as Co-kernels

Keyldeas
No one-size-fits-all OS/R

= Partition node-level
resources into “enclaves”

= Run (potentially) different
OS/R stack in each enclave

Challenges
= Performance isolation
= Composition mechanisms

Approach
= Build a real, working system

" |ntegrate with vendor’s
infrastructure + extend




Hobbes NVL Operating Systems

= Host Linux
= Vendor supplied and supported

= Extent with Hobbes kernel drivers
github.com/hobbesosr/kitten

= Kitten Lightweight Kernel
= SUNMOS (1993), Cougar (1997), Catamount (2004), Kitten (2008-)
= Linux ABI + API compatible user space, compile on Linux run on Kitten
= Runs standalone or as part of Hobbes OS/R

= Palacios Virtual Machine Monitor

= OSindependent, easily embeddable design :
www.prognosticlab.org

= Lightweight resource management policies www.v3vee.ord

= Relies on x86 arch virtualization extensions

= Demonstrated < 5% overhead for HPC workloads on 4K nodes (VEE'11)




Hobbes NVL Glue: () emEm
A’/
X E M E M www.prognosticlab.org/xemem

Enables Shared Memory Between Any Process in Any Enclave

Process O
Enclave @ @ @

VM C VME VMF
Lightweight Lightweight
®® wv (@] vwm @)
LWK A Linux B (MGMT) LWKD LWK G

Compute Node Hardware

= Maintains simplicity of single OS programming
= Processes need no knowledge of enclave topology
= Challenges Addressed: Unique Naming and Discoverability

[Kocoloski et al., HPDC’15]




XEMEM Interfaces () emem

www.prognosticlab.org/xemem

AP| backwards compatible with Cray/SGI XPMEM API
XEMEM adds synchronization to the XPMEM API (wait and signal)

Function Operation
Export address region as shared

memory. Returns segid.

Xpmem_remove emove an exported region
associated with a segid.
xpmem_get Request access to shared memory

region associated with a segid.
Returns permission grant.

-

pmem_release | Release permission grant.
xpmem_attach | Map a region of shared memory

| associated with a segid. |
pmem_detach | Unmap a region of shared memory.

[Kocoloski et al., HPDC’15]
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www.prognosticlab.orqg/pisces

Pisces Resource Management

= Enables multiple native OS/R stacks to run concurrently

= Resources hot-removed from host Linux and given to Pisces

= Kitten modified to be Pisces-aware, access assigned resources only
= Minimal kernel-to-kernel communication, via IPIs and shared mem

Catency (ms)

Booting a Kitten co-kernel 265.98
Adding a single CPU core 33.74
Adding a 128MB memory block 82.66
Adding an Ethernet NIC 118.98

Fast Pisces Management Operations

[Ouyang et al., HPDC’15]




Pisces Provides Excellent
Performance Isolation

Hardware is not the only shared resource, system software also matters

\ .

www.prognosticlab.orqg/pisces

Two socket node
Socket A: Selfish OS Noise Benchmark
Socket B: Nothing or Linux Kernel Build

Time (seconds)

Time (seconds)

[Ouyang et al., HPDC’15]

Linux Baseline, Linux, Hobbes Kitten Co-Kernel,
No Competing With Competing With Competing
Workload Workload Workload
20
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Pisces Increases Performance '\bgf
A

a n d Red u CeS Va ri a b i I ity www.prognosticlab.org/pisces

Performance Isolation for Hardware and System Software

Socket 0 Socket 1
8 Nodes: Linux OS/R Kitten OS/R
Hadoop ML Benchmark Mantevo Mini-app
Hobbes Native, Linux/

Co-VMM Linux KVM

100 B ’f ;“ ||||||||||||||||||||||||||||||||||| RNFHTAnnmn 100 _ “é‘“m"""""""""I""
s $
80 | ; 80 | 5
< : § <
e 60y 5 & 607
LL s Lo s .
5w |i | HPCCG & w miniFE
20t |} § 20 |
\“5 \g
0 M : ' ' ' 0
44 45 46 47 48 49 50 51 79 80 81 82 83 84 85 86 87 88 89
Runtime (seconds) Runtime (seconds)

[Ouyang et al., HPDC’15]




Hobbes NVL Glue: W

LEV I a t h a n www.prognosticlab.org/leviathan

Generalized interfaces for managing and configuring multiple
OS/R enclaves running on the same compute node; OS/R agnostic

Node Information Service Enclave Lifecycle
— — Management

Hobbes Leviathan

Launch/Destroy Enclaves
On-node Database

Launch/Destroy Virtual Machines
core | L_Memory Records | Launch/Destroy Applications

eIl 4' Enclave State Rec%
\

State of all resources tracked in The Leviathan Hobbes shell provides commands

in-memory NoSQL database to form enclaves and launch applications
User-Level Resource Inter-Enclave
I\:anage!nent Communication
emory ores

B

[ Linux-managed
[ ]Leviathan-managed
User-level has explicit control of physical Built-in services for command queues,
resources managed by Leviathan discovery, global IDs, and generic host 1/0O




Hobbes NVL Glue:

Leviathan

www.prognosticlab.org/leviathan

Entity: Any piece of software that can manage a raw piece of hardware

Resource: Any piece of hardware that is functionally isolatable

In-Memory Resource Database

Memory Table

0x100000

M1 El 0x200000
M2 N/A 0x300000
M3 AO 0x400000

k M4 Al 0x500000

Yes
No
Yes

Yes

C1
C2
Cc3
C4

A

OS/Rinit_task  Application Task

—

Local Database Client
(Memory Mapping)

Core Table

ApicO
N/A Apic 2
El Apic 4
E1l Apic 6
E2 Apic 8

Phys Phys
ID ID

No
Yes

Yes

Yes

Device Table

Application
Table

.

(A1

Arbitrary OS/R
(A0) (E3)
A A VMM
Linux Co-Kernel OS/R Co-Kernel OS/R
(EO) (E1) (E2)
HARDWARE

To integrate a new OS/R with
Leviathan, OS must be modified
to be able to map abstract
resource ID handles to entities.

This minimally requires OS
support for:
* Hotplug/unplug
 PCI
XEMEM

Plus a user-level control daemon




Leviathan Hobbes Shell

# ./hobbes
Hobbes Runtime Shell 0.1
Report Bugs to <jacklangef@cs.pitt.edu>

www.prognosticlab.org/leviathan

Usage: hobbes <command> [args...]

Commands :
create_enclave -- Create Native Enclave |
destroy enclave —- Destroy Native Enclave
create_ vm -- Create VM Enclave

destroy vm

ping enclave
list enclaves
list segments

Hobbes shell similar in

Destroy VM Enclave
concept to numact!

Ping an enclave
List all running enclaves
List all exported xemem segments

L}aunch_app

Launch an application in an enclave |

list apps
dump cmd queue
cat file

cat _into file
list memory
list cpus
list pci
assign_memory
assign_cpus
assign pci
remove pci
console

List aiT-gsgiications

Dump the command queue state for an enclave
'cat' a file on an arbitrary enclave
'cat' to a file on an arbitrary enclave
List the status of system memory

List the status of local CPUs

List the status of PCI devices

Assign memory to an Enclave

Assign CPUs to an Enclave

Assign PCI device to an Enclave

Remove PCI device from an Enclave

Attach to an Enclave Console 39



Hobbes Composition Mechanisms

ADIOS: [Kocoloski et al., ROSS’15]
= XEMEM transport for ADIOS XASM: [Evans et al., ROSS’16]

= ADIOS: High performance middleware enabling flexible data movement

= Many applications already using it

= XASM - Cross Enclave Asynchronous Shared Memory

= Adds copy-on-write semantics to XEMEM memory mappings
= Producer can export a snapshot and then continue immediately

= Data Transfer Kit (DTK) modified to use Hobbes XEMEM

= Each component runs in a separate enclave
= Driver enclave uses XEMEM to access each component’s memory

App : App
DTK Driver
CoIrEnponentA Gl Enclave ) Component B
nclave XEMEM XEMEM Enclave
Memory Memory
Mapping Mapping
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Compute Node
HObbeS on Cray XC | Cray Linux ‘ Kitten LWK l

1. Load Hobbes drivers on each compute node

rmmod Xpmem # Unload Cray xpmem

insmod petos.ko # Load Hobbes PetOS support module
insmod xpmem.ko ns=1 # Load Hobbes XEMEM /w nameserver
insmod pisces.ko # Load Hobbes Pisces framework

2. Start Hobbes daemon on each compute node
Inx init --cpulist=0,16 ${@:1} &

3. Use Hobbes shell to load Kitten enclave on each compute node
hobbes create enclave kitten enclave.xml kitten-enclave-0
Build app like normal, using Cray’s normal toolchain

5. Use Hobbes shell with aprun to launch application on Kitten
aprun —N 1 —n 32 ./hobbes launch app kitten-enclave-0 \
IMB-MPI1l.cray mpich



MPI Point to Point Performance

IMB 2017 Benchmark, built with standard Cray toolchain, MPI over Aries
Same binary used for all environments
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MPI Allreduce on 32 Nodes

IMB 2017 Benchmark, built with standard Cray toolchain, MPI over Aries
Same binary used for all environments
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Top 500 Benchmarks on 32 Nodes

IMB 2017 Benchmark, built with standard Cray toolchain, MPI over Aries
Same binary used for all environments
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Composing
HPC with Data-centric Computing

= Many working on supporting HPC or Data-centric in isolation

= Few working on HPC+Data composition
= Like MPI+X, the “+” is a key challenge
= Need effective ways to share data structures, ideally with no copying

= Hobbes infrastructure provides a good starting point
= Provides explicit resource partitioning with sharing + multiple OS/Rs
= Must find compelling use case drivers, engage with users from start

= Explore space of loose-coupling of separate peer programs vs.
tight-coupling into an integrated runtime system

Spark App | MPI+OMP App

Hobbes
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