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Abstract: In pursuit of the elusive mechanism of high-TC superconductors (HTSC), 11 

spectroscopic imaging scanning tunneling microscopy (SI-STM) is an indispensable tool for 12 

surveying local properties of HTSC. Since a conventional STM utilizes metal tips, which allow 13 

the examination of only quasiparticles and not superconducting (SC) pairs, Josephson 14 

tunneling using STM has been demonstrated by many authors in the past. An atomically 15 

resolved scanning Josephson tunneling microscopy (SJTM), however, was realized only 16 

recently on Bi2Sr2CaCu2O8+x (Bi-2212) below 50 mK and on the Pb(110) surface at 20 mK. 17 

Here we report the atomically resolved SJTM on Bi2Sr2CaCu2O8+x at 4.2 K using Bi-2212 tips 18 

created in situ. The I-V characteristics show clear zero bias conductance peaks following 19 
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Ambegaokar-Baratoff (AB) theory. A gap map was produced for the first time using an 20 

atomically resolved Josephson critical current map IC(r) and AB theory. Surprisingly, we found 21 

that this new gap map is anticorrelated to the gap map produced by a conventional method 22 

relying on the coherence peaks. Quasiparticle resonance due to a single isolated zinc atom 23 

impurity was also observed by SJTM, indicating that atomically resolved SJTM was achieved 24 

at 4.2 K. Our result provides a starting point for realizing SJTM at even higher temperatures, 25 

rendering possible investigation of the existence of SC pairs in HTSC above the TC. 26 

Keywords: High-temperature superconductor, Josephson effect, STM 27 

Tunneling experiments have played an important role throughout the history of 28 

superconductivity research 1-9. Superconductor–insulator–non-superconductor (SIN) tunneling 29 

measurements, however, give information on the broken pairs, not the superconducting pairs. 30 

Fundamental difficulty of inferring superconducting properties from an SIN tunneling seems 31 

more ostensible in the case of unconventional superconductors, especially in cuprates where 32 

spectroscopic distinction between the superconducting gap and the pseudogap is subject to an 33 

ambiguity10-12. Conventional method - connecting the local gap values estimated from the 34 

quasiparticle coherence peaks to the superconducting pair strength - is the method of choice, 35 

while the only direct way to probe the local SC pair density is to measure the local 36 

superconducting current via Josephson tunneling. There have been many attempts to achieve 37 

this goal, for example, by utilizing Pb tips on superconductors 13, 14. However, atomically 38 

resolved scanning Josephson tunneling microscopy (SJTM) on HTSC has been realized only 39 

recently at 50 mK or below 15, 16. The recently reported successful atomically resolved SJTM 40 

15 revealed the Cooper-pair density wave, which had only been theoretically hypothesized, 41 

proving the enormous potential of the SJTM technique using SC tips created in situ. Among 42 



3 

 

the possibilities of SJTM, a temperature–dependent SJTM study on HTSC is intriguing due to 43 

the prospect of verifying the existence of local incoherent Cooper pairs above the TC. Here, we 44 

report the first SJTM measurements at 4.2 K, which validates the possibility of SJTM above 45 

the TC for extremely underdoped HTSC as well as at even higher temperatures. 46 

 47 

Figure 1. (a) A 50 nm × 50 nm topographic image of highly overdoped Bi2Sr2CaCu2O8+x (Bi-48 

2212) measured using a tungsten tip. (b) A 60 nm × 60 nm topographic image of the same 49 

sample used in (a) measured using a Bi-2212 tip. Note that the supermodulation is robust in 50 

both (a) and (b), while local properties, such as lattice vacancies, are absent in (b). (c) A 60 nm 51 

× 60 nm image of g(r, E = -34 meV) using a Bi-2212 tip at the single-particle SIS junction. 52 

(Inset) Fourier transform of g(r, E = -34 meV). (d) Conductance spectra measured by a tungsten 53 

tip (black curve) and a Bi-2212 tip (red curve) in the single–particle tunneling regime. As the 54 
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tip changed from a normal metal to a superconductor, the gap size changed from 14 meV to 36 55 

meV and at the same time the amplitude of the coherence peaks become much higher. Black 56 

arrows denote the location of the coherence peaks. 57 

   58 

    For a direct measurement of the superconducting current, we performed SJTM 59 

experiments on highly overdoped Bi-2212 (TC ~ 60 K). Floating-zone-grown single crystals of 60 

Bi-2212 were cleaved under cryogenic ultrahigh vacuum (UHV), and the cleaved samples were 61 

inserted into the STM head at 4.2 K. To obtain the SC tips in situ, we approached a tungsten 62 

tip to the Bi-2212 sample surface to an extremely close distance and attached a nanometer-63 

sized small piece of Bi-2212 to the tungsten tip, forming the SC tip. Figure 1a and Figure 1b 64 

show the topographic images, measured using a tungsten tip and a Bi-2212 tip, respectively. 65 

Although we can observe supermodulation and atomic corrugation in both images, local 66 

crystalline imperfections, such as lattice vacancies, are absent in the superconductor–insulator–67 

superconductor (SIS) topographic image (Figure 1b). This difference is due to the 68 

characteristics of the Bi-2212 tip. Because the Bi-2212 tip is not a single-atom tip like the well-69 

prepared tungsten tip, an SIS topographic image shows an image of the convolution between 70 

the sample surface and the tip structure. Figure 1c shows a local density of states map (LDOS 71 

map) or g(r, E = - 34 meV), measured using a Bi-2212 tip forming the single-particle SIS 72 

junction. This dI/dV map and its Fourier transform (inset of Figure 1c) show that although the 73 

Bi-2212 tip is not a single-atom tip, it still retains its capability to measure local electronic 74 

structures in nanometer-resolution. Figure 1d displays a single-particle SIS junction dI/dV 75 

spectrum (red curve) as well as an SIN dI/dV spectrum (black curve) before the formation of a 76 

superconducting tip. As the tip changes from a tungsten tip to a Bi-2212 tip, the gap size 77 
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changes from 14 meV to 36 meV on average, and the amplitude of coherence peaks becomes 78 

much higher (as shown by the black arrows). This verifies that we obtained a Bi-2212 tip with 79 

∆tip of about 22 meV. 80 

As the junction resistance decreases to less than 620 kΩ, nonlinear Josephson I-V 81 

characteristics start to appear. Figure 2a shows the I-V characteristics as the junction resistance 82 

was varied from 620 kΩ to 300 kΩ. Zero bias conductance peaks can be obtained from the 83 

dI/dV curves either by numerical differentiation or direct measurement using a lock-in 84 

technique.    85 

To analyze the Josephson tunneling features, one needs to consider the phase dynamics of 86 

the junction characterized by three energies: thermal energy, capacitive energy (EC), and 87 

Josephson binding energy (EJ). The Josephson binding energy is given by Ambegaokar-88 

Baratoff (AB) theory 17, 89 

𝑬𝑬𝑱𝑱 = ħ
𝟐𝟐𝒆𝒆
𝑰𝑰𝑪𝑪 = 𝝅𝝅ħ

𝟒𝟒𝒆𝒆𝟐𝟐
∆(𝑻𝑻)
𝑹𝑹𝑵𝑵

𝐭𝐭𝐭𝐭𝐭𝐭𝐭𝐭 ( ∆(𝑻𝑻)
𝟐𝟐𝒌𝒌𝑩𝑩𝑻𝑻

)                                            (1) 90 

where ∆(T) is the superconducting gap at temperature T and RN is the junction resistance in 91 

the normal state. (More accurately, since the equation (1) assumes that the two electrodes are 92 

identical, it needs to be modified in our case as the tip and the sample may have different order 93 

parameter amplitudes. However, we found that the correction due to the modified equation will 94 

be negligible. See supporting information section 1 for details.) For 800 kOhm resistance and 95 

∆ = 14 meV, EJ is 0.075 meV.  Assuming the capacitance between the tip and the sample of 96 

about 10 fF, EC (2e2/C) amounts to 0.032 meV. 16, 18, 19 As the thermal energy kBT is about 0.36 97 

meV at our STM’s base temperature of 4.2 K, the thermal energy dominates the phase motion. 98 

In this regime, the dynamics of the phase is diffusive. Ivanchenko et al. 20 and Ingold et al. 21 99 

proposed the thermally fluctuated phase diffusion (TFPD) model for this regime which 100 
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considers the thermal fluctuation due to the Johnson noise generated by a resistor Zenv at 101 

temperature Tn. According to this model, the I-V characteristics can be expressed as 13, 14, 20-22, 102 

𝐼𝐼(𝑉𝑉) = 𝐼𝐼𝐶𝐶
2𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒
2

𝑉𝑉
𝑉𝑉2+𝑉𝑉𝑃𝑃

2                          (2) 103 

where 𝑉𝑉𝑃𝑃 = (2𝑒𝑒
ℏ� )𝑍𝑍𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘𝐵𝐵𝑇𝑇𝑛𝑛 and kB is the Boltzmann constant. Since the current peak I(VP) 104 

is proportional to IC
2, we can obtain the value directly proportional to IC by measuring the 105 

square root of the current peak I(VP) amplitude. (see supporting information section 2.) 106 

 107 

Figure 2. (a) I-V characteristics of the Josephson junction at the same location with various 108 

normal junction resistances RN ranging from 620 kΩ to 300 kΩ at 4.2K. Zero bias conductance 109 

peaks in the dI/dV curves can be obtained either by numerical differentiation or by direct 110 

measurement using a lock-in technique. Solid circles represent the measured data while solid 111 

lines are guides for the eye. (b) Magnified I-V characteristics (a) near the zero bias voltage. 112 
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Solid circles represent the measured data while solid lines are guides for the eye. (c) dI/dV 113 

curves of (a) obtained by numerical differentiation of the curves in (a). Clear zero bias 114 

conductance peaks appear in all curves, demonstrating that the Josephson junction is 115 

successfully formed. (d) Square roots of the current peaks in (b) are plotted as black solid 116 

circles with respect to the corresponding normal conductance GN. The red solid line shows the 117 

fit using Ambegaokar-Baratoff theory.  118 

 119 

Figure 2b shows the magnified I-V characteristics (solid circles) in Figure 2a near the zero 120 

bias voltage. Taking the square root of the current peaks in Figure 2b gives �𝐼𝐼(𝑉𝑉𝑃𝑃) ∝ 𝐼𝐼𝐶𝐶  and 121 

they are plotted with respect to the normal junction conductance GN in figure 2d. The good 122 

agreement with AB theory supports that we actually achieved the Josephson junction. 123 

 124 

 125 

Figure 3. (a) ∆AB(r), gap map produced by multiplying square root of I(r, V = VP) and RN(r) in 126 

a 60 nm × 60 nm field of view is shown. ∆AB(r) shown here is Fourier filtered. (b) Conventional 127 

gap map (∆CH(r)) measured by a Bi-2212 tip in the same field of view as in (a), is shown. This 128 

gap map is obtained by locating the coherence peaks at each location with Bi-2212 tip. The 129 
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map is Fourier filtered with the same filter used in (a). (c) Azimuthally averaged cross-130 

correlation coefficient between (a) and (b) is plotted as a function of distance. Since the cross-131 

correlation coefficient at the center is -0.65, ∆AB(r) and ∆CH(r) are strongly anticorrelated. 132 

 133 

With the SJTM capability, we measured square root of I(r, V= VP) and multiplied it by RN(r), 134 

which is proportional to ∆(r) according to the AB theory: 𝛥𝛥(𝐫𝐫)  ∝  𝐼𝐼𝐶𝐶(𝒓𝒓)𝑅𝑅𝑁𝑁(𝒓𝒓). (we referred 135 

to this value as ∆AB(r).) Figure 3a shows ∆AB(r) and Figure 3b shows a conventional gap map 136 

obtained by coherence peaks (∆CH(r)) in the same field of view as Figure 3a. The anticorrelation 137 

between ∆AB(r) and ∆CH(r) is readily visible. To quantify the correlation between the two maps, 138 

the normalized cross-correlation between two-dimensional maps of f(r) and g(r) is evaluated6,  139 

𝐶𝐶𝑓𝑓,𝑔𝑔(𝑹𝑹) =  ∫[𝑓𝑓(𝒓𝒓)−𝑓̅𝑓]×[𝑔𝑔(𝒓𝒓+𝑹𝑹)−𝑔𝑔�]𝑑𝑑2𝒓𝒓

�𝐴𝐴𝑓𝑓,𝑓𝑓(0)𝐴𝐴𝑔𝑔,𝑔𝑔(0)
     (3) 140 

where 141 

𝐴𝐴𝑓𝑓,𝑓𝑓(𝑹𝑹) =  ∫�𝑓𝑓(𝒓𝒓) − 𝑓𝑓�̅ × [𝑓𝑓(𝒓𝒓 + 𝑹𝑹) − 𝑓𝑓]̅𝑑𝑑2𝒓𝒓     (4).  142 

Figure 3c shows a plot of an azimuthally averaged cross-correlation coefficient between 143 

∆AB(r) and ∆CH(r) vs the spatial distance r. The cross-correlation coefficient is -0.65, revealing 144 

a strong anticorrelation between the two, which is unexpected considering AB theory states 145 

ICRN = π∆/2e. The previous SJTM experiment 23 also reported a similar anticorrelation between 146 

the ICRN product and ∆CH. 147 

This result may indicate that ∆AB is more closely related to ∆SC, while ∆CH is related to ∆PG 148 

rather than ∆SC. The coexistence of two energy scales, the pseudogap and the superconducting 149 

gap, has been reported in other works 24-33. Lawler et al. 34 together with Kohsaka et al. 35 150 

proposed that the gap energy defined by the coherence peaks is in fact the pseudogap energy, 151 
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∆PG; meanwhile, the superconducting gap energy, ∆SC, is defined by the quasiparticle 152 

interference (QPI) extinction energy 34, 35. In addition, a magnetic-field-dependent STM study 153 

32 reported an anticorrelation between the pseudogap and the superconducting coherence. The 154 

fact that both ∆AB and ∆CH as well as ∆SC and ∆PG have an anticorrelation suggests that ∆AB is 155 

possibly related to ∆SC. However, the exact relation between ∆SC and ∆PG or ∆CH and ∆AB has 156 

not been reported. Since these relations are essential to clarify the relation between ∆SC and ∆AB, 157 

further study, such as investigations of ∆AB and ∆CH over a wide range of doping, is necessary. 158 

In addition, as AB theory in d-wave superconductors is not fully established, AB theory used 159 

here may need to be corrected. 160 

We also performed SJTM experiments on nearly optimally doped Bi-2212 for comparison. 161 

The conductance map at -1.6 mV in Figure 4a shows near zero bias peaks (NZBP), as guided 162 

by a red circle, which are not observed in other areas. These NZBPs correspond to the sharp 163 

peak below the Fermi level at the Zn impurity site, which is evident by comparing Figure 4d 164 

(red curve, marked by (i)) and the result of Pan et al. 36. Since 1) the topographic image shows 165 

no sign of surface defects, while the conductance map clearly shows them, and 2) the observed 166 

NZBPs occur at -1.6 mV as in Pan et al.’s report 36, our data suggests that our NZBPs are due 167 

to the quasiparticle scattering resonance at the Zn impurities. (see supporting information 168 

section 5).  169 

One intriguing feature of the spectrum near the Zn impurity is an additional peak on the 170 

empty side at +1.6 mV of the dI/dV spectrum (red curve in Figure 4d, marked by (ii)), while 171 

SIN tunneling 36 shows the  172 
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 173 

Figure 4. (a-c) Conductance map measured by a newly produced Bi2Sr2CaCu2O8+x tip at (a) -174 

1.6 mV, (b) 1.6 mV and (c) -20 mV. Identical unusual bright spots guided by the red circle are 175 

only observed in (a) and (b). Note that the region of these bright spots is indistinguishable in 176 

the high voltage map shown in (c). (d) The conductance spectrum of the bright spot in (a) and 177 

(b) is shown as red open circles. In addition to the zero bias conductance peak, two additional 178 

peaks, marked by black arrows, appear at both -1.6 mV and 1.6 mV. The conductance spectrum 179 

of a point far from the bright site is also presented as black filled circles for a comparison. (e) 180 

The density of states (DOS) at a Zn impurity site on the sample and the DOS of a Bi-2212 tip 181 

is drawn schematically based on the result of Pan et al. 36. The Zn impurity on the sample 182 

induces a weak resonance peak on the DOS of a Bi-2212 tip due to the extremely close tip-183 

sample distance. When there is no applied bias voltage, no tunneling current flows (inset in the 184 
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middle). Meanwhile, negative bias voltage on the sample (left figure) elevates the sample Fermi 185 

energy and when the peak in the sample DOS meets the tip’s Fermi energy, the dI/dV peak 186 

appears in the negative bias voltage region (peak (i) in (d)). Positive bias voltage on the sample 187 

(right figure) lowers the sample’s Fermi energy and when the peak in the tip’s DOS coincides 188 

with the sample’s Fermi energy, the dI/dV peak appears in the positive bias voltage region 189 

(peak (ii) in (d)). 190 

 191 

quasiparticle scattering resonance only on the filled side. In addition, the quasiparticle 192 

scattering resonance peak height is smaller than that in the SIN case 36. The amplitude of our 193 

impurity resonance peaks is smaller than that measured in the SIN case because both the SC 194 

tip and SC sample have extremely small density of states (DOS) near EF (Figure 4e). We 195 

propose a simple model to describe the particle-hole symmetric resonance peaks at ±1.6 mV. 196 

To obtain the Josephson current at 4.2 K, we placed the SC tip extremely close to the Bi-2212 197 

surface. This extremely small tip-sample distance may enable a Zn impurity on the sample to 198 

induce a resonant bound state not only on the sample but also on the Bi-2212 tip. Figure 4e 199 

shows a cartoon model explaining the particle-hole symmetric Zn resonance peaks in such a 200 

scenario. A negative bias voltage on the sample elevates the sample’s Fermi energy, and when 201 

the peak in the sample’s DOS coincides with the tip’s Fermi energy, the dI/dV peak appears in 202 

the negative bias voltage region (peak (i) in Figure 4d). A positive bias voltage on the sample 203 

lowers the sample’s Fermi energy, and when the peak in the tip’s DOS induced by a Zn 204 

impurity on the sample coincides with the sample’s Fermi energy, the dI/dV peak appears in 205 

the positive bias voltage region (peak (ii) in Figure 4d). (See supporting information section 6 206 
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for the SIN case for comparison). Therefore, the resonance peak at +1.6 mV is likely to be a 207 

consequence of the resonant bound state at the tip induced by a Zn impurity on the sample. 208 

In conclusion, we demonstrated an atomically resolved SJTM with a Bi-2212 tip on a Bi-209 

2212 sample at 4.2 K, which is the highest temperature to our knowledge at which SJTM has 210 

been realized. The topographic image and the SIS dI/dV spectrum verified that we obtained a 211 

Bi-2212 tip. All the spectra clearly show thermally fluctuated Josephson effect features and the 212 

distance-dependent Josephson zero bias conductance peaks agree with the linearity of an ICRN 213 

product predicted by AB theory. The gap map produced using AB theory and the IC map is 214 

anticorrelated to the gap map produced by the conventional method using coherence peaks. 215 

This may suggest that the superconducting gap defined by coherence peaks cannot simply be 216 

assumed to be related to the superconductivity alone.  217 

Although quasiparticle tunneling experiments contributed a lot in the HTSC studies, these 218 

experiments can only study SC pairs indirectly. The absence of a theory like the BCS theory 219 

for HTSC’s and the existence of pseudogap further complicates connecting single particle 220 

tunneling to SC pair density. SJTM experiment, however, can directly probe the local pair 221 

density and one can avoid such complications.  222 

We also observed particle-hole symmetric Zn resonance peaks by SJTM, which can be 223 

explained by the Zn resonant bound states on the SC tip induced by a Zn impurity on the sample. 224 

This observation suggests the possibility of manipulating the electronic structure of the SC tip 225 

when used on another kinds of samples, as well as the possibility of realizing the proximity 226 

effect where our superconducting tip might induce a pairing potential on the normal samples 227 

when the distance between the SC tip and the sample is reduced enough. 228 

Moreover, as we present in this report, SJTM experiment on HTSC can be successfully 229 

conducted not only at mK range but also at 4.2 K. This extended temperature range of the 230 
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SJTM suggests one extremely interesting experiment on pseudogap phase. Although many 231 

experimental and theoretical studies were devoted to elucidating this mysterious state, the 232 

origin and its relevance to SC are still controversial. Quite a few results suggest the existence 233 

of incoherent local pairs in the pseudogap phase above the TC 
37-39. If these incoherent 234 

superconducting pair states exist at the pseudogap state as proposed 37-39, direct observation of 235 

such SC pairs in pseudogap would be a breakthrough in the understanding of the pseudogap 236 

state. Our results suggest that SJTM at 4.2 K and potentially even at a higher temperature is 237 

possible. This motivates SJTM experiments on extremely underdoped cuprates with very low 238 

TC to directly examine the existence of incoherent pairs in pseudogap phases. 239 
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