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Physical Implementations of Qubits

Rep. Prog. Phys. 74 (2011) 104401 I Buluta et al

Box 2. Quantum bits.

Quantum bits can be constructed using a variety of different possible building blocks, of various sizes and properties. As a
result, each technology has its unique advantages and challenges.

(a), (b) Hundreds of thousands of neutral atoms can be trapped and cooled at the minima of an optical lattice—the peri-
odic potential created by interfering counter-propagating laser beams. The long-lived internal energy levels of neutral atoms are
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Images above are from the following references:

• I. Buluta, et al, Natural and artificial atoms for quantum computation, Rep. Prog. Phys. 74, 104401 (2011). 
• T.D. Ladd et al, Quantum computers, Nature 464, 45 (2010). 
• J.J.L. Morton et al, Embracing the quantum limit in silicon computing, Nature 479, 345 (2011).

an appropriate sequence of pulses with a precise duration and phase, 
arbitrary single- or multiple-qubit operations can be performed. ESR 
techniques can also be used to implement dynamical decoupling 
schemes, which can be used to combat the effects of random 
environment variations, thus extending coherence times24.

The spins in silicon provide well-defined, reproducible qubits, 
especially in the case of donors. However, as a result of this uniformity, 
globally applying ESR pulses to a large ensemble of qubits manipulates 
all of them in the same way. Some quantum computing architectures can 
function using only such ‘global control’ methods25, but it is generally 
advantageous to be able to selectively address individual spins. There are 
two leading approaches to achieving this selectivity (Fig. 4b). In the first, 
the oscillating magnetic fields that are used to drive spin resonance are 

spatially restricted, which can be achieved, for example, by fabricating 
local resonators that are located close to each individual qubit. This is 
technically demanding for a.c. magnetic fields; however, a quantum dot 
can be driven using an a.c. electric field, by placing the dot in a magnetic 
field gradient (for example, provided by a nearby micromagnet), as was 
recently demonstrated on a III–V quantum dot26.

To selectively manipulate tightly packed donor-based or quantum-dot-
based qubits within a global a.c. magnetic field, it is possible to spatially 
distort the wavefunction of the electron, modifying its spin-resonance 
frequency and bringing it in or out of resonance with the applied field. 
Spatial distortion of the donor wavefunction can be achieved by applying 
electric fields (Stark shifting)27 or by straining the lattice28; the latter case 
allows tuning of the hyperfine interaction strength by nearly 1%.
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Figure 2 | Fundamental building blocks of silicon-based qubits. Electrons 
are localized using either donors (for example, phosphorus) (a) or artificial 
quantum dots (b) (see also Box 1). Left, The electron spin eigenstates (red), 
which are energetically separated by a Zeeman interaction with an external 
magnetic field, can be used to encode the |0� and |1� states of a quantum bit. 
Donor electron spins have an additional hyperfine interaction with the 31P 
nuclear spin (blue), which can be exploited for both storing information 
in the nuclear spin and for read-out. Quantum-dot electrons have several 
bound orbital states (green). Centre, Quantum computing architectures 
usually incorporate buried arrays of donors or quantum dots with control 
gates on the surface of the silicon. Right, Scanning probe techniques, such 
as scanning tunnelling microscopy (STM), can be used to fabricate arrays of 

donors with atomic precision (top, inset), as well as the electrical leads and 
gates with which to control and address them (top, main image). Quantum 
dots are usually fabricated using SiGe or metal–oxide–semiconductor (MOS) 
structures, in which a buried two-dimensional electron gas is constricted to 
form a dot containing a single electron. The quantum dot can be measured 
using the current flowing through the dot (Idot) and/or flowing through 
a nearby quantum point contact (IQPC). A typical surface-gate-defined 
quantum dot (bottom) is shown on the same scale as the gate layers that are 
used in conventional 22-nm static random access memory (SRAM) chips 
(inset)73. The image on the right of panel a is reproduced, with permission, 
from ref. 74. The inset within this image is reproduced, with permission, 
from ref. 67.

Figure 1 | Classical versus quantum information. The classical binary digit 
(bit) exists in one of two states, known as 0 and 1 (a). Quantum mechanics, by 
contrast, allows a two-state system to exist in a superposition of the two states, 
with a defined phase between the two (b). The most basic unit of quantum 
information (the quantum bit, or qubit) is therefore written as a combination 
of the states |0� and |1� defined by the complex numbers α and β. In both types 
of information processing (classical and quantum), there is a universal set of 
logic operations from which any algorithm can be composed. As is the case 
for conventional logic gates (such as NAND), the action of quantum logic 
operations (such as CNOT) can be understood from truth tables (centre), 
which show how output states depend on inputs. Importantly, quantum logic 
gates can act on superpositions of input states (bottom). 
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is defined by a Josephson junction. Qubits of this type were first
developed71 in the regime of EJ/EC = 1, and later extended to
EJ/EC ? 1 and named ‘quantronium’72 and ‘transmon’73. In the flux
qubit74, also known as a persistent-current qubit, the circuit is
designed to give a double-well potential. The two minima correspond
to persistent currents going in opposite directions along the loop.
Often the inductance is substituted by an array of Josephson junc-
tions. The kinetic energy term is kept small, so EJ/EC ? 1. In the
phase qubit75, the potential is biased at a different point and again
EJ/EC ? 1, so that the phase qubit may use the two-lowest energy
states in a single metastable anharmonic potential well.

Typically, the qubit excitation frequency is designed at 5–10 GHz,
which is high enough to minimize thermal effects at the low tempera-
tures available in dilution refrigerators (,10 mK; kBT/h < 0.2 GHz)
and low enough for ease of microwave engineering. Single-qubit gates
are implemented with resonant pulses of duration 1–10 ns, delivered
to the qubit locally using on-chip wires.

Neighbouring qubits naturally couple to each other either capaci-
tively or inductively, allowing simple quantum logic gates. However,
for large-scale quantum computer architectures, more adjustable
coupling schemes are desirable. Indirect couplings mediated by a
tunable coupler have been developed for switching on and off the
interaction between qubits76. The application of tunably coupled
qubits to adiabatic quantum computing is also under investigation77.

Coupling qubits with microwave ‘photons’ in a transmission line
has brought a new paradigm to superconducting quantum circuits.
Transmission-line-based resonators have extremely small mode
volumes and thus achieve cavities with strong cooperativity factors78.
Such systems have allowed two-qubit gate operations within a few
tens of nanoseconds and have been used for implementing algo-
rithms79 and for measurements of non-local quantum correla-
tions80,81 between qubits millimetres apart.

High-fidelity qubit readout schemes are under development. The
switching behaviour of a current-biased Josephson junction at its
critical current is commonly used as a threshold discriminator of
the two qubit states80. Another promising development is the demon-
stration of QND measurements in which a qubit provides a state-
dependent phase shift for an electromagnetic wave in a transmission
line82. A high readout fidelity of ,95% and a fast QND readout
within tens of nanoseconds have been achieved.

A notable feature of superconducting qubits is their macroscopic
scale: they involve the collective motion of a large number (,1010) of
conduction electrons in devices as large as 100mm. Common wisdom
is that superpositions of these larger, more ‘macroscopic’ states
should suffer faster decoherence than more ‘microscopic’ systems.
However, the distressingly short decoherence times of a few nanose-
conds observed in the earliest experiments have recently been

extended to T1 and T2 values of a few to several microseconds, now
ten to a hundred times longer than the demonstrated initialization,
read-out, and universal logic timescales. Nevertheless, understanding
and eliminating the decoherence still remains the biggest challenge
for superconducting qubits. Material engineering on the microscopic
scale may be required to eliminate the remaining noise sources.

Other technologies
A large number of other technologies exhibiting quantum coherence,
besides those we have discussed above, have been proposed and
tested for quantum computers.

As one example, the single photons in photonic quantum computers
could be replaced by single, ballistic electrons in low-temperature
semiconductor nanostructures, which may offer advantages in the
availability of nonlinearities for interactions and in detection. As
another emerging example, quantum computers based on ions and
atoms may benefit from using small, polar molecules instead of single
atoms, because the rotational degrees of freedom of molecules offer
more possibilities for coherent control83.

Another solid-state system under investigation is that of rare-earth
ions in crystalline hosts, whose hyperfine states have been known for
many years to show long coherence times. Unfortunately, the weak
optical transitions of these impurity ions prevent single-atom detec-
tion, and so, like nuclear-magnetic-resonance quantum computing,
this approach employs an ensemble. The extremely high ratio of homo-
geneous to inhomogeneous broadening in such systems (typically
1 kHz versus 10 GHz for Eu:YAlO3) allows the resolution of as many
as 107 qubits, defined as groups of ions with a well defined optical
transition frequency isolated by a narrow-bandwidth laser. The initial
state of rare-earth qubits can be initialized via optical pumping of
hyperfine sublevels of the ground state84. Multi-qubit gates are possible
via the large permanent dipole moment in both ground and excited
electronic states. These qubits may provide an efficient interface
between flying and matter qubits with storage times for photons of
up to 10 s (ref. 85).

Other materials for hosting single-electron-based qubits are also
under consideration. The carbon-based nanomaterials of fullerenes86,
nanotubes87 and graphene88 have excellent properties for hosting
arrays of electron-based qubits. Electrons for quantum computing
may also be held in a low-decoherence environment on the surface
of liquid helium89, or be contained in molecular magnets90.

A further category of exploration for quantum computation
involves methods of mediating quantum logic between qubits, often
of existing types. A key example of this is the use of superconducting
transmission line cavities and resonators for qubits other than those
based on Josephson junctions, such as ions91, polar molecules92 and
quantum dots93. Edge-currents in quantum-Hall systems present
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Figure 5 | Superconducting qubits. a, Minimal circuit model of
superconducting qubits. The Josephson junction is denoted by the blue ‘X’.
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qubit, or a Cooper pair box. f, Transmon, a derivative of charge qubit with
large EJ/EC (courtesy of R. J. Schoelkopf). The Josephson junction in the
middle is not visible at this scale. g, Flux qubit (courtesy of J. E. Mooij).
h, Phase qubit (courtesy of J. M. Martinis).
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Box 2. Quantum bits.

Quantum bits can be constructed using a variety of different possible building blocks, of various sizes and properties. As a
result, each technology has its unique advantages and challenges.

(a), (b) Hundreds of thousands of neutral atoms can be trapped and cooled at the minima of an optical lattice—the peri-
odic potential created by interfering counter-propagating laser beams. The long-lived internal energy levels of neutral atoms are
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an appropriate sequence of pulses with a precise duration and phase, 
arbitrary single- or multiple-qubit operations can be performed. ESR 
techniques can also be used to implement dynamical decoupling 
schemes, which can be used to combat the effects of random 
environment variations, thus extending coherence times24.

The spins in silicon provide well-defined, reproducible qubits, 
especially in the case of donors. However, as a result of this uniformity, 
globally applying ESR pulses to a large ensemble of qubits manipulates 
all of them in the same way. Some quantum computing architectures can 
function using only such ‘global control’ methods25, but it is generally 
advantageous to be able to selectively address individual spins. There are 
two leading approaches to achieving this selectivity (Fig. 4b). In the first, 
the oscillating magnetic fields that are used to drive spin resonance are 

spatially restricted, which can be achieved, for example, by fabricating 
local resonators that are located close to each individual qubit. This is 
technically demanding for a.c. magnetic fields; however, a quantum dot 
can be driven using an a.c. electric field, by placing the dot in a magnetic 
field gradient (for example, provided by a nearby micromagnet), as was 
recently demonstrated on a III–V quantum dot26.

To selectively manipulate tightly packed donor-based or quantum-dot-
based qubits within a global a.c. magnetic field, it is possible to spatially 
distort the wavefunction of the electron, modifying its spin-resonance 
frequency and bringing it in or out of resonance with the applied field. 
Spatial distortion of the donor wavefunction can be achieved by applying 
electric fields (Stark shifting)27 or by straining the lattice28; the latter case 
allows tuning of the hyperfine interaction strength by nearly 1%.
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Figure 2 | Fundamental building blocks of silicon-based qubits. Electrons 
are localized using either donors (for example, phosphorus) (a) or artificial 
quantum dots (b) (see also Box 1). Left, The electron spin eigenstates (red), 
which are energetically separated by a Zeeman interaction with an external 
magnetic field, can be used to encode the |0� and |1� states of a quantum bit. 
Donor electron spins have an additional hyperfine interaction with the 31P 
nuclear spin (blue), which can be exploited for both storing information 
in the nuclear spin and for read-out. Quantum-dot electrons have several 
bound orbital states (green). Centre, Quantum computing architectures 
usually incorporate buried arrays of donors or quantum dots with control 
gates on the surface of the silicon. Right, Scanning probe techniques, such 
as scanning tunnelling microscopy (STM), can be used to fabricate arrays of 

donors with atomic precision (top, inset), as well as the electrical leads and 
gates with which to control and address them (top, main image). Quantum 
dots are usually fabricated using SiGe or metal–oxide–semiconductor (MOS) 
structures, in which a buried two-dimensional electron gas is constricted to 
form a dot containing a single electron. The quantum dot can be measured 
using the current flowing through the dot (Idot) and/or flowing through 
a nearby quantum point contact (IQPC). A typical surface-gate-defined 
quantum dot (bottom) is shown on the same scale as the gate layers that are 
used in conventional 22-nm static random access memory (SRAM) chips 
(inset)73. The image on the right of panel a is reproduced, with permission, 
from ref. 74. The inset within this image is reproduced, with permission, 
from ref. 67.

Figure 1 | Classical versus quantum information. The classical binary digit 
(bit) exists in one of two states, known as 0 and 1 (a). Quantum mechanics, by 
contrast, allows a two-state system to exist in a superposition of the two states, 
with a defined phase between the two (b). The most basic unit of quantum 
information (the quantum bit, or qubit) is therefore written as a combination 
of the states |0� and |1� defined by the complex numbers α and β. In both types 
of information processing (classical and quantum), there is a universal set of 
logic operations from which any algorithm can be composed. As is the case 
for conventional logic gates (such as NAND), the action of quantum logic 
operations (such as CNOT) can be understood from truth tables (centre), 
which show how output states depend on inputs. Importantly, quantum logic 
gates can act on superpositions of input states (bottom). 
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Silicon-Based Spin Qubits

an appropriate sequence of pulses with a precise duration and phase, 
arbitrary single- or multiple-qubit operations can be performed. ESR 
techniques can also be used to implement dynamical decoupling 
schemes, which can be used to combat the effects of random 
environment variations, thus extending coherence times24.

The spins in silicon provide well-defined, reproducible qubits, 
especially in the case of donors. However, as a result of this uniformity, 
globally applying ESR pulses to a large ensemble of qubits manipulates 
all of them in the same way. Some quantum computing architectures can 
function using only such ‘global control’ methods25, but it is generally 
advantageous to be able to selectively address individual spins. There are 
two leading approaches to achieving this selectivity (Fig. 4b). In the first, 
the oscillating magnetic fields that are used to drive spin resonance are 

spatially restricted, which can be achieved, for example, by fabricating 
local resonators that are located close to each individual qubit. This is 
technically demanding for a.c. magnetic fields; however, a quantum dot 
can be driven using an a.c. electric field, by placing the dot in a magnetic 
field gradient (for example, provided by a nearby micromagnet), as was 
recently demonstrated on a III–V quantum dot26.

To selectively manipulate tightly packed donor-based or quantum-dot-
based qubits within a global a.c. magnetic field, it is possible to spatially 
distort the wavefunction of the electron, modifying its spin-resonance 
frequency and bringing it in or out of resonance with the applied field. 
Spatial distortion of the donor wavefunction can be achieved by applying 
electric fields (Stark shifting)27 or by straining the lattice28; the latter case 
allows tuning of the hyperfine interaction strength by nearly 1%.
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Figure 2 | Fundamental building blocks of silicon-based qubits. Electrons 
are localized using either donors (for example, phosphorus) (a) or artificial 
quantum dots (b) (see also Box 1). Left, The electron spin eigenstates (red), 
which are energetically separated by a Zeeman interaction with an external 
magnetic field, can be used to encode the |0� and |1� states of a quantum bit. 
Donor electron spins have an additional hyperfine interaction with the 31P 
nuclear spin (blue), which can be exploited for both storing information 
in the nuclear spin and for read-out. Quantum-dot electrons have several 
bound orbital states (green). Centre, Quantum computing architectures 
usually incorporate buried arrays of donors or quantum dots with control 
gates on the surface of the silicon. Right, Scanning probe techniques, such 
as scanning tunnelling microscopy (STM), can be used to fabricate arrays of 

donors with atomic precision (top, inset), as well as the electrical leads and 
gates with which to control and address them (top, main image). Quantum 
dots are usually fabricated using SiGe or metal–oxide–semiconductor (MOS) 
structures, in which a buried two-dimensional electron gas is constricted to 
form a dot containing a single electron. The quantum dot can be measured 
using the current flowing through the dot (Idot) and/or flowing through 
a nearby quantum point contact (IQPC). A typical surface-gate-defined 
quantum dot (bottom) is shown on the same scale as the gate layers that are 
used in conventional 22-nm static random access memory (SRAM) chips 
(inset)73. The image on the right of panel a is reproduced, with permission, 
from ref. 74. The inset within this image is reproduced, with permission, 
from ref. 67.

Figure 1 | Classical versus quantum information. The classical binary digit 
(bit) exists in one of two states, known as 0 and 1 (a). Quantum mechanics, by 
contrast, allows a two-state system to exist in a superposition of the two states, 
with a defined phase between the two (b). The most basic unit of quantum 
information (the quantum bit, or qubit) is therefore written as a combination 
of the states |0� and |1� defined by the complex numbers α and β. In both types 
of information processing (classical and quantum), there is a universal set of 
logic operations from which any algorithm can be composed. As is the case 
for conventional logic gates (such as NAND), the action of quantum logic 
operations (such as CNOT) can be understood from truth tables (centre), 
which show how output states depend on inputs. Importantly, quantum logic 
gates can act on superpositions of input states (bottom). 
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Considerations for silicon as a host material for spin qubits:

• Original proposal based on control of single donor qubits in silicon was published in B.E. Kane, Nature 393, 133 (1998).

• Spin-orbit interaction in silicon is relatively weak. 

• Nuclear-spin-bearing isotope (29Si) comprises only 5% of natural silicon and can be removed by isotopic enrichment.

• Advanced state of silicon technology offers a common platform for potential spin qubit integration with classical electronics.

Reference:  J.J.L. Morton et al, Embracing the quantum limit in silicon computing, Nature 479, 345 (2011).
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corresponding to wavelengths of 10 cm - 1 mm.

• Maxwell’s Equations:

• The Electromagnetic Spectrum:

r⇥ ~E = �@~B

@t
� ~M, r⇥ ~H =

@~D

@t
+ ~J, r · ~D = ⇢, r · ~B = 0

• Microwave Engineering:  Utilizes both field theory and extended circuit theory toward diverse applications.  Consider an example:
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• For our experiments we want to maximize the local AC magnetic field 
and therefore maximize the current through the load.:

A Brief Introduction to Microwave Engineering
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Electromagnetic Field Simulation:  Description

Acknowledgement:  John Borchardt, Sandia National Laboratories

• “MSMP” in simulated structure above is right angle coaxial-to-PCB Mini-SMP µwave connector.  

10mm$11.5mm$

Chip%metal%(2D%PEC)%

Rogers'RO4350'
εr=3.66'

PCB$metal$(3D$PEC)$

Dielectric(εr=4.75(

Silicon'εr=11.9'

Entire solid model that was simulated using HFSS.  Key on right.

Si Die

PCB

MSMP
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w"16.5mils"
gap"8mils"
h"10mils"

w"16.5mils"
gap"8mils"
h"20mils"

w"16.5mils"
gap"8mils"
h"30mils"

Thinner"substrate"
more"microstrip<like"

Thicker"substrate"
more"CPW<like"

• “PCB” in simulated structure above (orange) is Printed Circuit Board.:

• On-Chip Transmission Line:  Colored yellow and labeled “Si Die” in simulated structure above:

A

B

DU

DL

• On-chip transmission line design from CQCCT and described in J.P. Dehollain et al, Nanotechnology 24, 015202 (2013).

• Wire bonds not modeled but impact expected to be minimal due to CPW mode design.  Our PCB-to-Chip transition shown above.

• The on-chip transmission line includes CPW to CPS transition (balun).  CPW = CoPlanar Waveguide, CPS = CoPlanar Stripline.

Silicon Die PCB
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Electromagnetic Field Simulation:  Results
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Chip%metal%(2D%PEC)%
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εr=3.66'

PCB$metal$(3D$PEC)$

Dielectric(εr=4.75(

Silicon'εr=11.9'

Entire solid model that was simulated using HFSS.  Key on right.
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Experimental Data for the Silicon Device:  Coulomb Blockade

Dwight Luhman et al,  
Sandia National Laboratories
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dot can be precisely controlled. The distance between
peaks corresponds to Eadd !see Eq. "4#$, and therefore
provides insight into the energy spectrum of the dot.

F. High-bias regime

We now look at the regime where the source-drain
bias is so high that multiple dot levels can participate in
electron tunneling. Typically the electrochemical poten-
tial of only one of the reservoirs is changed in experi-
ments, and the other one is kept fixed. Here we take the
drain reservoir to be at ground, i.e., !D=0. When a
negative voltage is applied between the source and the
drain, !S increases "since !S=−%e%VSD#. The levels of the
dot also increase, due to the capacitive coupling between
the source and the dot !see Eq. "2#$. Again, a current can
flow only when a level corresponding to a transition be-
tween ground states falls within the bias window. When
VSD is increased further such that also a transition in-
volving an excited state falls within the bias window,
there are two paths available for electrons tunneling
through the dot !see Fig. 4"a#$. In general, this will lead
to a change in current, enabling us to perform energy
spectroscopy of the excited states. How exactly the cur-
rent changes depends on the tunnel coupling of the two
levels involved. Increasing VSD even more eventually
leads to a situation where the bias window is larger than
the addition energy !see Fig. 4"b#$. Here the electron
number can alternate between N−1, N, and N+1, lead-
ing to a double-electron tunneling current.

We now show how the current spectrum as a function
of bias and gate voltage can be mapped out. The elec-

trochemical potentials of all relevant transitions are first
calculated by applying Eq. "3#. For example, consider
two successive ground states GS"N# and GS"N+1# and
the excited states ES"N# and ES"N+1#, which are sepa-
rated from the GSs by "E"N# and "E"N+1#, respec-
tively !see Fig. 5"a#$. The resulting electrochemical po-
tential ladder is shown in Fig. 5"b# "we omit the
transition between the two ESs#. Note that the electro-
chemical potential of the transition ES"N#↔GS"N+1# is
lower than that of the transition between the two ground
states.

The electrochemical potential ladder is used to define
the gate voltage axis of the "−%e%VSD ,VG# plot, as in Fig.
5"c#. Here each transition indicates the gate voltage at
which its electrochemical potential is aligned with !S
and !D at VSD=0. Analogous to Figs. 3"c# and 3"d#,
sweeping the gate voltage at low bias will show electron
tunneling only at the gate voltage indicated by
GS"N#↔GS"N+1#. For all other gate voltages the dot is
in Coulomb blockade.

Then for each transition a V-shaped region is outlined
in the "−%e%VSD ,VG# plane, where its electrochemical po-
tential is within the bias window. This yields a plot like
Fig. 5"c#. The slopes of the two edges of the V shape
depend on the capacitances; for VD=0, the two slopes
d"−%e%VSD# /dVG are −CG / "C−CS# and +CG /CS. The
transition between the N-electron GS and the
"N+1#-electron GS "dark solid line# defines the regions
of Coulomb blockade "outside the V shape# and tunnel-
ing "within the V shape#. The other solid lines indicate
where the current changes due to the onset of transitions
involving excited states.

The set of solid lines indicates all values in the param-
eter space spanned by VSD and VG where the current
IDOT changes. Typically, the differential conductance
dIDOT/dVSD is plotted, which has a nonzero value only
at the solid lines.5

A general rule of thumb for positions of the lines in-
dicating finite differential conductance is this: if a line

5In practice, a tunnel coupling dependence on VG and VSD
may result in a nonzero value of dIDOT/dVSD where current
flows. Since this background of nonzero dIDOT/dVSD is more
uniform and much smaller than peaks in dIDOT/dVSD at the
solid lines, the two are easily distinguished in experiments.

FIG. 3. Quantum dot in the regime of low bias. "a#, "b# Sche-
matic diagrams of the electrochemical potential levels of a
quantum dot in the low-bias regime. "a# If no level in the dot
falls within the bias window set by !S and !D, the electron
number is fixed at N−1 due to Coulomb blockade. "b# The
!"N# level is in the bias window, so the number of electrons
can alternate between N−1 and N, resulting in a single-
electron tunneling current. The magnitude of the current de-
pends on the tunnel rate between the dot and the reservoir on
the left #S and on the right #D !see Kouwenhoven et al. "1997#
for details$. "c# Schematic plot of the current IDOT through the
dot as a function of gate voltage VG. The gate voltages where
the level alignments of "a# and "b# occur are indicated.

FIG. 4. Schematic diagrams of the electrochemical potential
levels of a quantum dot in the high-bias regime. The level in
gray corresponds to a transition involving an excited state. "a#
Here VSD exceeds "E and electrons can now tunnel via two
levels. "b# VSD exceeds the addition energy for N electrons,
leading to double-electron tunneling.
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dot can be precisely controlled. The distance between
peaks corresponds to Eadd !see Eq. "4#$, and therefore
provides insight into the energy spectrum of the dot.

F. High-bias regime

We now look at the regime where the source-drain
bias is so high that multiple dot levels can participate in
electron tunneling. Typically the electrochemical poten-
tial of only one of the reservoirs is changed in experi-
ments, and the other one is kept fixed. Here we take the
drain reservoir to be at ground, i.e., !D=0. When a
negative voltage is applied between the source and the
drain, !S increases "since !S=−%e%VSD#. The levels of the
dot also increase, due to the capacitive coupling between
the source and the dot !see Eq. "2#$. Again, a current can
flow only when a level corresponding to a transition be-
tween ground states falls within the bias window. When
VSD is increased further such that also a transition in-
volving an excited state falls within the bias window,
there are two paths available for electrons tunneling
through the dot !see Fig. 4"a#$. In general, this will lead
to a change in current, enabling us to perform energy
spectroscopy of the excited states. How exactly the cur-
rent changes depends on the tunnel coupling of the two
levels involved. Increasing VSD even more eventually
leads to a situation where the bias window is larger than
the addition energy !see Fig. 4"b#$. Here the electron
number can alternate between N−1, N, and N+1, lead-
ing to a double-electron tunneling current.

We now show how the current spectrum as a function
of bias and gate voltage can be mapped out. The elec-

trochemical potentials of all relevant transitions are first
calculated by applying Eq. "3#. For example, consider
two successive ground states GS"N# and GS"N+1# and
the excited states ES"N# and ES"N+1#, which are sepa-
rated from the GSs by "E"N# and "E"N+1#, respec-
tively !see Fig. 5"a#$. The resulting electrochemical po-
tential ladder is shown in Fig. 5"b# "we omit the
transition between the two ESs#. Note that the electro-
chemical potential of the transition ES"N#↔GS"N+1# is
lower than that of the transition between the two ground
states.

The electrochemical potential ladder is used to define
the gate voltage axis of the "−%e%VSD ,VG# plot, as in Fig.
5"c#. Here each transition indicates the gate voltage at
which its electrochemical potential is aligned with !S
and !D at VSD=0. Analogous to Figs. 3"c# and 3"d#,
sweeping the gate voltage at low bias will show electron
tunneling only at the gate voltage indicated by
GS"N#↔GS"N+1#. For all other gate voltages the dot is
in Coulomb blockade.

Then for each transition a V-shaped region is outlined
in the "−%e%VSD ,VG# plane, where its electrochemical po-
tential is within the bias window. This yields a plot like
Fig. 5"c#. The slopes of the two edges of the V shape
depend on the capacitances; for VD=0, the two slopes
d"−%e%VSD# /dVG are −CG / "C−CS# and +CG /CS. The
transition between the N-electron GS and the
"N+1#-electron GS "dark solid line# defines the regions
of Coulomb blockade "outside the V shape# and tunnel-
ing "within the V shape#. The other solid lines indicate
where the current changes due to the onset of transitions
involving excited states.

The set of solid lines indicates all values in the param-
eter space spanned by VSD and VG where the current
IDOT changes. Typically, the differential conductance
dIDOT/dVSD is plotted, which has a nonzero value only
at the solid lines.5

A general rule of thumb for positions of the lines in-
dicating finite differential conductance is this: if a line

5In practice, a tunnel coupling dependence on VG and VSD
may result in a nonzero value of dIDOT/dVSD where current
flows. Since this background of nonzero dIDOT/dVSD is more
uniform and much smaller than peaks in dIDOT/dVSD at the
solid lines, the two are easily distinguished in experiments.

FIG. 3. Quantum dot in the regime of low bias. "a#, "b# Sche-
matic diagrams of the electrochemical potential levels of a
quantum dot in the low-bias regime. "a# If no level in the dot
falls within the bias window set by !S and !D, the electron
number is fixed at N−1 due to Coulomb blockade. "b# The
!"N# level is in the bias window, so the number of electrons
can alternate between N−1 and N, resulting in a single-
electron tunneling current. The magnitude of the current de-
pends on the tunnel rate between the dot and the reservoir on
the left #S and on the right #D !see Kouwenhoven et al. "1997#
for details$. "c# Schematic plot of the current IDOT through the
dot as a function of gate voltage VG. The gate voltages where
the level alignments of "a# and "b# occur are indicated.

FIG. 4. Schematic diagrams of the electrochemical potential
levels of a quantum dot in the high-bias regime. The level in
gray corresponds to a transition involving an excited state. "a#
Here VSD exceeds "E and electrons can now tunnel via two
levels. "b# VSD exceeds the addition energy for N electrons,
leading to double-electron tunneling.
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Experimental Data for the Silicon Device:  Spin Read-Out

Dwight Luhman et al,  
Sandia National Laboratories
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A. Morello, et al,  
Physical Review B  
80, 081307 (2009) 

SET Coulomb peaks due to the ionization of the donor, di-
vided by their period. Note that !q /e is exactly what would
be obtained by moving a positive charge from infinity to the
donor site. Thus, !q /e→1 as the donor location approaches
the SET island.

We have set up a device model, shown in Figs. 3!a" and
3!b", for use in the boundary-element capacitance extraction
code FASTCAP !Ref. 19" to determine coupling capacitances
as a function of donor position. In the model the gates and
electron layers are described by metallic conductors of the
appropriate size and the donor is represented as a metal cube
with sides of length 2aB !aB#2.5 nm is the Bohr radius in
silicon". !q /e can be expressed as the ratio Cm /C1", where
Cm is the mutual capacitance between donor and SET island,
and C1" is the total donor capacitance. Figure 3!c" shows the
resulting !q /e, assuming 50 nm gap between top gate and
ESR line, 5 nm SiO2 thickness, and donor in the y-z plane.
For a donor right under the tip of the ESR line, and 15 nm
below the Si /SiO2 interface, we find !q /e$0.2. With EC2
$1 meV and T$100 mK, ISET can shift from zero to its
maximum value, Imax.

A typical spin control and readout sequence would pro-

ceed as shown in Fig. 4, always assuming the #2 ladder is
kept fixed by using compensated %VD,Vtop& pulses. !i" Empty:
the donor is ionized when VD=V1, causing #1!1↓ ,N"
$#2!0,N+1". The successful donor ionization is signaled
by ISET= Imax. !ii" Load: a new electron is loaded into the
ground Zeeman state '↓ (, by choosing V2 such that
#1!1↑ ,N"$#2!0,N+1"$#1!1↓ ,N", and ISET=0. !iii" ESR
pulse: when VD=V3 both donor levels are far below
#2!0,N+1". The spin undergoes coherent Rabi rotations un-
der the effect of microwave pulses applied to the ESR line.
Here we take the example of a %-pulse where the final state
is '↑ (. !iv" Readout: VD=V2, and since #1!1↑ ,N"$#2!0,N
+1", the electron in the '↑ ( state tunnels off the donor into
the SET island, unblocking the conduction. However, since
#2!0,N+1"$#1!1↓ ,N", another electron can tunnel onto the
donor in the state '↓ (, blocking the SET again. Thus, an
electron in '↑ ( is signaled by a “blip” in ISET, with a duration
of order &D

−1. The inhomogeneous spin coherence time, T2
!,

can be extracted by observing the decay of Rabi oscillations,
obtained by counting the occurrence of '↑ ( states as a func-
tion of ESR pulse duration. The spin-lattice relaxation time,
T1, can be obtained by loading an electron in an unknown
state, i.e., using VD=V3 for the load pulse, then counting the
occurrence of '↑ ( states as a function of the waiting time
between load and measurement11 !no ESR required".

(a)

μ2(0,N)

μ2(1,N)

μ2(0,N+1)
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FIG. 2. !Color online" !a" Sketch of the electrochemical poten-
tials in the “parallel double dot” picture. The relevant SET poten-
tials are the solid lines when the donor is neutral !D0 state" or the
dashed lines when the donor is ionized !D+ state". !b" Charge sta-
bility diagram in the double dot picture. The broad lines represent
the SET current peaks, ISET$0, spaced by !VC2=EC2 /e'2 along
the Vtop axis, where '2 is the lever arm between top gate and SET
island. The dashes labeled '↑ ( , '↓ ( represent the positions of
#1!1↑ ,N" and #1!1↓ ,N" as given in panel !a". The #2 ladder can be
kept fixed by moving %VD,Vtop& along the thin black line.
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FIG. 3. !Color online" !a" Top
and !b" bottom view of the device
model used to calculate the charge
transfer signal !q /e. Filled areas
represent gates and electron layers
as indicated. !c" FASTCAP calcula-
tion of !q /e as a function of do-
nor position in the y-z plane. We
used a mesh five times finer than
shown by the thin lines in !a" and
!b", yielding discretization errors
(5% of the !q /e value at each
point. For a donor under the tip of
the donor gate, 15 nm below the
Si /SiO2 interface, !q /e#0.2
!black arrow".
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FIG. 4. !Color online" Pulsing protocol and corresponding SET
signal for the coherent control and readout of a donor electron spin.
The donor gate voltages V1,2,3 are shown also in Fig. 2!b".
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Considering the results of the spin lifetime measurements discussed
below, it is likely that we are observing transitions between D1 and D0

states of implanted P donors21.
The charge transition at Vpl<21.4V in Fig. 1d has a large

Dq< 0.7e, where 1e is equivalent to the spacing between adjacent
current peaks. This indicates a donor very close to the SET island11.
Accordingly, we find a fast electron tunnelling time between the donor
and the SET, of the order of 10ms. For comparison, the charge transi-
tion at Vpl<21.1V has a lower Dq< 0.3e and a much slower tunnel
time, ,10ms, consistent with a donor further away. We chose the
donor transition at Vpl<21.4V to implement the spin readout pro-
tocol. Figure 2b–g illustrates the method we used to find the values of
Vpulse during the read phase at which spin-dependent tunnelling is
achieved. By lowering the read level from too high (Fig. 2c) to too

low (Fig. 2g), the time traces of ISET during the read phase show a
transition from ISET5 Imax, through random telegraph signal, to
ISET5 0, passing through a region where ISET can be either zero
(Fig. 2e) or show a spin-up signal (Fig. 2f). In this region, the condition
m#,mSET,m" is fulfilled, and a single-shot projective measurement
of the electron spin state is performed. When plotting the average of
several single-shot traces taken at different read levels, the correct
readout range is highlighted by the appearance of a high current region
at the beginning of the read phase, spanning a time interval of the order
of the electron tunnel time 1/C (Fig. 4). Such a high-current region is
absent inmeasurements performed in zeromagnetic field, as expected.
With a modified pulse sequence, it is also possible to extract the
Zeeman energy splitting, EZ5 gmBB, and demonstrate the deter-
ministic loading of a j#æ electron (Supplementary information).
Because the loading of a state j#æ is controlled by gate voltages and
occurs on ,10-ms timescales as determined by the electron tunnel
time, this device already realizes two essential requirements for
quantum computation and quantum error correction, namely, single-
shot readout and fast preparation of the qubit ground state22.
Defining P" as the probability of observing a spin-up electron, we

find that P" decreases when increasing the wait time tw before the spin
is read out (Fig. 3a), because the excited state j"æ relaxes to the ground
state j#æ. The wait time dependence of P" (Fig. 3b, c) is well described
by a single exponential decay, P"(tw)5P"(0)exp(2tw/T1), where T1 is
the lifetime of the spin excited state.
The measured spin relaxation rates as a function of magnetic field,

T1
21(B), at phonon temperatureT< 40mK, are plotted in Fig. 3d. The

data on device A for B$ 2T are well described by the func-
tion T1

21(B)<K0A1K5AB
5, with K0A5 1.846 0.07 s21 and K5A5

0.007660.0002 s21 T25. A fit of the formT1
21(B)5K01KaB

a, where
K0, Ka and a are free parameters, yields a5 4.86 0.2. The data on
device B follow T1

21(B)<K5BB
5, with K5B5 0.0156 0.0005 s21 T25

down to B5 1.5T, where the spin lifetime has a value T15 66 2 s.We
attribute the B-independent contribution observed in device A to the
effect of dipolar coupling between the spin under measurement and
those ofneighbouringdonors (Supplementary Information). This effect
depends on the details of the mutual distance between implanted
donors, and is therefore strongly sample-dependent. The T1

21 / B5

dependence agreeswith the low-T limit23 (kBT= gmBB) of a spin–lattice
relaxation mechanism arising from valley repopulation24, that is,
the change in the relative weight of the six conduction band minima
(valleys) of Si caused by the deformation of the crystal lattice when the
state j"æ relaxes to j#æ, emitting an acoustic phonon. This is the domi-
nant relaxation channel for donors, where orbital excited states are very
high in energy. Conversely, for spins in electrostatically defined
quantum dots23 in silicon, relaxation through low-lying orbital states
can lead to T1

21 / B7. This dependence has been recently observed in
Si/SiGe (ref. 25) and Si/SiO2 (ref. 26) quantum dots.
Our results are also incompatible with the known relaxation process

for interface traps, which is dominated by the coupling to two-level
fluctuators27, yielding T1

21 / B3. A recent electron spin resonance
experiment on shallow traps at the Si/SiO2 interface28 found
T1< 800ms at T5 350mK and B5 0.32T, that is, 2 to 3 orders of
magnitude shorter than our result, despite the much lower magnetic
field. An experiment on bulk-doped Si:P by conventional electron spin
resonance techniques (J. J. L. Morton, personal communication)
yielded T15 0.42 s at B5 3.35 T and T, 5K, that is, in the T-inde-
pendent regime. This data point is only a factor of,1.3 below the line
T1

21(B)<K5AB
5.We conclude that the observation ofT1

21 / B5 and
the quantitative agreement with bulk Si:P data constitute a strong
indication that we have measured the spin of a single electron bound
to an implanted P donor. The proximity of the donor to electrostatic
gates and a Si/SiO2 interface29 could be responsible for the slight vari-
ability of T1 (Supplementary Information) but, importantly, does not
substantially compromise the long spin lifetime of the donor-bound
electron.
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Figure 1 | Spin readout device configuration and charge transitions.
a, Diagram showing the spin-dependent tunnelling configuration, where a
single electron can tunnel onto the island of a SET only when in a spin-up state.
b, Pulsing sequence for single-shot spin readout (see main text), and SET
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c, Scanning electron micrograph of a device similar to the one measured. The
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assuming the rotating-wave approximation. Figure 2b shows the
expected linear behaviour with microwave amplitude of the Rabi fre-
quencies extracted from the data in Fig. 2a. The largest Rabi frequency
attained was 3.3 MHz (B1 < 0.12 mT), corresponding to a p/2 rotation
in about 75 ns.

The qubit manipulation time should be contrasted with the coher-
ence lifetime of the qubit, termed T2. Possible sources of decoherence

include spectral diffusion of the 29Si bath spins15,22,23, noise in the
external magnetic field, and paramagnetic defects and charge traps
at the Si/SiO2 interface24. These mechanisms can, to a degree, be com-
pensated for by using spin echo techniques (Fig. 3a), as long as the
fluctuations are slow compared with the electron spin manipulation
time (typically around 100 ns).

Figure 3a presents the gate voltage and microwave pulsing scheme
for a Hahn echo measurement. Dephasing resulting from static local
contributions to the total effective field during an initial period t1 is
(partially or fully) refocused by a p rotation followed by a second
period t2 (see Fig. 3c for a Bloch sphere state evolution). A spin echo
is observed by varying the delay t2 and recording the spin-up fraction.
In Fig. 3e we plot the difference in delay times (t2 2 t1) against f". For
t1 5 t2, we expect to recover a j#æ electron at the end of the sequence if
little dephasing occurs (that is, for short t), and hence observe a
minimum in f". When t2 2 t1 ? 0, imperfect refocusing results in an
increase in the recovered spin-up fraction. The echo shape is approxi-
mated as being Gaussian and the half-width at half-maximum implies
a pure dephasing time of T2*5 55 6 5 ns.

We now set t 5 t1 5 t2 and monitor the spin-up fraction as a func-
tion of t, to obtain the spin echo decay curve of Fig. 3f. A fit of the form
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Figure 1 | Qubit device and pulsing scheme. a, Scanning electron micrograph
of a qubit device similar to the one used in the experiment. The SET (lower right
portion) consists of a top gate (TG), plunger gate (PL), left and right barrier gates
(LB and RB) and source/drain contacts (S and D). The microwave transmission
line is shown in the upper left portion. The donor (blue) is subject to an
oscillating magnetic field B1 from the transmission line which is perpendicular to
the in-plane external field B0. b and c, Pulse sequence for the qubit initialization,
control and read-out. b, Read/initialization phase m#, mSET , m": a spin-up
electron will tunnel from the donor to the SET island, to be later replaced by a
spin-down electron, causing a pulse of current through the SET. A spin-down
electron remains trapped on the donor throughout the entire phase. c, Control
phase m#, m"=mSET: electron spin states are plunged well below the SET island
Fermi level while microwaves are applied to the transmission line to perform
electron spin resonance. d, Energy level diagram of the 31P electron-nuclear
system. e and f, Microwave pulse sequence (e) and synchronized PL gate voltage
waveform (f) for performing and detecting spin manipulations (not drawn to
scale). An arbitrary ESR pulse sequence is represented by each of the dashed
purple boxes in panel e. g, Example of ISET response to four consecutive read/
control events where a single microwave pulse of duration tp is applied, taken at
B0 5 1.07 T. The pulse duration tp has been set to give a high probability of
flipping the electron spin. The duration of the pulses in ISET gives the electron
spin-down tunnel-in time (about 33ms), while their delay from the beginning of
the read phase gives the spin-up tunnel-out time (about 295ms).
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ne2 5 30.000 GHz. Each point represents an average of 20,000 single-shot
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Information for further details). The solid lines are fits generated from
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frequency versus the microwave excitation amplitude, with a fit displaying the
linear relationship.
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assuming the rotating-wave approximation. Figure 2b shows the
expected linear behaviour with microwave amplitude of the Rabi fre-
quencies extracted from the data in Fig. 2a. The largest Rabi frequency
attained was 3.3 MHz (B1 < 0.12 mT), corresponding to a p/2 rotation
in about 75 ns.

The qubit manipulation time should be contrasted with the coher-
ence lifetime of the qubit, termed T2. Possible sources of decoherence

include spectral diffusion of the 29Si bath spins15,22,23, noise in the
external magnetic field, and paramagnetic defects and charge traps
at the Si/SiO2 interface24. These mechanisms can, to a degree, be com-
pensated for by using spin echo techniques (Fig. 3a), as long as the
fluctuations are slow compared with the electron spin manipulation
time (typically around 100 ns).

Figure 3a presents the gate voltage and microwave pulsing scheme
for a Hahn echo measurement. Dephasing resulting from static local
contributions to the total effective field during an initial period t1 is
(partially or fully) refocused by a p rotation followed by a second
period t2 (see Fig. 3c for a Bloch sphere state evolution). A spin echo
is observed by varying the delay t2 and recording the spin-up fraction.
In Fig. 3e we plot the difference in delay times (t2 2 t1) against f". For
t1 5 t2, we expect to recover a j#æ electron at the end of the sequence if
little dephasing occurs (that is, for short t), and hence observe a
minimum in f". When t2 2 t1 ? 0, imperfect refocusing results in an
increase in the recovered spin-up fraction. The echo shape is approxi-
mated as being Gaussian and the half-width at half-maximum implies
a pure dephasing time of T2*5 55 6 5 ns.

We now set t 5 t1 5 t2 and monitor the spin-up fraction as a func-
tion of t, to obtain the spin echo decay curve of Fig. 3f. A fit of the form
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Figure 1 | Qubit device and pulsing scheme. a, Scanning electron micrograph
of a qubit device similar to the one used in the experiment. The SET (lower right
portion) consists of a top gate (TG), plunger gate (PL), left and right barrier gates
(LB and RB) and source/drain contacts (S and D). The microwave transmission
line is shown in the upper left portion. The donor (blue) is subject to an
oscillating magnetic field B1 from the transmission line which is perpendicular to
the in-plane external field B0. b and c, Pulse sequence for the qubit initialization,
control and read-out. b, Read/initialization phase m#, mSET , m": a spin-up
electron will tunnel from the donor to the SET island, to be later replaced by a
spin-down electron, causing a pulse of current through the SET. A spin-down
electron remains trapped on the donor throughout the entire phase. c, Control
phase m#, m"=mSET: electron spin states are plunged well below the SET island
Fermi level while microwaves are applied to the transmission line to perform
electron spin resonance. d, Energy level diagram of the 31P electron-nuclear
system. e and f, Microwave pulse sequence (e) and synchronized PL gate voltage
waveform (f) for performing and detecting spin manipulations (not drawn to
scale). An arbitrary ESR pulse sequence is represented by each of the dashed
purple boxes in panel e. g, Example of ISET response to four consecutive read/
control events where a single microwave pulse of duration tp is applied, taken at
B0 5 1.07 T. The pulse duration tp has been set to give a high probability of
flipping the electron spin. The duration of the pulses in ISET gives the electron
spin-down tunnel-in time (about 33ms), while their delay from the beginning of
the read phase gives the spin-up tunnel-out time (about 295ms).

0.0 0.5 1.0 1.5

0.2

0.3

0.2

0.3

0.4

0.2

0.3

0.4

0.2

0.3

0.4

tp (μs)

El
ec

tr
on

 s
pi

n-
up

 fr
ac

tio
n,

 f ↑

a 

PESR = 10 dBm

PESR = 7 dBm 

PESR = 4 dBm 

PESR = 1 dBm 

f R
ab

i (
M

H
z)

0

1

2

3

PESR
1/2 (mW1/2)

0 1 2 3

B1 = 0.12 mT

b 

Figure 2 | Rabi oscillations and power dependence of the Rabi frequency.
a, Electron spin-up fraction as a function of the microwave burst duration for
varying input powers PESR. Measurements were performed at an external field
of B0 5 1.07 T where the ESR frequencies are ne1 5 29.886 GHz and
ne2 5 30.000 GHz. Each point represents an average of 20,000 single-shot
measurements, with each shot about 1 ms in duration (see Supplementary
Information for further details). The solid lines are fits generated from
simulations of the measurements (Supplementary Information). b, Rabi
frequency versus the microwave excitation amplitude, with a fit displaying the
linear relationship.
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Rabi Frequency and AC Magnetic Field Dependence on Applied µwave Power

Vab �< �a|V |�b >

Here the driving amplitude is proportional 
to the AC magnetic field thus:

Experimental Description:  Measurement

•  ESR Spin State Spectroscopy.  Recall ESR condition:                               This is observed experimentally 
as shown in figures below, in particular the color scale plot.  From the color scale plot, you can immediately extract a 
value for the g-factor (                              ).  Zero-field peak attributed to inhomogeneous nuclear field background.  
Note RF background due to fridge resonances resulting in worst-case dynamic range of about 4-to-1.

excitation amplitude B ac or incoherent processes, like cotunnelling,
inelastic transitions (to the S(0,2) state) or the statistical fluctuations
in the nuclear field, whichever of the four has the largest contri-
bution. No dependence of the width on RF power was found within
the experimentally accessible range (B ac , 2mT). Furthermore, we
suspect that the broadening is not dominated by cotunnelling or
inelastic transitions because the corresponding rates are smaller than
the observed broadening (see Supplementary Figs S4b and S2d). The
observed ESR peaks are steeper on the flanks and broader than
expected from the nuclear field fluctuations. In many cases, the peak
width and position are even hysteretic in the sweep direction,
suggesting that the resonance condition is shifted during the field
sweep.We speculate that dynamic nuclear polarization due to feedback
of the electron transport on the nuclear spins plays a central part here37.

Coherent Rabi oscillations
Following the observation of magnetically induced spin flips, we next
test whether we can also coherently rotate the spin by applying RF
bursts with variable length. In contrast to the continuous-wave
experiment, where detection and spin rotation occur at the same
time, we pulse the system into Coulomb blockade during the spin
manipulation. This eliminates decoherence induced by tunnel events
from the left to the right dot during the spin rotations. The
experiment consists of three stages (Fig. 3): initialization through
spin blockade in a statistical mixture of " " and # #, manipulation by
a RF burst in Coulomb blockade, and detection by pulsing back for
projection (onto S(0,2)) and tunnelling to the lead. When one of the
electrons is rotated over (2n þ 1)p (with integer n), the two-electron
state evolves to " # (or # "), giving a maximum contribution to the
current (as before, when the two spins are anti-parallel, one electron
charge moves through the dots). However, no electron flow is
expected after rotations of 2pn, where one would find two parallel
spins in the two dots after the RF burst.
We observe that the dot current oscillates periodically with the RF

burst length (Fig. 4). This oscillation indicates that we performed
driven, coherent electron spin rotations, or Rabi oscillations. A key
characteristic of the Rabi process is a linear dependence of the Rabi
frequency on the RF burst amplitude, B ac (fRabi ¼ gmBB1/h with
B1 ¼ B ac/2 due to the rotating wave approximation). We verify this
by extracting the Rabi frequency from a fit of the current oscillations
of Fig. 4b with a sinusoid, which gives the expected linear behaviour

Figure 2 | ESR spin state spectroscopy. a, Energy diagram showing the
relevant eigenstates of twoelectron spins inadouble-dot, subject to an external
magnetic field and nuclear fields. Because the nuclear field is generally
inhomogeneous, the Zeeman energy is different in the two dots and results
therefore in a different energy for " # and # ". ESR turns the spin states " " and
# # into " # or # ", depending on the nuclear fields in the two dots. The yellow
bandsdenotetherangesinBextwherespinblockadeis lifted(by thenuclearfield
or ESR) and current will flow through the dots. b, Current measured through
the double-dot in the spinblockade regime, with (red trace, offset by 100 fA for
clarity)andwithout(bluetrace)aRFmagneticfield.Satellitepeaksappearasthe
external magnetic field is swept through the spin resonance condition. Each
measurement point is averaged for one second, and is therefore expected to
representanaverageresponseovermanynuclearconfigurations.TheRFpower
Papplied to theCPS isestimated fromthepowerapplied tothecoax lineandthe
attenuation in the lines. Inset, satellite peak height versus RF power
(f ¼ 408MHz, Bext ¼ 70mT, taken at slightly different gate voltage settings).
The current isnormalized to the current atB ext ¼ 0 ( ¼ I0).Unwantedelectric
fieldeffects are reducedbyapplying a compensating signal to the right side gate
with opposite phase as the signal on the stripline (see Supplementary Fig. S4).
This allowed us to obtain this curve up to relatively highRFpowers. c, Current
through the dots when sweeping the RF frequency and stepping themagnetic
field. The ESR satellite peak is already visible at a smallmagnetic field of 20mT
and RF excitation of 100MHz, and its location evolves linearly in field when
increasing the frequency. Forhigher frequencies the satellite peak is broadened
asymmetrically for certain sweeps, visible as vertical stripes.This broadening is
time dependent, hysteretic in sweep direction, and changes with the dot level
alignment. The horizontal line at 180MHz is due to a resonance in the
transmission line inside the dilution refrigerator.

Figure 3 | The control cycle for coherent manipulation of the electron
spin. During the ‘initialization’ stage the double-dot is tuned in the spin
blockade regime. Electrons will move from left to right until the system is
blocked with two parallel spins (either " " or # #; in the figure only the " "
case is shown). For the ‘manipulation’ stage, the right dot potential is pulsed
up so none of the levels in the right dot are accessible (Coulomb blockade),
and a RF burst with a variable duration is applied. ‘Read-out’ of the spin
state at the end of the manipulation stage is done by pulsing the right dot
potential back; electron tunnelling to the right lead will then take place only
if the spins were anti-parallel. The duration of the read-out and initialization
stages combined was 1 ms, long enough (1ms . .1/GL, 1/GM, 1/GR) to have
parallel spins in the dots at the end of the initialization stage with near
certainty (this is checked by signal saturation when the pulse duration is
prolonged). The duration of the manipulation stage is also held fixed at 1ms
to keep the number of pulses per second constant. The RF burst is applied
just before the read-out stage starts.
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excitation amplitude B ac or incoherent processes, like cotunnelling,
inelastic transitions (to the S(0,2) state) or the statistical fluctuations
in the nuclear field, whichever of the four has the largest contri-
bution. No dependence of the width on RF power was found within
the experimentally accessible range (B ac , 2mT). Furthermore, we
suspect that the broadening is not dominated by cotunnelling or
inelastic transitions because the corresponding rates are smaller than
the observed broadening (see Supplementary Figs S4b and S2d). The
observed ESR peaks are steeper on the flanks and broader than
expected from the nuclear field fluctuations. In many cases, the peak
width and position are even hysteretic in the sweep direction,
suggesting that the resonance condition is shifted during the field
sweep.We speculate that dynamic nuclear polarization due to feedback
of the electron transport on the nuclear spins plays a central part here37.

Coherent Rabi oscillations
Following the observation of magnetically induced spin flips, we next
test whether we can also coherently rotate the spin by applying RF
bursts with variable length. In contrast to the continuous-wave
experiment, where detection and spin rotation occur at the same
time, we pulse the system into Coulomb blockade during the spin
manipulation. This eliminates decoherence induced by tunnel events
from the left to the right dot during the spin rotations. The
experiment consists of three stages (Fig. 3): initialization through
spin blockade in a statistical mixture of " " and # #, manipulation by
a RF burst in Coulomb blockade, and detection by pulsing back for
projection (onto S(0,2)) and tunnelling to the lead. When one of the
electrons is rotated over (2n þ 1)p (with integer n), the two-electron
state evolves to " # (or # "), giving a maximum contribution to the
current (as before, when the two spins are anti-parallel, one electron
charge moves through the dots). However, no electron flow is
expected after rotations of 2pn, where one would find two parallel
spins in the two dots after the RF burst.
We observe that the dot current oscillates periodically with the RF

burst length (Fig. 4). This oscillation indicates that we performed
driven, coherent electron spin rotations, or Rabi oscillations. A key
characteristic of the Rabi process is a linear dependence of the Rabi
frequency on the RF burst amplitude, B ac (fRabi ¼ gmBB1/h with
B1 ¼ B ac/2 due to the rotating wave approximation). We verify this
by extracting the Rabi frequency from a fit of the current oscillations
of Fig. 4b with a sinusoid, which gives the expected linear behaviour

Figure 2 | ESR spin state spectroscopy. a, Energy diagram showing the
relevant eigenstates of twoelectron spins inadouble-dot, subject to an external
magnetic field and nuclear fields. Because the nuclear field is generally
inhomogeneous, the Zeeman energy is different in the two dots and results
therefore in a different energy for " # and # ". ESR turns the spin states " " and
# # into " # or # ", depending on the nuclear fields in the two dots. The yellow
bandsdenotetherangesinBextwherespinblockadeis lifted(by thenuclearfield
or ESR) and current will flow through the dots. b, Current measured through
the double-dot in the spinblockade regime, with (red trace, offset by 100 fA for
clarity)andwithout(bluetrace)aRFmagneticfield.Satellitepeaksappearasthe
external magnetic field is swept through the spin resonance condition. Each
measurement point is averaged for one second, and is therefore expected to
representanaverageresponseovermanynuclearconfigurations.TheRFpower
Papplied to theCPS isestimated fromthepowerapplied tothecoax lineandthe
attenuation in the lines. Inset, satellite peak height versus RF power
(f ¼ 408MHz, Bext ¼ 70mT, taken at slightly different gate voltage settings).
The current isnormalized to the current atB ext ¼ 0 ( ¼ I0).Unwantedelectric
fieldeffects are reducedbyapplying a compensating signal to the right side gate
with opposite phase as the signal on the stripline (see Supplementary Fig. S4).
This allowed us to obtain this curve up to relatively highRFpowers. c, Current
through the dots when sweeping the RF frequency and stepping themagnetic
field. The ESR satellite peak is already visible at a smallmagnetic field of 20mT
and RF excitation of 100MHz, and its location evolves linearly in field when
increasing the frequency. Forhigher frequencies the satellite peak is broadened
asymmetrically for certain sweeps, visible as vertical stripes.This broadening is
time dependent, hysteretic in sweep direction, and changes with the dot level
alignment. The horizontal line at 180MHz is due to a resonance in the
transmission line inside the dilution refrigerator.

Figure 3 | The control cycle for coherent manipulation of the electron
spin. During the ‘initialization’ stage the double-dot is tuned in the spin
blockade regime. Electrons will move from left to right until the system is
blocked with two parallel spins (either " " or # #; in the figure only the " "
case is shown). For the ‘manipulation’ stage, the right dot potential is pulsed
up so none of the levels in the right dot are accessible (Coulomb blockade),
and a RF burst with a variable duration is applied. ‘Read-out’ of the spin
state at the end of the manipulation stage is done by pulsing the right dot
potential back; electron tunnelling to the right lead will then take place only
if the spins were anti-parallel. The duration of the read-out and initialization
stages combined was 1 ms, long enough (1ms . .1/GL, 1/GM, 1/GR) to have
parallel spins in the dots at the end of the initialization stage with near
certainty (this is checked by signal saturation when the pulse duration is
prolonged). The duration of the manipulation stage is also held fixed at 1ms
to keep the number of pulses per second constant. The RF burst is applied
just before the read-out stage starts.
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h fac = gµB B
ext

g = 0.35 ± 0.01

•  Driven Coherent (Rabi) Oscillations.  Control cycle defined as (i) initialization, (ii) manipulation, (iii) read-out.  
Experimental protocol is to measure the current as a function of the RF burst duration.  Remarkably, Rabi 
oscillations are actually observed.  Each measurement point corresponds to 15 (s) integration time.

(Fig. 4b, inset). From the fit we obtain B ac ¼ 0.59mT for a stripline
current ICPS of ,1mA, which agrees well with predictions from
numerical finite element simulations (see Supplementary Fig. S1).
The maximum B1 we could reach in the experiment before electric
field effects hindered the measurement was 1.9mT, corresponding to
p/2 rotations of only 27 ns (that is, a Rabi period of 108 ns, see Fig.
4b). If the accompanying electric fields from the stripline excitation
could be reduced in future experiments (for example, by improving
the impedance matching from coax to CPS), considerably faster Rabi
flopping should be attainable.
The oscillations in Fig. 4b remain visible throughout the entire

measurement range, up to 1 ms. This is striking, because the Rabi
period of,100 ns is much longer than the time-averaged coherence
time T2* of 10–20 ns (refs 14, 19, 35, 36) caused by the nuclear field
fluctuations. The slow damping of the oscillations is only possible
because the nuclear field fluctuates very slowly compared to the
timescale of spin rotations and because other mechanisms, such as

the spin-orbit interaction, disturb the electron spin coherence only
on even longer timescales13,41,42. We also note that the decay is not
exponential (grey line in Fig. 4a), which is related to the fact that the
nuclear bath is non-markovian (it has a long memory)43.

Theoretical model
To understand better the amplitudes and decay times of the oscil-
lations, we model the time evolution of the spins throughout the
burst duration. The model uses a hamiltonian that includes the
Zeeman splitting for the two spins and the RF field, which we take to
be of equal amplitude in both dots (SL and SR refer to the electron
spins in the left and right dot respectively):

H ¼gmBðBext þBL;NÞSL þ gmBðBext þBR;NÞSR

þ gmB cosðqtÞBacðSL þ SRÞ
where BL,N and BR,N correspond to a single frozen configuration of
the nuclear field in the left and right dot. This is justified because the
electron spin dynamics is much faster than the dynamics of the
nuclear system. From the resulting time evolution operator and
assuming that the initial state is a statistical mixture of " " and # #,
we can numerically obtain the probability for having anti-parallel
spins after the RF burst. This is also the probability that the left
electron tunnels to the right dot during the read-out stage.
In the current measurements of Fig. 4a, each data point is averaged

over 15 s, which presumably represents an average over many nuclear
configurations. We include this averaging over different nuclear
configurations in the model by taking 2,000 samples from a gaussian
distribution of nuclear fields (with standard deviation j¼

ffiffiffiffiffiffiffiffiffi
kB2

Nl
p

),
and computing the probability that an electron tunnels out after
the RF burst. When the electron tunnels, one or more additional
electrons, say m, may subsequently tunnel through before " " or # #
is formed and the current is blocked again. Takingm and j as fitting
parameters, we find good agreement with the data for m¼1.5 and
j ¼ 2.2 mT (solid black lines in Fig. 4a). This value for j is
comparable to that found in refs 35 and 36. The value found for m
is different from what we would expect from a simple picture where
all four spin states are formed with equal probability during the
initialization stage, which would give m ¼ 1. We do not understand
this discrepancy, but it could be due to different tunnel rates for "
and # or more subtle details in the transport cycle that we have
neglected in the model.

Time evolution of the spin states during RF bursts
We now discuss in more detail the time evolution of the two spins
during a RF burst. The resonance condition in each dot depends on
the effective nuclear field, which needs to be added vectorially to B ext.
Through their continuous reorientation, the nuclear spins will bring
the respective electron spins in the two dots on and off resonance as
time progresses.
When a RF burst is applied to two spins initially in " ", and is on-

resonance with the right spin only, the spins evolve as:
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When the RF burst is on-resonance with both spins, the time
evolution is:
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Figure 4 | Coherent spin rotations. a, The dot current—reflecting the spin
state at the end of the RF burst—oscillates as a function of RF burst length
(curves offset by 100 fA for clarity). The frequency of Bac is set at the spin
resonance frequency of 200MHz (B ext ¼ 41mT). The period of the
oscillation increases and is more strongly damped for decreasing RF power.
The RF power P applied to the CPS is estimated from the power applied to
the coax line and the attenuation in the lines and RF switch. From P, the
stripline current is calculated via the relation P¼ 1

2
ICPS
2

" #2
Z0 assuming

perfect reflection of the RF wave at the short. Each measurement point is
averaged over 15 s.We correct for a current offset which ismeasuredwith the
RF frequency off-resonance (280MHz). The solid lines are obtained from
numerical computation of the time evolution, as discussed in the text. The
grey line corresponds to an exponentially damped envelope. b, The
oscillating dot current (represented in colourscale) is displayed over a wide
range of RF powers (the sweep axis) and burst durations. The dependence of
the Rabi frequency fRabi on RF power is shown in the inset. fRabi is extracted
from a sinusoidal fit with the current oscillations from 10 to 500 ns for RF
powers ranging from 212.5 dBm up to 26 dBm.
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excitation amplitude B ac or incoherent processes, like cotunnelling,
inelastic transitions (to the S(0,2) state) or the statistical fluctuations
in the nuclear field, whichever of the four has the largest contri-
bution. No dependence of the width on RF power was found within
the experimentally accessible range (B ac , 2mT). Furthermore, we
suspect that the broadening is not dominated by cotunnelling or
inelastic transitions because the corresponding rates are smaller than
the observed broadening (see Supplementary Figs S4b and S2d). The
observed ESR peaks are steeper on the flanks and broader than
expected from the nuclear field fluctuations. In many cases, the peak
width and position are even hysteretic in the sweep direction,
suggesting that the resonance condition is shifted during the field
sweep.We speculate that dynamic nuclear polarization due to feedback
of the electron transport on the nuclear spins plays a central part here37.

Coherent Rabi oscillations
Following the observation of magnetically induced spin flips, we next
test whether we can also coherently rotate the spin by applying RF
bursts with variable length. In contrast to the continuous-wave
experiment, where detection and spin rotation occur at the same
time, we pulse the system into Coulomb blockade during the spin
manipulation. This eliminates decoherence induced by tunnel events
from the left to the right dot during the spin rotations. The
experiment consists of three stages (Fig. 3): initialization through
spin blockade in a statistical mixture of " " and # #, manipulation by
a RF burst in Coulomb blockade, and detection by pulsing back for
projection (onto S(0,2)) and tunnelling to the lead. When one of the
electrons is rotated over (2n þ 1)p (with integer n), the two-electron
state evolves to " # (or # "), giving a maximum contribution to the
current (as before, when the two spins are anti-parallel, one electron
charge moves through the dots). However, no electron flow is
expected after rotations of 2pn, where one would find two parallel
spins in the two dots after the RF burst.
We observe that the dot current oscillates periodically with the RF

burst length (Fig. 4). This oscillation indicates that we performed
driven, coherent electron spin rotations, or Rabi oscillations. A key
characteristic of the Rabi process is a linear dependence of the Rabi
frequency on the RF burst amplitude, B ac (fRabi ¼ gmBB1/h with
B1 ¼ B ac/2 due to the rotating wave approximation). We verify this
by extracting the Rabi frequency from a fit of the current oscillations
of Fig. 4b with a sinusoid, which gives the expected linear behaviour

Figure 2 | ESR spin state spectroscopy. a, Energy diagram showing the
relevant eigenstates of twoelectron spins inadouble-dot, subject to an external
magnetic field and nuclear fields. Because the nuclear field is generally
inhomogeneous, the Zeeman energy is different in the two dots and results
therefore in a different energy for " # and # ". ESR turns the spin states " " and
# # into " # or # ", depending on the nuclear fields in the two dots. The yellow
bandsdenotetherangesinBextwherespinblockadeis lifted(by thenuclearfield
or ESR) and current will flow through the dots. b, Current measured through
the double-dot in the spinblockade regime, with (red trace, offset by 100 fA for
clarity)andwithout(bluetrace)aRFmagneticfield.Satellitepeaksappearasthe
external magnetic field is swept through the spin resonance condition. Each
measurement point is averaged for one second, and is therefore expected to
representanaverageresponseovermanynuclearconfigurations.TheRFpower
Papplied to theCPS isestimated fromthepowerapplied tothecoax lineandthe
attenuation in the lines. Inset, satellite peak height versus RF power
(f ¼ 408MHz, Bext ¼ 70mT, taken at slightly different gate voltage settings).
The current isnormalized to the current atB ext ¼ 0 ( ¼ I0).Unwantedelectric
fieldeffects are reducedbyapplying a compensating signal to the right side gate
with opposite phase as the signal on the stripline (see Supplementary Fig. S4).
This allowed us to obtain this curve up to relatively highRFpowers. c, Current
through the dots when sweeping the RF frequency and stepping themagnetic
field. The ESR satellite peak is already visible at a smallmagnetic field of 20mT
and RF excitation of 100MHz, and its location evolves linearly in field when
increasing the frequency. Forhigher frequencies the satellite peak is broadened
asymmetrically for certain sweeps, visible as vertical stripes.This broadening is
time dependent, hysteretic in sweep direction, and changes with the dot level
alignment. The horizontal line at 180MHz is due to a resonance in the
transmission line inside the dilution refrigerator.

Figure 3 | The control cycle for coherent manipulation of the electron
spin. During the ‘initialization’ stage the double-dot is tuned in the spin
blockade regime. Electrons will move from left to right until the system is
blocked with two parallel spins (either " " or # #; in the figure only the " "
case is shown). For the ‘manipulation’ stage, the right dot potential is pulsed
up so none of the levels in the right dot are accessible (Coulomb blockade),
and a RF burst with a variable duration is applied. ‘Read-out’ of the spin
state at the end of the manipulation stage is done by pulsing the right dot
potential back; electron tunnelling to the right lead will then take place only
if the spins were anti-parallel. The duration of the read-out and initialization
stages combined was 1 ms, long enough (1ms . .1/GL, 1/GM, 1/GR) to have
parallel spins in the dots at the end of the initialization stage with near
certainty (this is checked by signal saturation when the pulse duration is
prolonged). The duration of the manipulation stage is also held fixed at 1ms
to keep the number of pulses per second constant. The RF burst is applied
just before the read-out stage starts.
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(Fig. 4b, inset). From the fit we obtain B ac ¼ 0.59mT for a stripline
current ICPS of ,1mA, which agrees well with predictions from
numerical finite element simulations (see Supplementary Fig. S1).
The maximum B1 we could reach in the experiment before electric
field effects hindered the measurement was 1.9mT, corresponding to
p/2 rotations of only 27 ns (that is, a Rabi period of 108 ns, see Fig.
4b). If the accompanying electric fields from the stripline excitation
could be reduced in future experiments (for example, by improving
the impedance matching from coax to CPS), considerably faster Rabi
flopping should be attainable.
The oscillations in Fig. 4b remain visible throughout the entire

measurement range, up to 1 ms. This is striking, because the Rabi
period of,100 ns is much longer than the time-averaged coherence
time T2* of 10–20 ns (refs 14, 19, 35, 36) caused by the nuclear field
fluctuations. The slow damping of the oscillations is only possible
because the nuclear field fluctuates very slowly compared to the
timescale of spin rotations and because other mechanisms, such as

the spin-orbit interaction, disturb the electron spin coherence only
on even longer timescales13,41,42. We also note that the decay is not
exponential (grey line in Fig. 4a), which is related to the fact that the
nuclear bath is non-markovian (it has a long memory)43.

Theoretical model
To understand better the amplitudes and decay times of the oscil-
lations, we model the time evolution of the spins throughout the
burst duration. The model uses a hamiltonian that includes the
Zeeman splitting for the two spins and the RF field, which we take to
be of equal amplitude in both dots (SL and SR refer to the electron
spins in the left and right dot respectively):

H ¼gmBðBext þBL;NÞSL þ gmBðBext þBR;NÞSR

þ gmB cosðqtÞBacðSL þ SRÞ
where BL,N and BR,N correspond to a single frozen configuration of
the nuclear field in the left and right dot. This is justified because the
electron spin dynamics is much faster than the dynamics of the
nuclear system. From the resulting time evolution operator and
assuming that the initial state is a statistical mixture of " " and # #,
we can numerically obtain the probability for having anti-parallel
spins after the RF burst. This is also the probability that the left
electron tunnels to the right dot during the read-out stage.
In the current measurements of Fig. 4a, each data point is averaged

over 15 s, which presumably represents an average over many nuclear
configurations. We include this averaging over different nuclear
configurations in the model by taking 2,000 samples from a gaussian
distribution of nuclear fields (with standard deviation j¼

ffiffiffiffiffiffiffiffiffi
kB2

Nl
p

),
and computing the probability that an electron tunnels out after
the RF burst. When the electron tunnels, one or more additional
electrons, say m, may subsequently tunnel through before " " or # #
is formed and the current is blocked again. Takingm and j as fitting
parameters, we find good agreement with the data for m¼1.5 and
j ¼ 2.2 mT (solid black lines in Fig. 4a). This value for j is
comparable to that found in refs 35 and 36. The value found for m
is different from what we would expect from a simple picture where
all four spin states are formed with equal probability during the
initialization stage, which would give m ¼ 1. We do not understand
this discrepancy, but it could be due to different tunnel rates for "
and # or more subtle details in the transport cycle that we have
neglected in the model.

Time evolution of the spin states during RF bursts
We now discuss in more detail the time evolution of the two spins
during a RF burst. The resonance condition in each dot depends on
the effective nuclear field, which needs to be added vectorially to B ext.
Through their continuous reorientation, the nuclear spins will bring
the respective electron spins in the two dots on and off resonance as
time progresses.
When a RF burst is applied to two spins initially in " ", and is on-

resonance with the right spin only, the spins evolve as:
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2
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When the RF burst is on-resonance with both spins, the time
evolution is:
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Figure 4 | Coherent spin rotations. a, The dot current—reflecting the spin
state at the end of the RF burst—oscillates as a function of RF burst length
(curves offset by 100 fA for clarity). The frequency of Bac is set at the spin
resonance frequency of 200MHz (B ext ¼ 41mT). The period of the
oscillation increases and is more strongly damped for decreasing RF power.
The RF power P applied to the CPS is estimated from the power applied to
the coax line and the attenuation in the lines and RF switch. From P, the
stripline current is calculated via the relation P¼ 1

2
ICPS
2

" #2
Z0 assuming

perfect reflection of the RF wave at the short. Each measurement point is
averaged over 15 s.We correct for a current offset which ismeasuredwith the
RF frequency off-resonance (280MHz). The solid lines are obtained from
numerical computation of the time evolution, as discussed in the text. The
grey line corresponds to an exponentially damped envelope. b, The
oscillating dot current (represented in colourscale) is displayed over a wide
range of RF powers (the sweep axis) and burst durations. The dependence of
the Rabi frequency fRabi on RF power is shown in the inset. fRabi is extracted
from a sinusoidal fit with the current oscillations from 10 to 500 ns for RF
powers ranging from 212.5 dBm up to 26 dBm.
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•  AC Magnetic Field “Calibration” from Quantum Mechanics.  

�Rabi =
1
2

p
(� � �0)2 + (Vab/~)2 Vab �< �a|V |�b >where

Here the driving amplitude is proportional to the AC magnetic field so fRabi ⌘ ⇥Rabi/2� = 1
2g µB Bac/h

Experimental Description:  Measurement

•  ESR Spin State Spectroscopy.  Recall ESR condition:                               This is observed experimentally 
as shown in figures below, in particular the color scale plot.  From the color scale plot, you can immediately extract a 
value for the g-factor (                              ).  Zero-field peak attributed to inhomogeneous nuclear field background.  
Note RF background due to fridge resonances resulting in worst-case dynamic range of about 4-to-1.

excitation amplitude B ac or incoherent processes, like cotunnelling,
inelastic transitions (to the S(0,2) state) or the statistical fluctuations
in the nuclear field, whichever of the four has the largest contri-
bution. No dependence of the width on RF power was found within
the experimentally accessible range (B ac , 2mT). Furthermore, we
suspect that the broadening is not dominated by cotunnelling or
inelastic transitions because the corresponding rates are smaller than
the observed broadening (see Supplementary Figs S4b and S2d). The
observed ESR peaks are steeper on the flanks and broader than
expected from the nuclear field fluctuations. In many cases, the peak
width and position are even hysteretic in the sweep direction,
suggesting that the resonance condition is shifted during the field
sweep.We speculate that dynamic nuclear polarization due to feedback
of the electron transport on the nuclear spins plays a central part here37.

Coherent Rabi oscillations
Following the observation of magnetically induced spin flips, we next
test whether we can also coherently rotate the spin by applying RF
bursts with variable length. In contrast to the continuous-wave
experiment, where detection and spin rotation occur at the same
time, we pulse the system into Coulomb blockade during the spin
manipulation. This eliminates decoherence induced by tunnel events
from the left to the right dot during the spin rotations. The
experiment consists of three stages (Fig. 3): initialization through
spin blockade in a statistical mixture of " " and # #, manipulation by
a RF burst in Coulomb blockade, and detection by pulsing back for
projection (onto S(0,2)) and tunnelling to the lead. When one of the
electrons is rotated over (2n þ 1)p (with integer n), the two-electron
state evolves to " # (or # "), giving a maximum contribution to the
current (as before, when the two spins are anti-parallel, one electron
charge moves through the dots). However, no electron flow is
expected after rotations of 2pn, where one would find two parallel
spins in the two dots after the RF burst.
We observe that the dot current oscillates periodically with the RF

burst length (Fig. 4). This oscillation indicates that we performed
driven, coherent electron spin rotations, or Rabi oscillations. A key
characteristic of the Rabi process is a linear dependence of the Rabi
frequency on the RF burst amplitude, B ac (fRabi ¼ gmBB1/h with
B1 ¼ B ac/2 due to the rotating wave approximation). We verify this
by extracting the Rabi frequency from a fit of the current oscillations
of Fig. 4b with a sinusoid, which gives the expected linear behaviour

Figure 2 | ESR spin state spectroscopy. a, Energy diagram showing the
relevant eigenstates of twoelectron spins inadouble-dot, subject to an external
magnetic field and nuclear fields. Because the nuclear field is generally
inhomogeneous, the Zeeman energy is different in the two dots and results
therefore in a different energy for " # and # ". ESR turns the spin states " " and
# # into " # or # ", depending on the nuclear fields in the two dots. The yellow
bandsdenotetherangesinBextwherespinblockadeis lifted(by thenuclearfield
or ESR) and current will flow through the dots. b, Current measured through
the double-dot in the spinblockade regime, with (red trace, offset by 100 fA for
clarity)andwithout(bluetrace)aRFmagneticfield.Satellitepeaksappearasthe
external magnetic field is swept through the spin resonance condition. Each
measurement point is averaged for one second, and is therefore expected to
representanaverageresponseovermanynuclearconfigurations.TheRFpower
Papplied to theCPS isestimated fromthepowerapplied tothecoax lineandthe
attenuation in the lines. Inset, satellite peak height versus RF power
(f ¼ 408MHz, Bext ¼ 70mT, taken at slightly different gate voltage settings).
The current isnormalized to the current atB ext ¼ 0 ( ¼ I0).Unwantedelectric
fieldeffects are reducedbyapplying a compensating signal to the right side gate
with opposite phase as the signal on the stripline (see Supplementary Fig. S4).
This allowed us to obtain this curve up to relatively highRFpowers. c, Current
through the dots when sweeping the RF frequency and stepping themagnetic
field. The ESR satellite peak is already visible at a smallmagnetic field of 20mT
and RF excitation of 100MHz, and its location evolves linearly in field when
increasing the frequency. Forhigher frequencies the satellite peak is broadened
asymmetrically for certain sweeps, visible as vertical stripes.This broadening is
time dependent, hysteretic in sweep direction, and changes with the dot level
alignment. The horizontal line at 180MHz is due to a resonance in the
transmission line inside the dilution refrigerator.

Figure 3 | The control cycle for coherent manipulation of the electron
spin. During the ‘initialization’ stage the double-dot is tuned in the spin
blockade regime. Electrons will move from left to right until the system is
blocked with two parallel spins (either " " or # #; in the figure only the " "
case is shown). For the ‘manipulation’ stage, the right dot potential is pulsed
up so none of the levels in the right dot are accessible (Coulomb blockade),
and a RF burst with a variable duration is applied. ‘Read-out’ of the spin
state at the end of the manipulation stage is done by pulsing the right dot
potential back; electron tunnelling to the right lead will then take place only
if the spins were anti-parallel. The duration of the read-out and initialization
stages combined was 1 ms, long enough (1ms . .1/GL, 1/GM, 1/GR) to have
parallel spins in the dots at the end of the initialization stage with near
certainty (this is checked by signal saturation when the pulse duration is
prolonged). The duration of the manipulation stage is also held fixed at 1ms
to keep the number of pulses per second constant. The RF burst is applied
just before the read-out stage starts.
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excitation amplitude B ac or incoherent processes, like cotunnelling,
inelastic transitions (to the S(0,2) state) or the statistical fluctuations
in the nuclear field, whichever of the four has the largest contri-
bution. No dependence of the width on RF power was found within
the experimentally accessible range (B ac , 2mT). Furthermore, we
suspect that the broadening is not dominated by cotunnelling or
inelastic transitions because the corresponding rates are smaller than
the observed broadening (see Supplementary Figs S4b and S2d). The
observed ESR peaks are steeper on the flanks and broader than
expected from the nuclear field fluctuations. In many cases, the peak
width and position are even hysteretic in the sweep direction,
suggesting that the resonance condition is shifted during the field
sweep.We speculate that dynamic nuclear polarization due to feedback
of the electron transport on the nuclear spins plays a central part here37.

Coherent Rabi oscillations
Following the observation of magnetically induced spin flips, we next
test whether we can also coherently rotate the spin by applying RF
bursts with variable length. In contrast to the continuous-wave
experiment, where detection and spin rotation occur at the same
time, we pulse the system into Coulomb blockade during the spin
manipulation. This eliminates decoherence induced by tunnel events
from the left to the right dot during the spin rotations. The
experiment consists of three stages (Fig. 3): initialization through
spin blockade in a statistical mixture of " " and # #, manipulation by
a RF burst in Coulomb blockade, and detection by pulsing back for
projection (onto S(0,2)) and tunnelling to the lead. When one of the
electrons is rotated over (2n þ 1)p (with integer n), the two-electron
state evolves to " # (or # "), giving a maximum contribution to the
current (as before, when the two spins are anti-parallel, one electron
charge moves through the dots). However, no electron flow is
expected after rotations of 2pn, where one would find two parallel
spins in the two dots after the RF burst.
We observe that the dot current oscillates periodically with the RF

burst length (Fig. 4). This oscillation indicates that we performed
driven, coherent electron spin rotations, or Rabi oscillations. A key
characteristic of the Rabi process is a linear dependence of the Rabi
frequency on the RF burst amplitude, B ac (fRabi ¼ gmBB1/h with
B1 ¼ B ac/2 due to the rotating wave approximation). We verify this
by extracting the Rabi frequency from a fit of the current oscillations
of Fig. 4b with a sinusoid, which gives the expected linear behaviour

Figure 2 | ESR spin state spectroscopy. a, Energy diagram showing the
relevant eigenstates of twoelectron spins inadouble-dot, subject to an external
magnetic field and nuclear fields. Because the nuclear field is generally
inhomogeneous, the Zeeman energy is different in the two dots and results
therefore in a different energy for " # and # ". ESR turns the spin states " " and
# # into " # or # ", depending on the nuclear fields in the two dots. The yellow
bandsdenotetherangesinBextwherespinblockadeis lifted(by thenuclearfield
or ESR) and current will flow through the dots. b, Current measured through
the double-dot in the spinblockade regime, with (red trace, offset by 100 fA for
clarity)andwithout(bluetrace)aRFmagneticfield.Satellitepeaksappearasthe
external magnetic field is swept through the spin resonance condition. Each
measurement point is averaged for one second, and is therefore expected to
representanaverageresponseovermanynuclearconfigurations.TheRFpower
Papplied to theCPS isestimated fromthepowerapplied tothecoax lineandthe
attenuation in the lines. Inset, satellite peak height versus RF power
(f ¼ 408MHz, Bext ¼ 70mT, taken at slightly different gate voltage settings).
The current isnormalized to the current atB ext ¼ 0 ( ¼ I0).Unwantedelectric
fieldeffects are reducedbyapplying a compensating signal to the right side gate
with opposite phase as the signal on the stripline (see Supplementary Fig. S4).
This allowed us to obtain this curve up to relatively highRFpowers. c, Current
through the dots when sweeping the RF frequency and stepping themagnetic
field. The ESR satellite peak is already visible at a smallmagnetic field of 20mT
and RF excitation of 100MHz, and its location evolves linearly in field when
increasing the frequency. Forhigher frequencies the satellite peak is broadened
asymmetrically for certain sweeps, visible as vertical stripes.This broadening is
time dependent, hysteretic in sweep direction, and changes with the dot level
alignment. The horizontal line at 180MHz is due to a resonance in the
transmission line inside the dilution refrigerator.

Figure 3 | The control cycle for coherent manipulation of the electron
spin. During the ‘initialization’ stage the double-dot is tuned in the spin
blockade regime. Electrons will move from left to right until the system is
blocked with two parallel spins (either " " or # #; in the figure only the " "
case is shown). For the ‘manipulation’ stage, the right dot potential is pulsed
up so none of the levels in the right dot are accessible (Coulomb blockade),
and a RF burst with a variable duration is applied. ‘Read-out’ of the spin
state at the end of the manipulation stage is done by pulsing the right dot
potential back; electron tunnelling to the right lead will then take place only
if the spins were anti-parallel. The duration of the read-out and initialization
stages combined was 1 ms, long enough (1ms . .1/GL, 1/GM, 1/GR) to have
parallel spins in the dots at the end of the initialization stage with near
certainty (this is checked by signal saturation when the pulse duration is
prolonged). The duration of the manipulation stage is also held fixed at 1ms
to keep the number of pulses per second constant. The RF burst is applied
just before the read-out stage starts.
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h fac = gµB B
ext

g = 0.35 ± 0.01

•  Driven Coherent (Rabi) Oscillations.  Control cycle defined as (i) initialization, (ii) manipulation, (iii) read-out.  
Experimental protocol is to measure the current as a function of the RF burst duration.  Remarkably, Rabi 
oscillations are actually observed.  Each measurement point corresponds to 15 (s) integration time.

(Fig. 4b, inset). From the fit we obtain B ac ¼ 0.59mT for a stripline
current ICPS of ,1mA, which agrees well with predictions from
numerical finite element simulations (see Supplementary Fig. S1).
The maximum B1 we could reach in the experiment before electric
field effects hindered the measurement was 1.9mT, corresponding to
p/2 rotations of only 27 ns (that is, a Rabi period of 108 ns, see Fig.
4b). If the accompanying electric fields from the stripline excitation
could be reduced in future experiments (for example, by improving
the impedance matching from coax to CPS), considerably faster Rabi
flopping should be attainable.
The oscillations in Fig. 4b remain visible throughout the entire

measurement range, up to 1 ms. This is striking, because the Rabi
period of,100 ns is much longer than the time-averaged coherence
time T2* of 10–20 ns (refs 14, 19, 35, 36) caused by the nuclear field
fluctuations. The slow damping of the oscillations is only possible
because the nuclear field fluctuates very slowly compared to the
timescale of spin rotations and because other mechanisms, such as

the spin-orbit interaction, disturb the electron spin coherence only
on even longer timescales13,41,42. We also note that the decay is not
exponential (grey line in Fig. 4a), which is related to the fact that the
nuclear bath is non-markovian (it has a long memory)43.

Theoretical model
To understand better the amplitudes and decay times of the oscil-
lations, we model the time evolution of the spins throughout the
burst duration. The model uses a hamiltonian that includes the
Zeeman splitting for the two spins and the RF field, which we take to
be of equal amplitude in both dots (SL and SR refer to the electron
spins in the left and right dot respectively):

H ¼gmBðBext þBL;NÞSL þ gmBðBext þBR;NÞSR

þ gmB cosðqtÞBacðSL þ SRÞ
where BL,N and BR,N correspond to a single frozen configuration of
the nuclear field in the left and right dot. This is justified because the
electron spin dynamics is much faster than the dynamics of the
nuclear system. From the resulting time evolution operator and
assuming that the initial state is a statistical mixture of " " and # #,
we can numerically obtain the probability for having anti-parallel
spins after the RF burst. This is also the probability that the left
electron tunnels to the right dot during the read-out stage.
In the current measurements of Fig. 4a, each data point is averaged

over 15 s, which presumably represents an average over many nuclear
configurations. We include this averaging over different nuclear
configurations in the model by taking 2,000 samples from a gaussian
distribution of nuclear fields (with standard deviation j¼

ffiffiffiffiffiffiffiffiffi
kB2

Nl
p

),
and computing the probability that an electron tunnels out after
the RF burst. When the electron tunnels, one or more additional
electrons, say m, may subsequently tunnel through before " " or # #
is formed and the current is blocked again. Takingm and j as fitting
parameters, we find good agreement with the data for m¼1.5 and
j ¼ 2.2 mT (solid black lines in Fig. 4a). This value for j is
comparable to that found in refs 35 and 36. The value found for m
is different from what we would expect from a simple picture where
all four spin states are formed with equal probability during the
initialization stage, which would give m ¼ 1. We do not understand
this discrepancy, but it could be due to different tunnel rates for "
and # or more subtle details in the transport cycle that we have
neglected in the model.

Time evolution of the spin states during RF bursts
We now discuss in more detail the time evolution of the two spins
during a RF burst. The resonance condition in each dot depends on
the effective nuclear field, which needs to be added vectorially to B ext.
Through their continuous reorientation, the nuclear spins will bring
the respective electron spins in the two dots on and off resonance as
time progresses.
When a RF burst is applied to two spins initially in " ", and is on-

resonance with the right spin only, the spins evolve as:
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2
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When the RF burst is on-resonance with both spins, the time
evolution is:
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Figure 4 | Coherent spin rotations. a, The dot current—reflecting the spin
state at the end of the RF burst—oscillates as a function of RF burst length
(curves offset by 100 fA for clarity). The frequency of Bac is set at the spin
resonance frequency of 200MHz (B ext ¼ 41mT). The period of the
oscillation increases and is more strongly damped for decreasing RF power.
The RF power P applied to the CPS is estimated from the power applied to
the coax line and the attenuation in the lines and RF switch. From P, the
stripline current is calculated via the relation P¼ 1

2
ICPS
2

" #2
Z0 assuming

perfect reflection of the RF wave at the short. Each measurement point is
averaged over 15 s.We correct for a current offset which ismeasuredwith the
RF frequency off-resonance (280MHz). The solid lines are obtained from
numerical computation of the time evolution, as discussed in the text. The
grey line corresponds to an exponentially damped envelope. b, The
oscillating dot current (represented in colourscale) is displayed over a wide
range of RF powers (the sweep axis) and burst durations. The dependence of
the Rabi frequency fRabi on RF power is shown in the inset. fRabi is extracted
from a sinusoidal fit with the current oscillations from 10 to 500 ns for RF
powers ranging from 212.5 dBm up to 26 dBm.
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excitation amplitude B ac or incoherent processes, like cotunnelling,
inelastic transitions (to the S(0,2) state) or the statistical fluctuations
in the nuclear field, whichever of the four has the largest contri-
bution. No dependence of the width on RF power was found within
the experimentally accessible range (B ac , 2mT). Furthermore, we
suspect that the broadening is not dominated by cotunnelling or
inelastic transitions because the corresponding rates are smaller than
the observed broadening (see Supplementary Figs S4b and S2d). The
observed ESR peaks are steeper on the flanks and broader than
expected from the nuclear field fluctuations. In many cases, the peak
width and position are even hysteretic in the sweep direction,
suggesting that the resonance condition is shifted during the field
sweep.We speculate that dynamic nuclear polarization due to feedback
of the electron transport on the nuclear spins plays a central part here37.

Coherent Rabi oscillations
Following the observation of magnetically induced spin flips, we next
test whether we can also coherently rotate the spin by applying RF
bursts with variable length. In contrast to the continuous-wave
experiment, where detection and spin rotation occur at the same
time, we pulse the system into Coulomb blockade during the spin
manipulation. This eliminates decoherence induced by tunnel events
from the left to the right dot during the spin rotations. The
experiment consists of three stages (Fig. 3): initialization through
spin blockade in a statistical mixture of " " and # #, manipulation by
a RF burst in Coulomb blockade, and detection by pulsing back for
projection (onto S(0,2)) and tunnelling to the lead. When one of the
electrons is rotated over (2n þ 1)p (with integer n), the two-electron
state evolves to " # (or # "), giving a maximum contribution to the
current (as before, when the two spins are anti-parallel, one electron
charge moves through the dots). However, no electron flow is
expected after rotations of 2pn, where one would find two parallel
spins in the two dots after the RF burst.
We observe that the dot current oscillates periodically with the RF

burst length (Fig. 4). This oscillation indicates that we performed
driven, coherent electron spin rotations, or Rabi oscillations. A key
characteristic of the Rabi process is a linear dependence of the Rabi
frequency on the RF burst amplitude, B ac (fRabi ¼ gmBB1/h with
B1 ¼ B ac/2 due to the rotating wave approximation). We verify this
by extracting the Rabi frequency from a fit of the current oscillations
of Fig. 4b with a sinusoid, which gives the expected linear behaviour

Figure 2 | ESR spin state spectroscopy. a, Energy diagram showing the
relevant eigenstates of twoelectron spins inadouble-dot, subject to an external
magnetic field and nuclear fields. Because the nuclear field is generally
inhomogeneous, the Zeeman energy is different in the two dots and results
therefore in a different energy for " # and # ". ESR turns the spin states " " and
# # into " # or # ", depending on the nuclear fields in the two dots. The yellow
bandsdenotetherangesinBextwherespinblockadeis lifted(by thenuclearfield
or ESR) and current will flow through the dots. b, Current measured through
the double-dot in the spinblockade regime, with (red trace, offset by 100 fA for
clarity)andwithout(bluetrace)aRFmagneticfield.Satellitepeaksappearasthe
external magnetic field is swept through the spin resonance condition. Each
measurement point is averaged for one second, and is therefore expected to
representanaverageresponseovermanynuclearconfigurations.TheRFpower
Papplied to theCPS isestimated fromthepowerapplied tothecoax lineandthe
attenuation in the lines. Inset, satellite peak height versus RF power
(f ¼ 408MHz, Bext ¼ 70mT, taken at slightly different gate voltage settings).
The current isnormalized to the current atB ext ¼ 0 ( ¼ I0).Unwantedelectric
fieldeffects are reducedbyapplying a compensating signal to the right side gate
with opposite phase as the signal on the stripline (see Supplementary Fig. S4).
This allowed us to obtain this curve up to relatively highRFpowers. c, Current
through the dots when sweeping the RF frequency and stepping themagnetic
field. The ESR satellite peak is already visible at a smallmagnetic field of 20mT
and RF excitation of 100MHz, and its location evolves linearly in field when
increasing the frequency. Forhigher frequencies the satellite peak is broadened
asymmetrically for certain sweeps, visible as vertical stripes.This broadening is
time dependent, hysteretic in sweep direction, and changes with the dot level
alignment. The horizontal line at 180MHz is due to a resonance in the
transmission line inside the dilution refrigerator.

Figure 3 | The control cycle for coherent manipulation of the electron
spin. During the ‘initialization’ stage the double-dot is tuned in the spin
blockade regime. Electrons will move from left to right until the system is
blocked with two parallel spins (either " " or # #; in the figure only the " "
case is shown). For the ‘manipulation’ stage, the right dot potential is pulsed
up so none of the levels in the right dot are accessible (Coulomb blockade),
and a RF burst with a variable duration is applied. ‘Read-out’ of the spin
state at the end of the manipulation stage is done by pulsing the right dot
potential back; electron tunnelling to the right lead will then take place only
if the spins were anti-parallel. The duration of the read-out and initialization
stages combined was 1 ms, long enough (1ms . .1/GL, 1/GM, 1/GR) to have
parallel spins in the dots at the end of the initialization stage with near
certainty (this is checked by signal saturation when the pulse duration is
prolonged). The duration of the manipulation stage is also held fixed at 1ms
to keep the number of pulses per second constant. The RF burst is applied
just before the read-out stage starts.

ARTICLES NATURE|Vol 442|17 August 2006

768

(Fig. 4b, inset). From the fit we obtain B ac ¼ 0.59mT for a stripline
current ICPS of ,1mA, which agrees well with predictions from
numerical finite element simulations (see Supplementary Fig. S1).
The maximum B1 we could reach in the experiment before electric
field effects hindered the measurement was 1.9mT, corresponding to
p/2 rotations of only 27 ns (that is, a Rabi period of 108 ns, see Fig.
4b). If the accompanying electric fields from the stripline excitation
could be reduced in future experiments (for example, by improving
the impedance matching from coax to CPS), considerably faster Rabi
flopping should be attainable.
The oscillations in Fig. 4b remain visible throughout the entire

measurement range, up to 1 ms. This is striking, because the Rabi
period of,100 ns is much longer than the time-averaged coherence
time T2* of 10–20 ns (refs 14, 19, 35, 36) caused by the nuclear field
fluctuations. The slow damping of the oscillations is only possible
because the nuclear field fluctuates very slowly compared to the
timescale of spin rotations and because other mechanisms, such as

the spin-orbit interaction, disturb the electron spin coherence only
on even longer timescales13,41,42. We also note that the decay is not
exponential (grey line in Fig. 4a), which is related to the fact that the
nuclear bath is non-markovian (it has a long memory)43.

Theoretical model
To understand better the amplitudes and decay times of the oscil-
lations, we model the time evolution of the spins throughout the
burst duration. The model uses a hamiltonian that includes the
Zeeman splitting for the two spins and the RF field, which we take to
be of equal amplitude in both dots (SL and SR refer to the electron
spins in the left and right dot respectively):

H ¼gmBðBext þBL;NÞSL þ gmBðBext þBR;NÞSR

þ gmB cosðqtÞBacðSL þ SRÞ
where BL,N and BR,N correspond to a single frozen configuration of
the nuclear field in the left and right dot. This is justified because the
electron spin dynamics is much faster than the dynamics of the
nuclear system. From the resulting time evolution operator and
assuming that the initial state is a statistical mixture of " " and # #,
we can numerically obtain the probability for having anti-parallel
spins after the RF burst. This is also the probability that the left
electron tunnels to the right dot during the read-out stage.
In the current measurements of Fig. 4a, each data point is averaged

over 15 s, which presumably represents an average over many nuclear
configurations. We include this averaging over different nuclear
configurations in the model by taking 2,000 samples from a gaussian
distribution of nuclear fields (with standard deviation j¼

ffiffiffiffiffiffiffiffiffi
kB2

Nl
p

),
and computing the probability that an electron tunnels out after
the RF burst. When the electron tunnels, one or more additional
electrons, say m, may subsequently tunnel through before " " or # #
is formed and the current is blocked again. Takingm and j as fitting
parameters, we find good agreement with the data for m¼1.5 and
j ¼ 2.2 mT (solid black lines in Fig. 4a). This value for j is
comparable to that found in refs 35 and 36. The value found for m
is different from what we would expect from a simple picture where
all four spin states are formed with equal probability during the
initialization stage, which would give m ¼ 1. We do not understand
this discrepancy, but it could be due to different tunnel rates for "
and # or more subtle details in the transport cycle that we have
neglected in the model.

Time evolution of the spin states during RF bursts
We now discuss in more detail the time evolution of the two spins
during a RF burst. The resonance condition in each dot depends on
the effective nuclear field, which needs to be added vectorially to B ext.
Through their continuous reorientation, the nuclear spins will bring
the respective electron spins in the two dots on and off resonance as
time progresses.
When a RF burst is applied to two spins initially in " ", and is on-

resonance with the right spin only, the spins evolve as:
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Figure 4 | Coherent spin rotations. a, The dot current—reflecting the spin
state at the end of the RF burst—oscillates as a function of RF burst length
(curves offset by 100 fA for clarity). The frequency of Bac is set at the spin
resonance frequency of 200MHz (B ext ¼ 41mT). The period of the
oscillation increases and is more strongly damped for decreasing RF power.
The RF power P applied to the CPS is estimated from the power applied to
the coax line and the attenuation in the lines and RF switch. From P, the
stripline current is calculated via the relation P¼ 1
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Z0 assuming

perfect reflection of the RF wave at the short. Each measurement point is
averaged over 15 s.We correct for a current offset which ismeasuredwith the
RF frequency off-resonance (280MHz). The solid lines are obtained from
numerical computation of the time evolution, as discussed in the text. The
grey line corresponds to an exponentially damped envelope. b, The
oscillating dot current (represented in colourscale) is displayed over a wide
range of RF powers (the sweep axis) and burst durations. The dependence of
the Rabi frequency fRabi on RF power is shown in the inset. fRabi is extracted
from a sinusoidal fit with the current oscillations from 10 to 500 ns for RF
powers ranging from 212.5 dBm up to 26 dBm.
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•  AC Magnetic Field “Calibration” from Quantum Mechanics.  

�Rabi =
1
2

p
(� � �0)2 + (Vab/~)2 Vab �< �a|V |�b >where

Here the driving amplitude is proportional to the AC magnetic field so fRabi ⌘ ⇥Rabi/2� = 1
2g µB Bac/h
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Normalized AC Magnetic Field:  Comparison Between Experiment and Simulation
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Conclusions

• A central challenge for this work was delivering a strong microwave magnetic field to the single spin location.

• State-of-the-Art Physics often requires state-of-the-art techniques and engineering, as was the case for the work presented.

• This central challenge was addressed through careful microwave design that included 3D electromagnetic field simulation.

• Our experimental data reveals coherent Rabi oscillations of a single electron spin.

• Reasonable agreement was found between the experimental data and the electromagnetic field simulation.
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Progress of joint UNM-SNL effort toward achieving  
state-of-the-art read-out using cryogenic preamplification

Matt Curry, CQuIC at UNM and Sandia National Laboratories (manuscript in preparation).

!
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