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Abstract

The upper limit of service temperature for many Al-Cu alloys is determined by the thermal
stability of strengthening 6’ (Al,Cu) precipitates. Above a certain temperature, 6’ precipitates will
undergo morphological evolution and transform into the detrimental, equilibrium 6 phase,
leading to a rapid drop in strength. Certain alloying elements have recently been reported to
increase the thermal stability of 0’ precipitates, by mechanisms that are yet unclear. Herein, we
investigate the effect of modified interfacial energy and solute chemical mobility on the thermal
stability of 6" via high-throughput phase field study. We identify a critical 6’ aspect ratio to
predict the onset of 6 formation. Using this criterion, we predict the time required for 6’ to 0
phase transformation as a function of temperature, Cu diffusivity, and the interfacial energy of 6’
precipitates. The predicted times compare favorably with reported times for 6 formation under
similar experimental conditions. These phase field simulations predict that a moderate reduction
in Cu mobility or matrix-precipitate interfacial energy is adequate to stabilize the as-aged
microstructure up to 300 'C, while substantial reductions to both interfacial energy and Cu
mobility are needed to achieve similar stability at 400 "C. Experimental microstructural evolution
results in commercial (319) and thermally stabilized (RR350) cast aluminum alloys are presented

to complement the simulations.
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1. Introduction

The mechanical properties of precipitate strengthened Al-Cu-(Si) alloys depend heavily on
the volume fraction, number density, and aspect ratio of the strengthening precipitates [1]. At
elevated homologous temperatures (T/Tmer > 0.5), the number density and aspect ratio of
precipitates in these alloys tend to decrease due to coarsening (Ostwald ripening and shape
evolution) [2, 3]. For many commercial cast AI-Cu and AIl-Si-Cu alloys, the primary
strengthening precipitates are disc-shaped particles of the metastable 6’ phase (body centered
tetragonal Al,Cu, a=4.04 A and ¢=5.80 A) [4]. The as-aged microstructures in these alloys are
populated by 6’ precipitates with a high number density and average aspect ratio
(diameter/thickness) in the range of 25-50 [5]. Above approximately 200 'C, the as-aged
microstructure of these alloys deteriorates over time as 0’ particles rapidly coarsen [2-4, 6-8]. As
larger particles grow at the expense of smaller particles, individual particles also undergo shape
evolution, reducing their aspect ratio [5, 9]. Eventually, this morphological evolution leads to a
phase transformation as the detrimental, equilibrium 6 phase (tetragonal Al,Cu) nucleates on
coarsened, low aspect ratio 6’ particles [5, 10, 11]. The formation of the 6 phase further
accelerates the coarsening process because it has high-energy, incoherent interfaces with the Al
matrix [12, 13]. The 6 phase may coarsen at the expense of finer 0’ particles, and the mechanical
properties of the alloy deteriorate substantially following this phase transformation (~60%
reduction in strength and hardness) [3, 4, 14, 15]. The reduced mechanical properties limit the
usefulness of many cast Al-Cu-(Si) alloys at elevated temperatures [16].

It is, therefore, desirable to develop alloys in which the onset of 6’ to 0 transformation is

delayed or prevented at elevated temperatures. Such high temperature stabilization of 6" has been



recently reported: The addition of Mn and Zr to an Al-Cu alloy, along with suppressed Si
content, results in a 0’ strengthened microstructure which is morphologically stable to a
temperature of at least 350 'C [6, 14]. Mechanisms have been proposed to explain the thermal
stability of these alloys (termed ACMZ alloys hereafter), but the extent to which the individual
mechanism(s) account for the high temperature microstructural stability remains unclear. It is
also reported that Mn and Zr both tend to segregate to the interfaces between 6’ and the
aluminum matrix [6]. This suggests that Mn and/or Zr might reduce the interfacial energy of 0,
which would lower the thermodynamic driving force for particle coarsening [5, 6, 17]. It is also
plausible that Mn and/or Zr atoms could provide a kinetic barrier, inhibiting the diffusion of Cu
atoms to and from 0’ particles [6, 18, 19].

The relative importance of Kkinetic versus interfacial thermodynamic mechanisms in
stabilizing 0" precipitates in ACMZ alloys is difficult to determine experimentally. Phase field
simulations are, however, well suited for such an investigation. Phase field simulations have
been successfully implemented to recreate microstructural phenomena in several materials
systems (see reviews for various systems [20-24]), and in more recent years to guide materials
design. In the case of the Al-Cu system, nucleation [25-29], growth [30, 31], shape evolution
[32, 33], and coarsening [34, 35] processes associated with 6’ have been simulated and are in
broad agreement with experimental results. Here, we use phase field modeling with comparison
to experiment to evaluate the potential sources of the thermal stabilization phenomenon
described above, with the intent of determining whether its nature is most likely thermodynamic,
kinetic, or a combination of the two. The thermodynamic and Kkinetic effects of solute
segregation are treated implicitly, using inputs from ab initio calculations and diffusivity

databases, to provide specific information on the role of Cu diffusivity and matrix/0’ interfacial



free energy on the kinetics of coarsening. We examine the role of both thermodynamic and
kinetic modifications in determining the morphological stability of Al-Cu microstructures, and
describe how their relative importance varies with temperature.

The manuscript is organized as follows: In Section 2, we first introduce the phase field
model used in the study and then describe how thermodynamic and kinetic modifications are
implemented. We further describe what metrics are used to evaluate the evolution of the
simulated microstructure. In Section 3, we show phase field results and compare them to prior
analytical approaches, as well as experimental microstructures. In Section 4, we discuss the

implications of these results on alloy design and the understanding of overaging in Al-Cu alloys.

2. Materials, Methods, and Modeling Rationale

In Section 2.1 below, we first describe our phase field model, and the parameters that we
have chosen to model the development of the Al-Cu systems. Section 2.2 describes the choices
of modified parameters for Cu diffusivity and interfacial energetics, chosen to examine the
potential of such changes for stabilizing the microstructure. In Section 2.3, we describe the
choice of initial microstructures, and how that was selected based on experimental observations.
Section 2.4 describes a phenomenological approach for determining the “lifetime” of the
preferable 6" microstructure, based upon the 0" aspect ratio. Finally, Section 2.5 describes the
experimental methods necessary for comparison with the model.
2.1.  Phase field formalism and input parameters for simulations

A two-dimensional phase field simulation of the Al-Cu system was implemented in the
Multiphysics Object-Oriented Simulation Environment (MOOSE) framework [36]. Using

analytical tools available in MOOSE, phase field formulations with demonstrated effectiveness



in prior work [32-35] were augmented with inputs from density functional theory (DFT)
calculations to account for new microstructural observations. The simulation included the solid
solution a-Al matrix and the metastable 0'-Al,Cu precipitate phase. The physical and chemical
descriptors incorporated in the simulation included each phase’s temperature- and composition-
dependent bulk free energy, lattice constants, temperature-dependent stiffness tensors, and
anisotropic interfacial energy, as well as the temperature-dependent mobility of Cu. The
formulation and implementation of each of these descriptors are detailed below. First, the generic
formulas are outlined, and then each term is described in more detail.

The phase field model seeks to simulate microstructural evolution on the premise that the
microstructure will tend to evolve towards a lower free energy state. In these simulations, the
evolution of local Cu concentration was dictated by the Cahn-Hilliard equation (Eg. 1) and the

local phase evolution was governed by the Allen-Cahn formulation (Eq. 2) [20] given below.
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where x,, represents the mole fraction of Cu at a given mesh point, n is an order parameter that
describes which phase is present at a given mesh point (n has a value of 0 for the o phase and 1
for the 6’ phase), M, is the chemical mobility of Cu, and L is interfacial kinetic coefficient. F is
the total free energy of the system. Equations 1 and 2 are linked by the free energy, which
indicates that compositional and phase evolution are coupled. F is found using the following

formulation:



F = f (fbulk + fgradient + flattice strain)d(VOlume) (3)
Volume

where f},,,1, describes the Gibbs free energy of each phase, fg,qaien: describes energy associated
with compositional gradients and interfaces between phases, and fi,¢tice strain d€SCribes energy
associated with elastic lattice strains. These quantities are all expressed in terms of energy per
unit volume.

For each mesh point in the simulation, f;,;x is calculated using the following formula:

fbulk = fe’(xCu) 'g(n) + fa(xCu) ' (1 - 9(77)) (4)

where fgr is the bulk free energy of the 6’ phase, f, is the bulk free energy of the a phase, and g
is a switching function that smoothly transitions from a value of 0 in the o phase to 1 in the 6’

phase:

gm) =3-n*=-2-n3 (5)

This type of free energy construction (Egs. 4 and 5) has been commonly used in prior
phase field modeling of the Al-Cu system when only a single order parameter is required [37]. In
models which have used multiple order parameters to describe the orientation variants of the 6’
phase (e.g. n1, n2, n3), additional functions are required to establish the energetic equivalence of
each 0’ variant and the exclusivity of each variant (such that only one variant could be present at
a given mesh location). The most common type of function is a Landau polynomial with multiple
degenerate minima and symmetry operations, as described elsewhere [35]. Our model, however,
only included a single order parameter, allowing us to utilize the more straightforward approach
described by Chen [37]. Using the single order parameter, 1, we used existing capabilities in the

MOOSE framework to locally assign the correct Euler angle to the stiffness tensor,



transformation strain, and interfacial energy anisotropy of 6’, as described later in this section.

To find f, (xcy,) and £~ (xcy,), the molar Gibbs free energy of formation of each phase
at temperatures and compositions of interest was obtained from the TCAL3 database as
implemented in Thermo-Calc, as shown in Figure 1. f,(xc,) was calculated for Cu
concentrations of 0% and 33 atomic%. Because the 6’ phase has a fixed stoichiometry, its free
energy is captured in a single data point at each temperature.

[Figure 1 about here]

The inability to directly calculate the free energy of 0 (a line compound) as a function of
Cu composition presents a challenge in phase field simulations, which describe microstructures
using continuously variable composition and order parameter fields [20]. This problem has been
addressed by Chen et al., who introduced parabolic fitting functions of raw free energy data that
retain critical thermodynamic parameters including the driving force for phase transformation
and equivalent chemical potential between 6" and o [32-35]. This method [32] is used to derive
parabolic functions describing the composition- and temperature-dependent bulk free energy of
each phase. These functions are of the form shown in Eq. 6, with coefficients tabulated in Table

1.
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[Table 1 about here]

Additionally, f,(xc,) and f g (x¢,) at 400 °C are plotted in Figure 2.

[Figure 2 about here]

fgraaient 15 @lso calculated for each mesh point in the simulation, using Eq. 7:



Kcu

2
= |Vxl

v (")

K 2
n
fgradient = 7 |vn| + Xcu

Here, k, and k, are gradient coefficients related to the energy of phase interfaces and
compositional gradients, respectively. The interfacial energy (y) of 8" precipitates was calculated
using DFT calculations, as described elsewhere [6]. Interfacial energy was calculated separately
for the coherent (1 0 0)4]|(1 0 0)s interface and the semi-coherent (0 1 0)]|(0 1 0) ¢ interface, and
was assumed to be constant with respect to temperature. The gradient coefficient terms required
by Eq. 7 were calculated from y values using the method described by Kim et al. [32]. Because
the excess energy at the simulated 0’ interfaces arises from a combination of parameters
including ¢y, Ky, and fiy, €ach of these must be accounted for in order to implement the
desired values for y. The relationship between these terms was derived by Cahn and Hilliard

[38], and is applied to the a/0’ system in Eq. 8 [32, 35]:

N =
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where Af,ix(xcy) is the difference between f,,x at a given value of x., (minimized with

respect to the value of n using the switching function) and the common tangent construction

between f, and f 4 at that composition, dd"

is the change in order parameter with respect to

XCu
composition, calculated using the value of the order parameter that minimizes f;,,,;, at the given
composition, x¢,, . (the Cu content of ) is taken to be 0.0025, and x, o' (the Cu content of 6”)

dn
dxcy

is taken to be 0.33. Again following the approach outlined in Ref. [32], v, Afpwi (Xcw), and

were calculated initially, leaving two unknown parameters, k¢, and k,. k¢, was then assigned

the same value assumed in prior work [35], and finally k,, was calculated using Eq. 8. k;,, was



calculated separately for the coherent and semi-coherent interfaces. Because ¥ oneren: and
Ysemi—coherent Were assumed to be constant, and Afyx(xc,) was relatively invariant with
temperature, the calculated values of i, conerent @Nd Ky semi-conerens Were also relatively
invariant with temperature. In order to improve the model’s simplicity and consistency,
Ky coherent ANA Ky semi—conerents WEre assumed to be temperature-independent, and were assigned
a single value based on the average of their values calculated at each temperature. The values of
each interfacial parameter are given in Table 2.
[Table 2 about here]

To calculate k,, values at interface orientations intermediate to the coherent and semi-coherent
interfaces of 0, a compound sinusoidal function was used to smoothly interpolate between

Ky coherent ANd Kp semi—conerent @S @ function of interface orientation. This function is:

K, = 1.845 - cos(4 + 180°) + 3.081 - sin(2y + 90°) + 9.055 9)

where 1 denotes the angle of the interface normal relative to that of the semi-coherent interface.
The resulting k,, profile is shown in a Wulff plot format in Figure 3. For comparison, the k,
profile produced by applying the prior methodology [32, 35] to the same interfacial energy
values is also plotted. The smooth, continuous energy minima applied in the present study serve

to improve computational efficiency in the MOOSE framework.

[Figure 3 about here]
The calculation of fi,¢tice strain USING the microelasticity theory of Khachaturyan et al. [39]
within the MOOSE framework is described elsewhere [36, 40, 41]. The principal inputs to this

calculation are the stiffness tensors of each phase and the lattice mismatch between them. The
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temperature-dependent stiffness tensors of a-Al and 6’ were taken from acoustic measurements
in the literature [42, 43] and are provided in Table 3. The anisotropic lattice mismatch between
the o and 6’ phases along each interface was calculated by Vaithyanathan et al. using DFT
models [35]. These calculations yield a 0.7% (dilatational) misfit of the 6’ particle along the
coherent interface and a -5.1% (contractional) misfit along the semicoherent interface. These
misfit strains were adopted in the present study and assumed to be invariant with precipitate
size, as applied by others [35]. Although this is a simplification, multiple DFT studies have
suggested that neither coherent nor semi-coherent interfacial energy of 8’ vary significantly with
precipitate size [37, 44].
[Table 3 about here]
The mobility of Cu (M., in Eg. 1) was also calculated using the formula presented by

Vaithyanathan et al. in their simulations of the /0’ system, given below [35]:

_ Qaifr.cu
M¢y, = Do,Cu e RT - {XCu - (XCu)Z} (10)

where D, ¢, is the diffusional prefactor, Qu;ff ¢y, i the activation energy for tracer diffusion of
Cu in pure Al, R is the ideal gas constant, T is absolute temperature, and X, is the overall molar
composition of Cu in the alloy. Note that, in this approach, the mobility of Cu is independent of
local Cu composition. The diffusional terms were taken from the literature [45] and X,, was set
at 2.1 at.% (~4 wt. %) in the simulations to replicate the conventional cast aluminum alloy 319
[2]. The resultant mobility terms are given in the Table 4. L, the kinetic prefactor term related to
the formation and dissolution of 0', was calculated for each simulation by solving the series of
temporal equations given by Vaithyanathan et al. [35].

[Table 4 about here]
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In the MOOSE Framework, Egs. 1 and 2 are discretely evaluated at each point on a Finite
Element Mesh using residual equations in the weak form [46]. In the present study, the residual
equations were solved at each time step using Newton’s method in the PETSc software package.
Adaptive time steps and mesh densities were used to maximize computational efficiency while
meeting residual convergence criteria. Using increasing mesh densities, we found that the
thickness of the coherent interface (0.05<n<0.95) converged to approximately 0.7 nm, while the
thickness of the semicoherent interface converged to approximately 1.1 nm. Using the standard
adaptive mesh capability in MOOSE, the local mesh point distribution becomes finer if the
compositional or order parameter gradient between two mesh points is a certain degree higher
than the average in the simulation. We adjusted that degree to ensure that the narrowest interface,
the coherent interface, was populated by 3 to 5 mesh points. This required at least 4.29 mesh
points per nm of interface. Thus, we utilized an adaptive mesh with a maximum, density of 6.4

mesh points per nm of interface.

2.2.  Quantifying the Influence of Global Kinetic and Thermodynamic Parameters

Once a baseline model for the o/0’ system was established, a numerical experiment was
designed to quantify the influence of interfacial thermodynamics and diffusion kinetics on
microstructural stability. Specifically, the time required for a virtual a/6’ microstructure to evolve
beyond a critical aspect ratio (as discussed in section 2.3 below) was measured as a function of
temperature, Cu mobility, and the interfacial energy of 6’. To frame this approach differently, we
used phase field simulations to quantify the thermodynamic and/or kinetic modifications
necessary to stabilize the /0" microstructure at different temperatures. This strategy is described

below.
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Once a virtual microstructure was established, the effects of modifying the thermodynamic
and kinetic parameters associated with interfacial energy and Cu diffusion, respectively, on that
microstructure’s evolution were quantified. Thermodynamic modifications were introduced in
order to reduce the driving force for microstructural evolution, while kinetic modifications were
introduced in order to impede the rate-limiting step for microstructural evolution. These
modifications are not a direct simulation of the Mn and Zr segregation to the interface of 6’ that
has been observed experimentally [6]. Instead, they are intended to capture the thermodynamic
and kinetic effects that such solute segregation might produce.

Considering the high temperature coarsening of the a/8’ microstructure, the interfacial
energy of 0 particles provides the primary thermodynamic driving force. Ostwald ripening and
shape evolution take place concurrently, reducing interfacial free energy as the large number of
small, high aspect ratio (25-50) 0’ particles in the as-aged microstructure evolve into fewer,
larger 0’ particles with an aspect ratio closer to the low equilibrium value (2-5) [9, 32]. Within
this system, the semi-coherent interface has a greater energy (due to its structural and chemical
differences with the Al matrix) and mobility (due to the ledge mechanism by which 6’ grows)
than the coherent interface and is largely determinant in coarsening behavior [5, 47]. The
interfacial energy of the semi-coherent interface was, therefore, identified as the key global
parameter controlling the system’s thermodynamics. We introduced reductions in Ysemi-coherent UP
to -25% (a value which recent DFT work suggests is reasonable for alloying additions of Mn and
Zr [6, 17]), in increments of 5%, thereby implementing systematic interfacial thermodynamic
modifications to the virtual microstructure. For each level of thermodynamic modification, Ksemi-
coherent WaS recalculated using Eq. 8 and Eq. 9 was refit to the new value (see Table 5 for values).

[Table 5 about here]
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The kinetics of 6’ coarsening are volume diffusion controlled, limited by the mobility of Cu
in the o-Al matrix [5, 19]. In order to simulate a rate-limiting step which might alter the
mechanism of Cu diffusion (e.g. a diffusion barrier at the 0’ interface or the motion of di-
vacancies or vacancy-solute clusters, as has been hypothesized for similar systems [18]), the
activation energy for Cu diffusion (Qg;fsc, In EQ. 10) was increased by up to +25%, in 5%
increments. For each level of kinetic modification, M .,, was recalculated using Eq. 10 (see Table

4 for values).

With a baseline phase field model, 5 levels of thermodynamic modification, and 5 levels of
kinetic modification, a 6x6 test matrix results, wherein there are 36 “simulated alloys” with
modified interfacial energy and Cu mobility, each of which has a unique combination of
thermodynamic and Kinetic characteristics. These simulated alloys were held at various
simulated temperatures to observe how their microstructures evolved. By using several simulated
alloys with varying degrees of kinetic and thermodynamic modification, this approach sidesteps
the need for precise knowledge of solute element characteristics while determining the sensitivity
of the virtual microstructure to these parameters. We expect that this method would be generally
effective in developing a high-level understanding of which physical factors are most crucial in

producing a microstructural evolution phenomenon of interest.

2.3. Initial Microstructure and Simulation Conditions
We reproduce the morphology and distribution of 6’ precipitates in an as-aged 319
aluminum alloy microstructure (alloy composition and heat treatment described elsewhere [2, 3,

14]) to create an initial virtual microstructure. 460 6’ precipitates were imaged using high-angle
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annular dark-field (HAADF) scanning transmission electron microscopy (methods described in
Section 2.4). A representative micrograph is shown in Figure 4a. The average number density of
precipitates in the observation plane was determined to be 0.00008865 per nm? (as viewed along
the [100], zone axis, neglecting precipitates with coherent faces parallel to the observation
plane). This was implemented as 14 virtual particles populating a 397 nm x 397 nm a-Al matrix.
The simulations were two dimensional, with 0" precipitates modeled initially as rectangles (i.e.
cross-sections of discs viewed edge-on). Two orthogonal orientation variants were used
(excluding the third, in-plane variant which previous work suggests can only be accurately
captured in a three dimensional mesh [30, 32, 35]), and 7 precipitates of each variant were
included. The location of each precipitate was determined by a random number generator, under
conditions that the precipitates intersected neither each other nor the simulation boundary. This
method resulted in the virtual microstructure shown in Figure 4b. The simulation boundary was
periodic with respect to all compositional and order parameter variables and the strain at each
simulation boundary was held to zero. The thickness and diameter of the fourteen 0’ precipitates
in the virtual microstructure were based on the distribution of measured precipitate dimensions.
The measured and simulated dimensions are described in histograms (Figures 4c and 4d). For
comparison to precipitate dimensions observed for other alloys and heat treatments, see

elsewhere [48-51].

[Figure 4 about here]

The conditions of the phase field simulations were decided based on experimental
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observations. Given that conventional precipitate strengthened cast aluminum alloys are
thermally destabilized above 200 'C while ACMZ alloys are thermally stable to at least 350 C,
the temperature range of interest was 100 "C to 400 C, which we sampled in 100 °C increments.
The simulations were run for 200 hours of physical time, corresponding to the industrial practice
of preconditioning, in which cast aluminum alloys are held at temperature for 200 hours to
evaluate the thermal stability of their microstructures [2, 3, 6, 15, 16]. The following expression
[35] was used to relate simulated time (t*) to physical time (t):
t*=L-|Af]-t 1)

where |Af]| is the maximum value of Afy i (xcw)-

2.4.  Aspect ratio of §’as a metric of microstructural evolution
To gauge microstructural stability as a function of temperature, kinetic modification, and
thermodynamic modification, a metric of microstructural evolution must be defined. In this
study, the particle aspect ratio was chosen as that metric. The aspect ratio of 0’ particles has
important implications for both the mechanical properties and microstructural evolution of
precipitate strengthened Al-Cu alloys. For a given volume fraction and number density of 6’
particles, the effectiveness of precipitate strengthening is diminished as average aspect ratio
decreases during elevated temperature exposure [3, 12, 52]. Furthermore, the transformation of 6’
into the equilibrium 6 phase, which is detrimental to mechanical properties, is predicated by the
aspect ratio of 0’ particles reaching a critical value at which point the formation of incoherent 0
particles becomes energetically favorable [5, 9].
This “critical aspect ratio” is theoretically a function of temperature and particle size, so a

range of values are possible [53]. Empirical results suggest this aspect ratio can be approximated
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as 13-18 in the Al-Cu alloy system [9, 10]. Preliminary calculations based on expressions given
by Boyd et al. are consistent with this value, predicting that this critical aspect ratio is likely
between 10 and 20 for temperatures and particle sizes of interest [53]. For simplicity, we choose
a single value: 15. In other words, we assume that once the aspect ratio of a 8" particle drops to
15 or below, it transforms into the 6 phase. The 6 phase forms as relatively large, globular
particles, and is not an effective strengthening precipitate. Furthermore, due to their incoherent
nature and high interfacial energy, 0 particles tend to coarsen rapidly and consume nearby 6’
particles. Thus, the 0’ to 6 phase transformation corresponds to a dramatic loss in mechanical
properties for the alloy [3, 4, 14, 15].

Given these considerations, the point at which the aspect ratio of one or more simulated 6’
particles reduces to 15 is assumed to be the “onset of instability” in the virtual microstructure,
and the physical time (t) when this onset occurs in the simulation is termed the “duration of
stability” for the simulated alloy. The duration of stability was determined for each simulated
alloy at each temperature. If the end of the 200-hour simulation was reached without the onset of
instability, the simulated alloy was considered thermally stable at that temperature. It is noted
that recent studies of coarsening in Ni alloys have also used aspect ratio to quantify
microstructural evolution [54]. By using the critical aspect ratio metric as a proxy for 6’ to 0
transformation in the virtual microstructure, we increased the computational efficiency of our
simulations compared to a direct simulation of the phase transformation. As described later, we

also found that this criterion yielded realistic predictions.

2.5. Microstructural Characterization

The microstructural evolution predicted by phase field simulations was compared to the

17



evolution of experimental microstructures. Specifically, as-aged samples of 319 (a conventional
0" strengthened Al alloy) and RR350 (a 6" strengthened Al alloy containing Mn and Zr with
improved thermal stability [6]) were held at elevated temperatures (one sample each at 200 C
and 300 'C) for 200 hours and then air cooled (composition and aging conditions described
elsewhere [14]). After polishing and etching with Keller’s reagent (by volume: 95% H,0, 2.5%
HNO3, 1.5% HCI, 1% HF) the samples were examined using a Hitachi S4800 Field Emission
Gun - Scanning Electron Microscope (FEG-SEM) in secondary electron (SE) mode.

As-aged RR350 and 319 were also examined using HAADF scanning transmission electron
microscopy. Thin-foil specimens of each alloy were prepared for high-resolution electron
microscopy using standard methods of electropolishing, where 3-mm diameter x 100-um thick
discs were electropolished with a TenuPol system, as described in more detail elsewhere [3]. A
JEOL 2200FS STEM/TEM instrument equipped with a CEOS GmbH corrector for the
illuminating lenses allowed acquisition of HAADF images of electron-transparent alloy grains
oriented via a double-tilt specimen holder with the electron beam incident along a matrix <001>
zone-axis orientation. Details for acquisition of the HAADF images are given elsewhere [3].
The disc-shaped 0’ precipitates are seen edge-on in bright contrast with HAADF imaging of this

zone orientation, as seen in Figure 4a.

3. Results and Discussion

In Section 2, we introduced the phase-field model, and the generation of the initial
microstructure. In Section 3.1 below, we examine how the simulated microstructures evolve,
particularly the distribution of aspect ratios. Based upon our assumption (Section 2.4 above) that

once precipitates drop below a critical aspect ratio, they will rapidly transform into the
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equilibrium 0 phase, we construct “stability maps” in Section 3.2, showing how reductions of Cu
mobility and interfacial free energy affect the time required for the onset of 6’ to 6 phase
transformation at elevated temperatures. Section 3.3 compares the phase-field results to previous
models and to experimental results. Finally, in section 3.4, we discuss the results specifically in
comparison to specific alloys where microalloying may affect both interfacial energies and
diffusion between the matrix and 0’ phase.
3.1.  Evolution of #”Aspect Ratio

In general, the phase field simulations predicted that larger particles grew at the expense of
smaller particles and all particles underwent thickening and shortening as they approached the
equilibrium aspect ratio. Figure 5 gives a summary of this microstructural evolution, specifically
for the baseline simulated alloy at 300 °C. The largest and smallest 6" particles in the simulation
are highlighted, and their evolution can be seen by comparing Figure 5a (the beginning of the
simulation) to 5b (after 100 hours). While not visually dramatic, the smaller particle has shrunk
while the larger particle has grown and both have reduced in aspect ratio, as is expected during
overaging. A clearer demonstration of the coarsening tendency is shown in a map of Cu’s
chemical potential in the evolving microstructure at 300 °C (Figure 5c). Here, it is obvious that
Cu has the highest potential at the semicoherent interface of particles, and will thus tend to
migrate to where chemical potential is lowest, coherent interfaces and larger particles. There is
also substantial interaction of the stress fields around precipitates, as shown in Figure 5d. Note
that dislocations were not explicitly accounted for in these simulations. It has been shown that
dislocations in the a-Al matrix play a significant role in the nucleation and growth of 0’ particles
[47]. In a physical microstructure, it is possible that dislocations may accommodate some

amount of the inter-particle strain predicted by phase field simulations [5].
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[Figure 5 about here]

The distribution of particle aspect ratios over time was tracked in each simulated alloy at
each temperature to determine when the minimum aspect ratio reduced to the critical value of 15
(chosen to represent the “duration of stability” as discussed in section 2.3). We then examine
this evolution as a function of interfacial energy and Cu diffusivity. Figure 6 illustrates the
effects of thermodynamic and kinetic stabilization on the rate of microstructural degradation in
Al-Cu alloys at 400 "C. With no stabilization, the lower aspect ratio particles (which are also the
smallest particles) undergo immediate and rapid shape evolution. With intermediate kinetic and
thermodynamic stabilization, the minimum 6’ aspect ratio is relatively unchanged until
approximately 90 hours into the simulation (possibly an effect of time-dependent impingement
of Cu diffusion fields). After 90 hours, the minimum aspect ratio decreases monotonically and
reaches the critical value of 15 before the end of the simulation. When the microstructure is fully
stabilized, it retains its as-aged morphology and little evolution is observed during the
simulation. The duration of stability of each simulated alloy at each temperature provides a
single data point, and when collected, these data points provide insight into the overall trends of
microstructural stability versus temperature and alloy modification. This analysis is described in

the following section.

[Figure 6 about here]

3.2.  Stability Maps for 6’to 6 Evolution up to 400 C

The duration of stability described in Section 2.3 is plotted as a function of temperature for

each simulated alloy in Figure 7. Each alloy is represented by a black dot, located on the plot
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according to its extent of kinetic (Qgifrcu) and thermodynamic (ysemi-coherent, denoted “interfacial
energy”’) modification relative to a baseline Al-Cu alloy. Interpolation between data points is
done using a modified Shepard’s method [55]. If a simulated alloy reached the end of the 200
hour simulation without any particles attaining an aspect ratio of 15 or less, it is considered

“thermally stable” and is indicated with dark blue shading.

[Figure 7 about here]

At 100 'C, all simulated alloys reach 200 hours without any 6’ particles attaining the critical
aspect ratio of 15. Therefore, the “Regime of Stability” as annotated in Figure 7a includes all
simulated alloys. In other words, no modifications to a binary Al-Cu alloy (represented by 0%
interfacial energy modification and 0% Qgitr cy Modification) are necessary to achieve thermal
stability at 100 'C. At 200 C, the unmodified Al-Cu simulated alloy begins to show
microstructural transformation before 200 hours.

At 300 ‘C, distinct regimes of stability and instability emerge. At this temperature, the
unmodified simulated alloy is thermally destabilized early in the simulation. Furthermore, the
thermal stability of any simulated alloy is most sensitive to the activation energy for Cu diffusion
in that alloy (i.e. kinetics), and a 10 % modification to Qgifrcy is sufficient to stabilize the
simulated alloy. This observation suggests that a kinetic stabilization mechanism might be the
most effective strategy to achieve microstructural stability at 300 "C. Considering ACMZ alloys,
which experimentally demonstrate this level of thermal stability, it is likely that a mechanism
which alters the kinetics of diffusion/coarsening/ledge growth would be adequate to account for

such stability through solute segregation.
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At 400 'C, the regime of instability has expanded significantly, indicating that a much
greater modification to a baseline Al-Cu alloy is necessary to achieve thermal stability at this
temperature. In contrast to the duration of stability map at 300 'C, these higher temperature
results indicate that microstructural stability at 400 C is sensitive to thermodynamic

modifications and kinetic modifications to a similar degree.

3.3.  Comparison to Prior Analysis and Experiment

In order to assess the quantitative accuracies and shortcomings of the present model, three
key results are compared against prior analyses and experiments: 6’ diameter evolution, 6" aspect
ratio evolution, and the onset of 6 formation as a function of time and temperature. Experimental
results are compared with the baseline, unmodified simulated alloy (Figures 8 and 9), and an
analytical model for 6’ aspect ratio evolution from the literature [56] is used in Figure 10 to

generate duration of stability maps analogous to those shown in Figure 7.

[Figure 8 about here]

Although a direct comparison at a single temperature was not available, there is close
agreement on the normalized mean 0’ diameter evolution between the phase field simulations of
an unmodified, baseline Al-Cu alloy microstructure and prior experimental observations [57] as
shown in Figure 8a. In a comparison with another prior work [9], mean aspect ratio had a similar
initial condition and reduced over time during preconditioning in both simulation and experiment
(note that the evolution of the minimum aspect ratio was used to generate the duration of stability

maps in Figure 7, not the evolution of the mean aspect ratio). Experimentally, the aspect ratio
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dropped quickly within the first several hours of preconditioning, with the rate of change
gradually reducing thereafter. The phase field simulations also predicted a rapid initial drop in
mean aspect ratio, followed by a more consistent rate of change, a rate which approximately
matches the later stages of the experimental preconditioning.

Both the aspect ratio and diameter evolutions were evaluated in a heated TEM foil, which
may have resulted in surface diffusion of Cu and accelerated microstructural evolution [11, 19].
In addition, there are well documented difficulties in accurately measuring the thickness of disc-
shaped 0’ particles, with low magnification measurements generally overestimating average
thickness by a factor of ~2 [2, 52]. This would artificially depress the calculated aspect ratio and
may be partially responsible for the discrepancy seen in Figure 8b.

We now compare the phase field prediction of 6’ to 6 transformation to experimental
observations in existing literature. Consistent with the phase field simulations, this
transformation is observed in Al-Cu alloys when held at temperatures of 200 °C and above for
adequate time. Some experiments in this area [9, 53, 57-60] have been either isothermal or
isochronal studies, allowing the combination of temperature and time leading to 6 formation to
be pinpointed. Results from these studies are plotted on a semi-log chart in Figure 9, along with
predictions of the same from the current phase field simulations of the baseline alloy. There is
reasonable agreement between phase field predictions and experiment, suggesting that the
method used to predict 0’ to 6 transformation in this work is adequately predictive. This
comparison is an important benchmark for the phase field model used in this study. Given that a
two dimensional simulation is used to predict the evolution of a three dimensional system,
inaccuracies such as reduced lengths of diffusion paths and uncertainty in particle cross-section

were introduced. These are in addition to the inherent limitations of the phase field model, such
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as the use of imprecise input parameters meant to represent complex, temperature-dependent
processes and difficulty capturing important atomic-scale phenomena like ledge nucleation.
Therefore, the fact that both prior work and the present simulations suggest relatively consistent
times required for 6’ to 0 transformation in binary AI-Cu alloys is key to establishing the
usefulness of the model’s other results. And while the use of two dimensional simulations rather
than three dimensional simulations represents a tradeoff between the number of simulations
which can be performed and their individual accuracy, this indicates that the penalty to accuracy

was not severe.

[Figure 9 about here]

Along with developing phase field simulations which are representative of binary Al-Cu
alloys, one key objective of the present work is to quantify the thermodynamic and/or Kinetic
modifications necessary to stabilize the AI-Cu microstructure at different temperatures. This
result is captured in the duration of stability maps, shown in Figure 7. Given that these
predictions involve adjusting parameters that cannot be directly controlled in alloy design, they
cannot be directly compared to experimental results. Instead we compare the predictions to an
analytical model for 6’ aspect ratio evolution that explicitly accounts for semi-coherent
interfacial energy and the diffusivity of Cu [56]. Specifically, the model predicts aspect ratio
evolution of a single particle in an equilibrium solid solution. This model is captured in three
equations. The first, Equation 11, states that the aspect ratio of a 6’ will evolve over time, at a
rate which depends on the thermodynamic driving force for the evolution (captured in the ¢

term), and the limiting kinetics of the system (captured in the § term). Equation 12 describes
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how the kinetic g term depends on alloy chemistry, temperature, copper diffusivity, and ledge
growth. Equation 13 describes how the thermodynamic ¢ term depends on the value of the
particle’s instantaneous aspect ratio in relationship to the equilibrium aspect ratio. The definition

and values of each parameter used in these equations is given in Table 6.

Bt = ¢(AR) — ¢(4R,)

(11)
2
p = 1(1)3 (6meCu.a) (DCu) <Vsemicoherent)
3\4V RT ar ) \Xcuo' — Xcua (12)
1 1
AR3 1 (AR — AR,y)3
PUAR) =1 T AR, (AR —ARy) | s\ M| 1 L
AR3(AR — AR,,) eq ¢a)  2AR,;3 AR3 — AR, ;3
1 13
LI AR3 (13)
——=1an 1 1
V3 AR3 + 24R,3

[Table 6 about here]
In the case of an as-aged 0’ particle with an aspect ratio much greater than the equilibrium value,
this model predicts that the aspect ratio will approach the equilibrium value at a rate that
decreases with time [56, 57]. To compare this model’s predictions to those of the present phase
field simulations, the parameters given in Table 6 were substituted into Egs. 11 — 13 with
systematic variations in Qgifr,cu @Nd Ysemiconerent (S€Ction 2.2). The model was then used to
calculate the preconditioning time required for the defined 6’ particle to reach an aspect ratio of

15, the same critical condition used for the phase field duration of stability maps. This allows for
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new duration of stability maps to be generated based entirely on the analytical model. These are
shown for 300 °C and 400 °C in Figure 10 (the analytical model predicts that all alloy variations

are stable at 100 °C and 200 °C).

[Figure 10 about here]

There are some similarities and some discrepancies between the two sets of duration of
stability maps. Generally speaking, there is agreement on the effect of Qg;ff c,, modification,
whereas the phase field simulations are more sensitive t0 ysomi—coneren: Modification (especially
at 400 °C). According to the analytical model, Qg;yf ¢y is the dominant parameter controlling
microstructural stability at every temperature. The increased sensitivity t0 Ysemiconerent
modification in the phase field simulations may be partly due to the curvature of the semi-
coherent interface, which is assumed to be flat in the analytical model. This curvature increases
the total area of the semi-coherent interface, and therefore its contribution to the system’s total
free energy. The analytical model also does not account for a particle’s growth or shrinking
during coarsening nor the nature of the surrounding particles — their number density, aspect ratio
distribution, non-uniform Cu content due to dissolving particles etc. There are likely important
interactive effects between particles that are not captured by the analytical model. Additionally,
note that Eq.s 11-13 (as well as the Langer-Schwartz-Wagner coarsening model modified to
describe disc-shaped particles [53]) predict that the rates of shape evolution and coarsening are
equally sensitive t0 D, and Ygemi—conerent - EQ. 12 indicates a dependence on the product
(Dcw) Vsemiconerent) » SUggesting that these cannot be entirely decoupled. However, in our

calculations, D, is being modified exponentially by adjustments in Qgifrcy, While
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Ysemi—coherent 1S D€ING varied linearly, thus explaining the sensitivity to Qgjc, Shown in Fig. 10.
This was done to reflect key physical aspects of 6’ evolution and potential stabilization
mechanisms, as described in Section 2.2.

Overall, this comparison reveals the contrasting nature of the analytical and phase field
approaches to predicting 6’ aspect ratio evolution. While the analytical approach invokes
simplified particle geometry and surroundings, it also addresses a gap in the phase field
approach: it allows for precise and direct modifications to particle descriptors such as interfacial
energy, which require multiple fitting parameters in phase field. Moving forward, a more
mechanistic phase field simulation that can explicitly illustrate the effects of solute segregation
(including not only interfacial energy and Cu mobility reduction, but also solute drag and strain
field interactions) is in order. The following section discusses the implications of the present

phase field simulation results for understanding current alloys and designing improved alloys.

3.4.  Relating Phase Field Predictions to Conventional and ACMZ Alloys

The trends in duration of stability shown in Figure 7 correspond well with experimental
observations [6]. The microstructural evolution that occurs during 300 'C preconditioning in ¢’
strengthened cast aluminum alloys 319 and RR350 is shown in Figure 11, for comparison with
phase field results. In agreement with experiment [9], all simulated alloys in the phase field
simulations are thermally stable at 100 "C, even the unmodified, baseline Al-Cu alloy. At 200 'C,
the unmodified virtual Al-Cu alloy is destabilized near the end of the 200 hour test. The
microstructure of conventional alloys (such as 319) held at this temperature, demonstrate
moderate to severe coarsening of 0’ particles, and sometimes 6’ to 0 transformation, depending

on alloying and the duration of exposure [3, 14].
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[Figure 11 about here]

At 300 C, the distinct regimes of stability and instability predicted by simulations
correspond to the divergence in microstructure and mechanical properties between conventional
and thermally stable alloys. Thermally stable ACMZ alloys such as RR350 largely retain their
as-aged microstructures at this temperature while conventional alloys such as 319 show
extensive degradation of their as-aged microstructures at this temperature [2-4, 6-8]. While the
precise extent of thermodynamic and/or kinetic modification caused by the segregation of Mn
and Zr to the interface of 0’ particles in RR350 is unknown, the observations shown in Figure 11
can be generally related to the stability map shown in Figure 7c. If the model parameters could
be used to accurately capture the nature of 0’ interfacial energy and Cu diffusivity in 319, it
would be expected to correspond to a simulated alloy in the regime of instability shown in the
bottom of Figure 7c. A simulated alloy which recreates RR350, meanwhile, would be located
somewhere in the regime of stability in Figure 7c, as it is thermally stable at 300 'C. At 400 'C,
however, RR350 precipitates are not thermally stable [6], so the simulated alloy recreating
RR350 must also be located outside the regime of stability shown in Figure 7d.

The discussion above highlights the challenge of designing a 6" strengthened aluminum
alloy that is thermally stable at 400 C. At the time of this study, no precipitate strengthened Al-
Cu alloy has demonstrated extended microstructural stability at this temperature. Referring to
Figure 7, the regime of stability at 400 "C is much more limited than at 300 "C, and appears to
exclude even novel alloys with improved thermal stability [6]. Present results suggest that new

alloy design strategies will be necessary to address this challenge. While a kinetic stabilization
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mechanism such as solute drag or a diffusion barrier at the 0’ interface might be adequate to
produce the 300 ‘C capable alloys that have been observed [6], the introduction of a synergistic
thermodynamic mechanism which can effectively reduce interfacial energy will likely be
necessary to stabilize the Al-Cu microstructure at 400 C.

In addition to providing insight into how solute segregation driven thermal stabilization
mechanisms might operate in the Al-Cu system, these results indicate the importance of kinetic
considerations in phase field modeling of the Al-Cu system. Generally speaking, the aspect ratio
of 0’ particles increases during aging as radial growth outpaces particle thickening, reaches a
maximum in the as-aged state, and then decreases as particles continue to thicken without mean
diameter growth in the process of coarsening [46, 67]. Experimental observations suggest that,
with the exception of very small particles, 0" evolves into 0 before it attains the equilibrium
aspect ratio (reported as 2-5) [1, 28, 30, 33, 67, 68]. Thus, thermodynamic equilibrium
conditions do not offer a complete description of microstructural evolution and the ability to
quantify particle coarsening kinetics enhances the utility of present generation phase field models
for the Al-Cu system.

4. Conclusions

The thermal stability of the /6’ microstructure in Al-Cu alloys was studied using a
combination of phase field simulations and experimental observations. Simulations were carried
out using the MOOSE phase field module, and experimental observations were made by
exposing two different 6’ strengthened alloys to elevated temperatures for 200 hours. In
agreement with the experimental results, the phase field simulations predicted that strengthening

0’ precipitates are relatively stable at temperatures of 200 'C and below in unmodified Al-Cu

alloys. At 300 'C and above, the /6’ microstructure is thermally destabilized, and rapid ¢’
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coarsening and shape evolution take place.

The rate of shape evolution predicted by phase field simulations was similar to that observed
experimentally. In order to predict the onset of detrimental 0’ to 6 transformation, a critical 6’
aspect ratio criterion was proposed. Using this criterion, the phase field simulations accurately
predicted the time required for the onset of 6 formation in a binary Al-Cu alloy as a function of
temperature. The phase field simulations also predicted that thermodynamic and/or kinetic
modifications to a simulated alloy can lead to microstructural stability at higher temperatures.

The mobility of Cu in the a/6’ microstructure was shown to be the dominant factor in
determining its morphological stability at 300 ‘C. Phase field simulations predict that a reduction
in effective Cu diffusivity is adequate to thermally stabilize the o/6’ microstructure at this
temperature. At 400 ‘'C, however, significant modification to both Cu mobility and interfacial
energy of 0’ particles is required to effectively stabilize the microstructure. These predictions
help explain the thermal stability of recently reported Al-Cu-Mn-Zr alloys, whose as-aged
microstructure is coarsening resistant at 300 °C but undergoes substantial degradation at 400 °C.

Finally, these 300 °C and 400 °C phase field predictions were compared to predictions made
by an analytical model for 8" aspect ratio evolution reported previously. The analytical model
agreed on the effect of reducing effective Cu diffusivity, but was much less sensitive to
interfacial energy reduction compared to the phase field simulations. This discrepancy suggests
that geometric effects such as particle curvature and particle volume change, as well as
interactive effects between growing and shrinking particles that occur during coarsening,
influence 0’ precipitate shape evolution. Such effects are difficult to capture in an analytical

model of a single particle but can be evaluated using phase field simulations.
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List of Figures

Figure 1 The free energy of formation of a and 6’ phases as a function of composition and temperature, as calculated
by ThermoCalc. f,(x¢,) and fgr(xc,) in Equation 4 were derived using these data by a method described
previously [35].

Figure 2 Bulk free energy functions of the a-Al and 0’ phases at 400 °C. Compare to Figure 1 in [32], Figure 11 in
[35], and Figure 6 in [37].

Figure 3 A Wulff plot showing K, vs. interface orientation angle ¥ as used in this study (Eg. 10). A k, vs. ¥
relationship which has been used in prior studies is also plotted. The primary difference in the present study is the
smoothing of the utilized energy minima.

Figure 4 The microstructure of an as-aged 319 aluminum alloy was used to create an initial microstructure for phase
field simulations. (a) A representative micrograph of this as-aged microstructure and (b) the virtual microstructure
used as the initial condition in the phase field simulations. (c) and (d) show histograms which compare the
measured distribution to the simulated distribution of 6 particle diameter and thickness, respectively.

Figure 5 A snapshot of microstructural evolution in a baseline Al-Cu alloy at 300 °C predicted by the phase field
simulations. (a) The initial condition of the simulation, highlighting the area and aspect ratio of the largest and
smallest particles and (b) the virtual microstructure after 100 hours of evolution, soon after the critical minimum
aspect ratio of 15 was reached for the smallest particle with (c) and (d) being instantaneous maps of Cu chemical
potential in the simulation and the stress field surrounding 6’ particles, respectively, after 100 hours of evolution at
300 °C.

Figure 6 Distribution of 6 particle aspect ratio vs. time for selected simulated alloys at 400 ‘C. The baseline
simulated alloy has no modifications. Its “duration of stability” at this temperature is 75 hours, at which time the
lowest aspect ratio reaches a critical value of 15 (see Section 2.4). The “Partially Stabilized” simulated alloy has a
15% interfacial energy modification and 15% Qg ¢y modification. Its “duration of stability” is 187 hours. The
“Fully Stabilized” simulated alloy has 25% interfacial energy modification and 20% Qg ¢y modification. Its
minimum aspect ratio is greater than 15 for the duration of the simulation, so its “duration of stability” is considered
200 hours.

Figure 7 Duration of stability maps for 36 simulated alloys as a function of temperature. Each simulated alloy has a
unique combination of thermodynamic modification (x-axis) and kinetic modification (y-axis) and is shown as a
black dot. The regime of stability at each temperature is indicated with dark blue shading. (a) All simulated alloys
are thermally stable at 100°C. (b) Slight kinetic or thermodynamic modification is needed to stabilize the simulated
alloys at 200 'C. (c) A kinetic modification is needed to stabilize the simulated alloys at 300 "C. (d) Substantial
modification to both thermodynamic and kinetic parameters is required to stabilize a simulated alloy at 400 "C.

Figure 8 Comparisons of phase field predictions and experimental observations for (a) mean 6’ diameter and (b)
mean 0’ aspect ratio evolution over time. The mean diameter evolution was measured at 225 °C [57] and is
compared to 300 °C baseline alloy phase field predictions, normalized to account for the fact that the initial
condition in the experiment was a larger mean diameter than that used in the simulations. The mean aspect ratio
evolution was measured at 275 °C [9] and is compared to 400 °C baseline phase field predictions, which matches it
most closely.

Figure 9 Preconditioning time and temperature combinations for which 6’ to 0 transformation occurs in binary Al-
Cu alloys (all compositions in weight percent). Experimental observations [9, 53, 57-60] are plotted in black, fitted

35



with a power law trend line. Predictions from the current phase field simulations are plotted in filled red squares and
also fitted with a power law trend line. Some studies offered valuable information on 6’ to 6 transformation, but
either used differential scanning calorimetry [61] or could not be accurately plotted in this figure due to thin foil
effects or wide time margins [62-65].

Figure 10 Duration of stability maps predicted by an analytical model for aspect ratio evolution [56] at (a) 300 °C
and (b) 400 °C. The analogous duration of stability maps predicted by phase field simulations are shown in Figure 7.

Figure 11 The microstructural evolution that takes place in 319 (a conventional alloy) and RR350 (an alloy with
improved thermal stability) when as-aged microstructures are held at 300 °C for 200 hours. 319 shows substantial
coarsening of 0’ precipitates as well as phase transformation of 6’ into 6. Meanwhile, 0’ precipitates in RR350 retain
their as-aged morphology at 300 °C. The as-aged micrographs were collected with HAADF, the preconditioned
micrographs with SEM.

List of Tables

Table 1 Coefficients of the free energy functions used in this study for the solution and precipitate phases at each
temperature. The form of these functions is given in Equation 6.

Table 2 Interfacial energies of the coherent and semi-coherent interfaces reported by Shyam et al. [6] were used to
determine the gradient coefficient terms required by Eq. 7.

Table 3 Elastic Constants of Al and ', values from the literature [42, 43]

Table 4 Diffusional terms used in this study. The baseline activation energy value and the diffusional prefactor
2
D, = 0.654 [%] \were taken from the literature [45], The formula used to find chemical mobility formula was
taken from [35].
Table 5. Modifications to interfacial energy and gradient coefficients in the phase field simulations were introduced.

Table 6. Parameters used in the analytical model [56] for aspect ratio evolution of a single 6’ particle, defined by

Eq.s 11 —13.

36



Figure 1
Click here to download high resolution image

R
o
1

AGeimation  [KJ/mMol]
&
-

0 200 400
T[°C]


http://ees.elsevier.com/mtla/download.aspx?id=18338&guid=3f61a029-f8c5-41f8-9284-807ac6afce17&scheme=1

Figure 2

Click here to download high resolution image

N
o

f,. contribution [eV/nm?]
- o)

=
o

-
&)

=
o

falecu)

..5.



http://ees.elsevier.com/mtla/download.aspx?id=18339&guid=91c9d296-21b7-4c30-ad16-eb329dc77923&scheme=1

Figure 3
Click here to download high resolution image

127 —Present Study

--Vaithyanathan et al. [35]

>
-
-

270


http://ees.elsevier.com/mtla/download.aspx?id=18340&guid=ae4de4ac-ea28-4d71-9652-7f308d3d05a9&scheme=1

Figure 4
Click here to download high resolution image

a-Al Matrix- a-Al Matrix

(a) As-aged 319 microstructure. (b) Virtual microstructure used in
simulations.

§50 4 ¢ 2§ Observed §50 | : 10§
3 s = Count 3 L
@ E o E
L4 2] ; o 7]
gzs ooh ¢ co0Roe -1 .E . Used m. £25 L 5 £
e 3 Simulations & T
g pA )

g 2 b 3
@ E] 2 o * o 0 2
2 0 - 00 2 —T T -0 ©
© 100 200 30 © O 2526272829 3 3132 ©

8’ Particle Diameter [nm] 8’ Particle thickness [nm)

(¢) Histogram of of 0 diameter. (d) Histogram of 0 thickness.


http://ees.elsevier.com/mtla/download.aspx?id=18341&guid=3f7cf1da-fea9-4ed8-8337-413225262cd9&scheme=1

Figure 5
Click here to download high resolution image

(A) Baseline Simulated Alloy, (B) Baseline Simulated Alloy,
300 °C, Time = 0 hours 300 °C, Time = 100 hours

Area = 646 nm?*
K Aspect Ratio = 41

Area = 580 nm?
K Aspect Ratio = 64

Area = 161 nm*
Aspect Ratio = 14

Area = 180 nm?
\spect Ratio = 26

¥

(C) Baseline Simulated Alloy, (D) Baseline Simulated Alloy,
300 °C, Chemical Potential of Cu 300 °C. Stress Fields around 0°

3 = -

feVimol]
4.0

20

Chemical Polon(iil of Cu.

von Mises Effective Stress

MPa



http://ees.elsevier.com/mtla/download.aspx?id=18342&guid=41cd61ba-99d1-4d57-a3eb-2bd6c11f3f87&scheme=1

Figure 6

Click here to download high resolution image

w 4 (=)
o (3] o

Aspect Ratio

-
(4]

-=  Fully +Maximum

Stabilized

) 4 3 ¢ B Partlally ¢+ Median

e d 2l Stabilized
- -Baseline -~ Minimum

=
-

=
- -
-
- ﬂm @
s:;_ ‘~.~-~“_‘ | " ,14‘-;
------------------------ B o = - o - -_—-—- n-—-::----ﬂ--‘n- a
- -
-

J

- Y

Diam

20 40 60 8 100 120 140 160 180 200 AR = Diam/t
Time [Hours]


http://ees.elsevier.com/mtla/download.aspx?id=18343&guid=68ac1003-c80f-4345-b9dc-91b802839f91&scheme=1

Figure 7

Click here to download high resolution image

Q4 ¢y Modification

Qi ¢y Modification

() 100 °C
25%
“Regime of Stability”
20%
15%
10%
5%
Unaltered/Conventional Alloys
0%
0% -5% -10% -15% -20% -25%
Interfacial Energy Modification
(¢) 300 °C
25%
20%
15%
10%
5%
0% L 1 L L L]
0% -5% -10% -15% -20% -25%

Interfacial Energy Modification

Qi ¢ Modification

Qg ¢, Modification

25%

20%

15%

10%

5%

0%

0%

25%

20%

15%

10%

5%

0%

0%

(b) 200 °C

-10% -15% -20% -25%

-5%
Interfacial Energy Modification

(d) 400 °C

=y T ¥,

5% -10% -15% -20% -25%
Interfacial Energy Modification

Virtual Alloy’s Duration of Stability

Hours
200

=175
150
125

100

75



http://ees.elsevier.com/mtla/download.aspx?id=18344&guid=81d6a3af-f404-4f64-9119-aa26cc8e0313&scheme=1

Figure 8

Click here to download high resolution image

(A) Mean Diameter Evolution: Phase Field vs. Experiment

le Diameter

Initial Mean Diameter

nP.

1.2 -
1 .* *> S .
0.8 -
-+~ Phase Field
06 A (Present Work)
. 300°C
0.4 4 Experimentally
-+ Observed at
0.2 - 225 °C [57]
0 : ' : :
0 20 40 60 80

Preconditioning Time [hrs]

(B) Mean Aspect Ratio Evolution: Phase Field vs. Experiment

Mean Aspect Ratio

50

40

30

20 +

10

-+ Phase Field
(Present Work)
400 °C

Experimentally
-+ Observed at
275 °C [9]

Preconditioning Time [hrs]



http://ees.elsevier.com/mtla/download.aspx?id=18345&guid=c888c272-f2da-47b0-ac42-0bfe9ea408b3&scheme=1

Figure 9
Click here to download high resolution image

400 - » Phase Field Results (Present Work)

0 | = [9] Al-4Cu-0.004Fe-0.005Si

< T

S 200 - -~ e

g o [63] Al-4Cu (Impurities not measured)

S

<g » [67] Al-4Cu-0.004Fe-0.005Si

g 100 -

[ - [58] Al-4Cu-0.0036Fe-0.0006Si-0.0005Mg
= [59] Al-4Cu-<.001 Mg,Si,Fe

50 r " T :
1.4 1.6 1.8 2 22

1000/T [K-1] - [60] Al-4Cu (Impurities not measured)


http://ees.elsevier.com/mtla/download.aspx?id=18346&guid=68048b79-b318-4de7-87cf-9e0500040b25&scheme=1

Figure 10
Click here to download high resolution image

0 0
(a) 300 C (b) 400 C Analytically Predicted
25% 25% Duration of Stability
“Regime of Stability” TP
c 20% c 20% ¢ 200
S 2 e —————
P~ b
8 8 175
= 15% = 15%
g S - H50
s = oo
3 10% 3 10%
% 3
= 5% Unaltered/Conventional Alloys 5%
0% U 0%
0% -5% -10% -15% -20% -25% 0% -5% -10% -15% -20% -25%

Interfacial Energy Modification Interfacial Energy Modification


http://ees.elsevier.com/mtla/download.aspx?id=18347&guid=44bf667b-8cdf-4eba-90b3-c0bbe9cee978&scheme=1

Figure 11
Click here to download high resolution image

Preconditioned
20 h) at OO oC

o

(

RR350

o ——

: A :
0.2 um -‘{.."ﬁ .
—_— W, 77 o U


http://ees.elsevier.com/mtla/download.aspx?id=18348&guid=7680ceaf-c01c-43cf-93d8-e8ad8973ca77&scheme=1

Tables in Word

Table 1.
Temperature | Function | a b c d e h
. £y 2.45010° | 1.22510° | -2.99510°
100 € for 1.33610° | 1.92910° | 1.14410° | 3.56210° | 6.19610" | 5.91310° | 2.621'10°
. f, 2.81510” | 1.40810° | -3.829:10°
200 ¢ f, | 2.26010° | 3.25910° | 1.92910° | 6.00010° | 1.03710° | 9.58110° | 3.824107
. f, 3.30010° | 1.65010° | -5.33810"
300 C for 2.27010° | 3.27210° | 1.937'10° | 6.02410° | 1.04110° | 9.607'10° | 3.80510°
. f, 3.27010% | 1.63510° | -7.36410°
400 € f, | 2.20910° | 3.31410° | 1.96210° | 6.10010° | 1.05310° | 9.68910° | 3.772107
Table 2.
Parameter Value
Ycoherent 1.610 [ne_n‘;] [3]
Ysemi-coherent 3.289 [ eVZ] [3]
nm
K, coherent 4.128 [ﬂ
nm
Ky, semi-coherent 10.290 [ﬂ
nm
Kcu 3.826 [
Table 3.
Elastic moduli of . and 6’ [GPa]
FCC a Aluminum Tetragonal 6’
cll cl2 c44 cll c33 c44 c66 cl2 c13
100 'C | 101.0 59.8 26.0 178.8 | 169.7 28.0 44.2 72.0 75.3
200 C | 99.8 58.8 25.7 176.8 | 167.0 27.6 43.4 72.0 73.9
300°C| 956 57.8 24.1 174.8 | 164.3 27.3 42.6 72.0 72.6
400°C| 91.3 56.8 22.5 172.8 | 161.7 27.0 41.8 72.0 71.2




Table 4.

0us 0us Mobility at Mobility at | Mobility at | Mobility at
oteaton | e | 100C | 0C | a0 | a0 €
[nm*/sec] [nm*/sec] [nm“/sec] | [nm®/sec]
0% 136 1.25E-07 1.32E-03 551E-01 | 3.82E+01
+5% 143 1.40E-08 2.35E-04 1.32E-01 1.13E+01
+10% 150 1.56E-09 4.17E-05 3.17E-02 3.36E+00
+15% 156 1.74E-10 7.40E-06 7.61E-03 | 9.98E-01
+20% 163 1.95E-11 1.31E-06 1.83E-03 | 2.96E-01
+25% 170 2.18E-12 2.33E-07 4.39E-04 | 8.79E-02
Table 5.
Ysemicoherent 'YsemicoheEent Ysemicoherezznt Ky, semicoherent
Modification [mJ/m?] [eV/inm’] [eV/nm]
0% 560 3.289 10.29
-5% 532 3.125 9.69
-10% 504 2.960 9.08
-15% 476 2.796 8.48
-20% 448 2.631 7.88
-25% 420 2.467 7.27




Table 6.

Symbol Definition Value Justification
AR, Initial  Aspect | 26 Minimum initial aspect ratio of a particle
Ratio present in the simulations, and the most likely
to reach the critical value of 15 first.
AR, Equilibrium 2.04 Ratio of ysemiconerent 10 Yconerent ShOWN in the
Aspect Ratio supplementary file.
|4 Precipitate 7.49x10% [m3] Volume of a disc with the diameter and
volume thickness of the minimum initial aspect ratio
particle present in the simulations.
Vo Molar Volume | 2.85x10” [m?3] From the literature [57].
of 0
Xcua Cu content far | .25 [atomic %] | Typically observed Cu content in matrix of 6’
from 0’ strengthened alloys.
Xcu! Cu content of 0’ | 33.33 [atomic %] | From stoichiometry.
D¢y Diffusivity  of _Qdiff.cu | Caleulated for each temperature/ Qg;ff ¢y, COMbination
CuinAl Docu-e  RT using parameters given in the supplementary
file.
Ysemiconerent | INterfacial Varies Values given in the supplementary file.
energy of semi-
coherent
interface
a Ratio between | 201.7 Ledge height of 0.29 nm (minimum value observed, half of ¢
the width of the value for 0" unit cell ), diffusion field of 58.5 nm (median
Cu diffusion radius of 8’ from data in Figure 4, as suggested by
field and © Merle et al. [57]).
ledge height
A Spacing 117 [nm] Median diameter of 0’ from data in Figure 4, as

between ledges

suggested by Merle et al. [57]).
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