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Complexity UP, Productivity DOWN @&

= HW is more complex
= Software stack is more complex
"= Programming Environment/Model is more complex

= Execution/Operations Environment is more complex

= All these factors can negatively impact PRODUCTIVITY




Productivity has been declining e
rapidly in the HPC environment

= Dramatic increase in complexity of algorithms and
applications coupled with a dramatic increase in
complexity, diversity and scale of HW and execution
environments

= AND CS/CSE research on productivity pays little
attention to our HPC-specific problems (there are
counter-examples such as IDEAS)




Even worse for our Mission Codes @&

= Complexity, size and dependencies of our codes is well above
average even in the HPC community

= Verification/validation requirements create a much higher bar
for incorporation of new capability whether it be physics,
algorithms or performance optimization

= And to make it worse, leadership-class platforms
environments (SW stack, etc.) are often be more
immature/fragile than average




Bottlenecks =

= Code development

= Code correctness/testing

= Platform specific tuning/optimization
= Problem setup

= Job Execution & Steering

= Analysis & Viz
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Applications & Advanced Analysis Components

= C++, hierarchical

pa ra I Iel con St ru Cts, Anasazi: Eigensolvers Belos: Linear Sovlers
I aye red d e pe n d e n C i es Muelu: MultiGrid Preconditioners
Ifpack2: Subdomain ShyLU/Basker: Direct Solvers
Preconditioners

Tpetra: Scalable Linear Algebra

Kokkos Sparse Linear Algebra

Zoltan2: Load Kokkos Containers
Balanca/Ractitioni
Kokkos Core/Kernels

Back-ends: OpenMP, pthreads, Cuda, Qthreads, ...




Testing/Verification
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Performance tuning/optimization @&

= PRINTF (still fall back to this many times:)

= Performance analysis and “divination”

CPU Time
Frame Domain / Frame / Function / Call Stack Effective Time by Utilization 5. Bl 0 Ins;gjtcirtér;ns FE:aF"cle
@idle @ Poor [Ok @ Ideal [Over T T

P[Mo frame domain - Qutside any frame] 19227.430s [ [ 0.2.. 0s 6,799,767,000,000 3.665
P Nalu::Assemble MomentumElemSolver 15636.2925 [ 0s  0s 5,988,956,000,000 2.902
P Nalu:: TpetraLinearSystem::finalizeLinearSystema 13508.7565 (000 (DR 01. 0s 6,251,674,000,000 2.803
¥ N12KokkosSparse4Impl125PMV_FunctorINS_SCrsMatrixIKdiN6Kokkos6Dev| 12496.998s NN 0.1. 0s 2,041,143,000,000 7.942
b N12KokkosSparse4Impl125PMV_FunctorINS_9CrsMatrixIKdiN6Kokkos6Dey 10026.349s [N 0.0.. 0.0. 1,761,370,000,000 7.379
P Nalu:: TurbViscKsgsAlgorithm: :execute 9090.105s [N 0s  0s 4,095,273,000,000 2.879
¥ Nalu::AssembleScalarElemSolveralgorithm::execute 6697.4965 (NN 0s  0s 3,053,453,000,000 2.845
b N10KokkosBlas4lmpl17MV_Update_FunctorIN6Kokkos4ViewIPPKANS2_10L  4215.220s [N 0s 0s 716,521,000,000 7.630
P Nalu:: AssembleContinuity ElemSolverAlgorithm::execute 3765.4615- 0s 0s 1,677,013,000,000 2.912
¥ N12KokkosSparse4Impl225PMV_Transpose_FunctorlNS_9CrsMatrixIKdiNGK  2567.633s [ 0.0.. 0.0.. 550,095,000,000 6.053
b N6Kokkos4Impl20ViewDefaultConstructINS_60penMPEjLb1EEE 2431.659s [ 04. 0.0. 873,308,000,000 3.605
P Nalu:: TpetraLinearSystem::buildElemToNodeGraph 2297.3995- 0.0.. 0s 1,517,321,000,000 1.964
P Nalu::AssembleNodalGradElemAlgorithm: :execute() 1848.291s [l 0s 0s 662,155,000,000 3.620
P Nalu::ComputeMdotElemAlgorithm::execute 1835.391s [l 0s  0s 911,313,000,000 2.612

I AssembleNodalGradUElemAlgorithm::execute 1512.7165. 0s 0s 491,426,000,000 3.992




Problem Setup .
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Cubit Hex Meshing Capability i

FCU housing
geometry has 13
‘volumes’

decomposed into
meshable
volumes

Cubit Journal file — 6200 lines long
Manually constructed
800+ manually specified webcuts defined
1500+ geometry cleanup commands
500+ meshing commands
13 volumes to 500 webcut volumes
1000+ hours of tedium

Turn around time:
9 months




Job execution/steering i]-—N

= (C:>Runapp.exe

= Complex workflows of multi-physics, multiple codes, steering,
data collection

Containerized Workflow

|:> Simulation
Application

[ Gommon Model Inputs

Ensemble or Iterative Workflow |

—




Analysis/Viz

= Quantity = X

= Complex data flows/viz packages/UQ/validation

Risk Informed
Decisions

Evidence

— 7 == [aualification
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Science-based

{ predictive models
{ and experimental
validation
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Areas of opportunity @

What is the future HPC “High Productivity” Programming Model?

=  Whatis the future HPC “High Productivity” Development Environment?

=  What is the future HPC “High Productivity” Runtime/Execution
Environment?

= AND is there a more coherent unification of design time, compile time and
runtime environments/tools?




Programming Models .

=  Whatis the future HPC “High Productivity” Programming Model?
= Portability Abstractions

= Async Multi-Tasking
. DSLs DARMA
= Component-based development .

Uintah

_ Charm++
Legion

A Data-Centric Parallel R AJ A
Programming System
/
Sxxos . frlecs)
kokkos / grain; scarlet; seed e

Erasmian Pronunciation @ LOGOS




Development Environment .

What is the future HPC “High Productivity” Development Environment?

Ble Edt Refsctor Source DNavigate Search Eroject Run Window Help

HrHG M08  BHG- B e M@0 f-5l-e e 53010 | 5 Db
4 Package xorer 83 Herarchy| ~ U | (DT e, 1] sankaccountima | =
= A t t M 2lE5 T package org.eclipse.banking.tests; B
- E f Banking i
uto-tuning e | [E—
&-[3) Bankaccount java

e iyl publie class BankhccountTests extends TestCase {

H o balance 5 public void testDeposit() throws Exception { =
i 1 1 i © deposit(Bighecimal) o BankRccount account = new 0:
= Higher-level languages/scriptin e e
@ withdraw(BigDedmal) a @ Create dass BankAccount’
& 1] InsufficentrundsException java © Create interface ‘BankAccount
2 (1 org.edipse banking. tests 2 @ Change to 'BankAccountTests' (org.edipse.banking tests)
] BankAccountTests.java @ Create enum BankAccount!
1 H (#-3) JRE System Library [ire1.5.0_06] © Add type parameter BankAccount’ to ‘BankAccountTests'
= Open compiler environments a2z |
© Add type parameter Bankaccount to'testDeposit()

Import org.ecipse.bankng, BankAccount;
import i

o owow

Outine 53 =8
R e T
& org.ecipse banking. tests

import dedarations @& BenkAccount eccount = new BapkRccount():
E-fP BonkaccountTests try €

= CSE SW Engineering “Best Practices” 2= e

[2 problems 2 . Javadoc | Dedaration | Tasks|

6 errors, 1 warning, 0 infos

{new BigDecimal(300), unt.get

lance () :
H

= Automated testing

public void testOverdraft() throws Exception {

Description Resource Path Location

9 BankAccount camnot be resolved to a ty BankAccount... Banking/orgfeciipse/barking/.... ne 11
@ Bankaccount cannot be resolved toa ty) BankAcrount... Bankingforg/eciipse/banking|... Ine 11
 BarkAccount cannot be resolved to 3 ty BankActaunt... Banking/orgfecipse/banking)... e 19
@ BankAccount cannot be resolved to a ty BarkAccount... Banking/orglecipse/banking/. v line 19
& Bankiccount cannot be resolved to a ty BankAccount... Bankingforg/ecipsefbaring/... ine 27
e resalved to 2 ty Bank

Ine27
= Warninas (1 item)

[? R BarkAccount comotbe resolved toa type

=

[ weitable SmartInsert | 11:10

Software
Productivity

COMPILER INFRASTRUCTURE




I D E e S Pls: Michael Heroux (SNL) and Lois Curfman Mclnnes (ANL)

/I Co-Pls: David Bernholdt (ORNL), Todd Gamblin (LLNL), Osni Marques (LBNL),
pPDdUCtIVIty David Moulton (LANL), Boyana Norris (Univ of Oregon)

www.ideas-productivity.org

IDEAS: Interoperable Design of Extreme-scale Application Software

» Project began in Sept 2014 as ASCR/BER partnership to improve
application software productivity, quality, and sustainability

Resources: https://ideas-productivity.org/resources, featuring

» Whatls and HowTo docs: concise characterizations & best practices Software
Productivity for
* What is Software Configuration? * How to Configure Software
. for Software DeveIOpment Kit
* What is CSE Software Testing? * What is Version Control? Productivity (xSDK)
* What is Good Documentation? * How to Write Good Documentation

* How to Add and Improve Testing in a CSE Software Project

* How to do Version Control with Git in your CSE Project .... More under development




Runtime/Execution Environment @&

=  What is the future HPC “High Productivity” Runtime/Execution
Environment? o

= Workflows

] TaSk|ng “@
= Machine Learning

= Problem Setup <

= Containerc

Training set




Productivity improvement as a common M
thread in center activities

= “Focus” on productivity enhancing technologies that are
highly synergistic with other goals
= Workflows
" Programming Models/Environments
= Machine Learning
= Component-based Approaches

= Tell us how your center will leverage research in these areas
will have a big positive impact on PRODUCTIVITY.




Questions? B




Code-and-Fix Development Approach

Percent Visible Progress
Etiort (Writing code,
computing results)
Planning
0 % p
Adapted from Software Project Early Effort
Survival Guide, Steve McConnell Profile

Recoding and Porting

to new Platforms

/

Time

\
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Midlife Effort
Profile

Endlife Effort
Profile
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Simple Planned Development Approach =N

(o)
100 % Recoding and Porting

to new Platforms

\
—
Visible Progregs
(Writing codg,
Percent )
Effort computing|results)
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0% " Time \ ~
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Profile Profile Profile




