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Outline

Theme: adapting a Hierarchical Hybrid Grid (HHG) 
approach to a user community & code traditionally 
focused on fully unstructured finite elements & AMG

 Math & Computer Science Challenges

• fully assembled matrices  regional oriented matrices

• supporting some unstructured regions

• interfacing with existing mature application codes

• leveraging an existing solver code framework

• data structures & performance



Motivation

• Architecture Advantages

– less memory bandwidth

– less communication

– facilitates vectorization

– eases kernel development on special hardware (e.g., GPUs)

– less indirect addressing

• Solver Algorithm Advantages

– easier to reduce fill-in (e.g., coarse nnzs within multigrid)

– algorithms applicable to structured grids have robustness 

advantages (e.g., black-box multigrid, line smoothing),

– simplified preconditioner setup



• Ice sheets

(extruded)

Albany/Felix

• MHD (regularly refined

unstructured)

Drekar

• Hypersonic flow

(block structured

with some unstructured

regions) SPARC

Partially Structured Applications





matrix dis-assembly

A =  A1 + A2

1 2user 
supplied

region matrices
• convenient for region-oriented MG code
• HPC advantages

Note: RAP = R1 A1 P1 + R1 A2 P1

• useful for some algorithms, e.g. black-box MG 

shared interface

• want regional MG to resemble MG applied to A 

• applications don’t want to supply A
k ‘s

• mathematically,  no (Ak)ij edge  interior(l) for k  l

A
k should be “good” for black box MG

Note: Some assembled data useful in smoother (e.g., diagonal for Jacobi)



convergence & dis-assembly

CG iterations for different splittings across 
test cases (material jumps & mesh stretching) 

Different a()’s D : left/right 
N : top/bottom
2 regions with interface @ x=1



software & dis-assembly

– Use Trilinos overlapping Schwarz-like capabilities + splitting of 

“overlapped” rows to create region matrices 

• leverage Trilinos import/export

• lots of care required

• some complex configurations not allowed

e.g., processors that only own a “piece” of a region cannot  

own multiple regions or multiple region pieces

• region operators explicitly defined within hierarchy while 

composite residual can be implicitly computed

– Users supply

• list of region ids for all region pieces that a processor owns

• a list of region ids that share each composite dof

• function region(compID,region) that defines local region 

id of each composite id





Structured/Unstructured MG combination

AMG (smoothed aggregation)

Black-box MG with 3x 
coarsening







Concluding Remarks

HHG for pre-existing unstructured finite elements software

• Algorithms & Software on-going 

– interface with existing solvers & apps

– allow for some unstructured regions

– allow for some block structured meshes

– matrix dis-assembly requires some care

– minimize application re-factoring

Structured algorithms advantages: line smoothers on anisotropic cases

Lots to do …

– Still working on general Trilinos implementation

– Performance & data structures

– Thinking about conforming issues & block structured grids

…


