SAND2014- 15255PE

- “p |v
. e

IT services in the cloud

JEFF ASHWORTH
PROGRAM DIRECTOR

A
250



m NLIT SUMMIT 2014

Operational Challenges

= Multiple suppliers and staff

= Disparate operational approaches

= Minimal SLAs and no penalties or incentives

= Different Data capture methods and processes

= Over 10,000+ tickets/incidents/service requests per month

= Contract requirements — SLAs began at transition

— Kemtah'’s accountability for all of the SLA metrics will begin at the completion of the first full
time period. (Month, Quarter of year) of the contract.
Monthly Accountability: Starts May 2013, reported at the beginning of June, 2013
Quarterly Accountability: Starts July 2013, reported at the beginning of October 2013
Annual Accountability: Starts October 2013, reported at the beginning of October 2014 (to |
align with the fiscal year)

= Multiple processes in place for operations and service delivery
= Continual service improvement
= New contract structure and organizational structure |
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Service Level Agreements and the Expected Service Levels

(a sample from the 43 SLAs)

Period 2
Adjusted

Period 1
Expxected Expected Service
Service Level Level

Service Level Description

Customer Satisfaction / Service:
Monthly percentage of surveys (aggregated results) with
a 4 or 5 ranking out of 5 point scale.

ervices in the eloud

2 Gen:&;l].f;r:?mance CCHD average speed to answer 80.0% 82.0%
6
i e CCHD average talk time §5.0% 86.5%
7 indicator . . q
1) Critical performance First Line Resolution:
SR CCHD calls completed 90.0% 91.0% hi  ticket originated
3 indicator Monthly Percentage of ticket originated AND
B ool petmng CCHD locator calls completed 90.0% 91.0% resolved at Service Desk (CCHD).
9 indicator
4 Cnt]_c a].perfor'ma.uce Remote closure rate 76.0% 77.7%
10 indicator A
1) Lottt Customer Satisfaction 90.0% 91.0% /
11 performance indicator
=) Rey peetirmance CCHD First Line Resolution 58.0% 567%
i indicator
Incident & Service Request Cycle Time:
D Cuitieal Incident Cycle Time 55.0% 50.50 Quarterly cycle time improvement for both
performance indicator * A q A
18 Incidents and Service Requests; based on Time
i — to Restore.
e Service Request Cycle Time 55.0% 50.5% ™
27 performance indicator
8} Crltoni 30 day Incident Backlog 95.0% 95.5%
performance indicator
31 . .
30 Day Incident & Service Request Backlog:
1) Critical Monthly percentage of resolved Incidents or Service
indi S0daysexvice Request Backlog 95.0% 95.5% Requests that were open 30 calendar days or less
performance indicator S~ q p ys or less.
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Meeting the Challenges...
An ITIL Approach...The Kemtah Way

First Line Resolution

Customer
Service

Backlog Management

CES . the cloud _ KEMTAH
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Meeting the Challenges...
The Right Data, at the Right Time, in the Right Place

= Key Success Factors:
— Reliable data for a period of time
— A scalable data delivery method able to monitor managed services in near real time.
— A robust and scalable for Dashboards, Trending, and Data Mining

= The data from the dashboard provides:
— analytics for measuring performance against the Service Level Agreements.
— Internal metrics used to identify trends and forecasts to manage our technical services.
— Insight into operational innovation for service and quality improvements.

= The process:
1. Operations data is gathered via ITSM, Avaya ACD, and Analytics

2. Datais normalized in a centralized database

3. Dashboard displays data and provides data manipulation

4. Analysis, monitoring, and reporting are conducted from the dashboard

KEMTAH
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Meeting the Challenges...
The Kemtah Structure, People, and Collaboration
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Technology & Tools

Service Quality & Performance
(CSlI, SLM, PbM)
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Meeting the Challenges...
Creation and Evolution of the Dashboard

ITSM AVAYA
Ticket Call

= Incident Creation via ITSM

= Evolution of the Dashboard

W Dal::a — Data exported from ITSM into Excel (outgrew Excel)
arenouse — Data migrated to Access (outgrew Access due to
functionality)
Analytics . — Data updated and stored in Data Warehouse directly
\ '} from ITSM and maintained by our DBA group

= Not just data presentation but data interaction
= Gold Standard & ITIL Driven in Data

SharePoint

Collection
— Reliable ,.
»2Y Dashboard — Accurate
" i Metrics — Thorough |
— Complete

Daily Dashboards

Operational Backlog

ices in the cloud 3
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https://sharepoint.sandia.gov/sites/sqi/DBM/SitePages/ACD.aspx
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Using the Dashboard...
Monitoring Monthly SLA’s

Service Level Agreement Matrix SLA Performance Legend e o R .
e Division Wide Overview
Date of Report: 6/2/2014 Caution
Achievement
Nov Dec lan Feb Mar Apr May
item Service Desk Target™ o1z 2013 2013 2014 2014 2014 2014 2014
1 Total Calls 6,627 5233 6367] B330] 67965] 7,420 6944 8,016
2 Calls Completed/Answered >01% o7%, 97%| 97% 5% 975 56%| 92% 92 6%|
et e w—a=w = Overall Performance Health
4 First Line Resolution >567% | Sb5w| SBA%| 627% 567%| 586%| 5a5u| B5am| 595
5 Average Speed to Answer >85% 100%)| 100% 945 os%| 1oox| 100%] 893 86%]
6 Averagz Talk Time >86.5% | 100.0% 100.0%| 8s.0%| 1000%| 1000%| 1000% 1000% 100.0%|
7 Abandon Rate 9% 3% 3% 3% 53] 3%| 4% 2% 7.4%
& Total Tickets NfA 11,672 8,692 | 8157| 10451| 9012 | 10162 | 9,606 7,022 H V4 H
9 SD Vacancies - 2 i 3 1 o 2
= |dentify SLA’s Met, Missed or
Oct Nov Dec lan Feb Mar Apr May t C t H I I
Operational Services Targstt  5o13 2013 2003 2014 2014 2014 | 2014 2014 a a a U I O n a ry eve
10 Open tickets at end of manth 1,187 1,494 B85 1,083 | 1,133 1,080 1,217 1,201
11 Tickets Closed 5311 4089 | 2670 4079| 4z200| 6116| 5044 5,157
12 |3 Tickets Assigned from SD = Se%|  6aw|  64%|  6ow|  Si%|  67% 64%|
13 Incidents Resolved | <30 days >0955% | 9B 2% 083%| 986%| 975%| 989%| 977%| 985%| 95 0%
14 | 31tos0 | »982% | 997%|  ©994% o996%| o003%| ooen| osau| oo7m 99.9%| - T d 1
15 | 51to90 | »99.1% | 99.9%| '99.7%| 99.9%| 996% '95;.?_%“ 99.9%|  100.0% re n I n g
16 Service Requests | <30days | >955% 959% 975%| o967%| o52%| oBam| 9msm| 979 97 B%|
17 Resolved | 31to60 | >98.3% 895.1%| 99.0%| 984%| OB:8%| 096%| 995%) 994% 99.6%|
18 | 51to90 | »991% 99.6%| 99.3% 99.1%| 992%| oosk| o98%| 996% 99.9%
19 Operational Services Vacancies - 3] 4 1) 1. i
.
R T B B = Forecasting
ECS Target™  op13 2013 2013 2014 20014 2014 | 2014 2014
20 Remote Resolve % >77.7% | 81.3%| 827% s4e%| 817w| sox| s23%|  7o.0%| 80.5%|
21 Customer Satisfaction (CSAT) >01% 97.7%] '97.5%| 97.3%| 97.5%| 97.8%| o974%| 984% 9B.1%
22 Mean Time to Restore-Incidents | >535% | 79.0%] 79.0% 800%) B810% B810% 790% 788%) 77.8%)
23 Mean Time to Restore-Service >505% | 70.0%] 68.0% 700%| 7io%| 750%| 7650%| 777% 57.3%| . r —
= Strat Pl g&D
e e e e T T rategic riannin ecision
em |Operational Services Terget™ 5543 2013 2013 2014 2014 2014 | 2014 2014 A
24 Incident Response | High >95 5% 100%] 100%| 100% 100%) 100%| 100%| 10086 100%,| M a kl n g
25 |Medium | >955% | 97 2% 995%| 968% 1000%| 97.6%| 981%) 992%
26 | Low =85 5% 95 5% 5 6 ] 99 53 E 5 50,43
27 Incident Resclution | High >77.5% 100.0%| 1 1100.0%|
28 | Medium | =77 5% 996%| 1000%| o995%| 1000%| 98s5%| 992%| iooom| 1000%
19 | Low 77.5% 99 8% 99.7%| ©99.8%| 99.8%| o998%| 999%| 99.9%) 99.8%
30 Service Requests | High »055% | 100.0%|notickets 100.0%| 1000%| 1000%| 1000%| 1000%|  10000%| ==
31 Response  |Medium >95.5% _ 100.0% mﬂ%_ -100.0% 965%_ 96.6%)|
32 | Low =85 5% 99.1%| 09.4%| 99.8%| 99.6%| 008%| 99.7%| 99.7% 89.3%
33 Service Requests | High >775% | 100.0%|no tickets C ] 6| 100.0%
34 Resolution  |Medium | »77.5% 97.6%] 96.2%| 0% 0.0 8%| 10 0 100.0%|
35 | Low >77.5% | 99.6% 993%| 995%| 9go8%| oosu| oo7%| 9963 99.7%|
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Using the Dashboard...

Analysis at Operational Level

: Dashboard
i Metries

Incidents Created by

service Desk

ACD: COG Volume &

Abandonment

ACD: ASA, Talk Time.

ACW

ACD: Incoming

Answered, Abandon
Locator

Daily Tickets & ACD
Metrics

ECS Backlog

Weekly Dashboards

ECS - Remote Closure
SLAM Dashboards

Monthly SLAM Sheet

Mid-Maonth Progress

Dashboard Documents

Dashboard Metnics

ECS Backlog

Current

Date Open

E Incidents
6/1/2014 1686
6/2/2014 1824
6/3/2014 1825
6/4/2014 1885
6/5/2014 1836
6/6/2014 1776
6/7/2014 1796
6/8/2014 1802
6/9/2014 1865
6/10/2014 1970
6/11/2014 1912

ices in the cloud

5/31/2014
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1900

1850

1800 4

1750 +

1700 +

1650

1600

1550 +—

1500
6/1/2014

r oI Bl
m ~

v

6/2/2014

6/3/2014 6/4/2014

Assigned Group®+

CSU1 s
CSu12

CSu123
CSu4

CSU45
CSU456
CSU78
CSU789

v

6/5/2014

Assignee+

6/6/2014

6/1/2014

Status*

6/8/2014

6/9/2014 6/10/2014 6/11/2014

| Priority®

Tech1
Tech 11
Tech3

Tech 2
Tech 4
Tech7
Tech9
Tech 17

{blank)

il High

N Medium |
|
Critical |
(blank)
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Using the Dashboard...
Analysis by Support Group

Dashboard
Metrics

i

Dashboard Metrics

ECS Backiog

Current

6/1/2014
5/31/2014

Tech 10

Operationa [ 70
Rasol Date Open
=is Incidents
perationa € 6/1/2014 66 60 _—
) 6/2/2014 59 G < g o 2
6/3/2014 57 -\/
6/4/2014 57 201
6/5/2014
6/6/2014 35 a0 }
6/7/2014
6/8/2014
6/9/2014 52 30 +
6/10/2014 54
56
R ) 6/11/2014 w0 |
A 10 +—
0 S— — - —y — —
Yaily Ticke 6/1/2014 6/2/2014 6/3/2014 6/4/2014 6/5/2014 6/6/2014 6/7/2014 6/8/2014 6/9/2014 6/10/2014  6/11/2014
etri
Jacklog Date Assigned Group®+ h 4 Assignee+ Status* Priority*
- 6/6/2014
- - (e
6/5/2014
Tech 11
ceitcl
Tech 7 (blank) High
6/2/2014
(o] T — i
- [
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Using the Dashboard...
Analysis by Technician

Dashboard Dashboard Metrics
m Metrics
Da ash ] - "
ECS Backlog
7 Current 25
r Date Open
> Incidents
g rat ':’:,- nagents 6,1/201"
i 6/2/2014 2 20 4
) 6/3/2014 16
ervice De 6/4/2014
Incidents Created b 6/5/2014 14
service Desk 5]5/mu 15
6/7/2014 14
6/8/2014 14
B 6/9/2014 13 »
) 6/10/2014 13
. 6/11/2014 13
5 -
at
0

atly Tackets & ACD 6/1/2014

>

6/6/2014
6/5/2014
6/4/2014
6/3/2014
6/2/2014
6/1/2014
5/31/2014

<

.g‘
\
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6/2/2014 6/3/2014

. Assigned Group®+

. Csu123
Csu120
CSu456
CSu789
CSUB59
CSuU769
csugio
Ccsu914

6/4/2014

X .

~

®

6/5/2014 6/6/2014

Assignee+

Tech 12

Tech1

Tech 11

ech 19

Tech3
Tech 8
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e ——— e o
6/7/2014 6/8/2014 6/9/2014 6/10/2014 6/11/2014
7EtusT B ll’riority'
Critical
Assigned High
(blank) Medium
(blank)

on

KEMTAH

Transforming IT Services



m NLIT SUMMIT 2014

The Multi-functionality of the Dashboard

Adhoc Reporting

Incident SLA Compliance

Management

Dashboard

Problem

Management Daily, Weekly & Monthly

“State of Health”

Process Improvement Forecasting &
(optimization) Trend Analysis

ices in the cloud . KEMTAH
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QUESTIONS?

THANK YOU!

IT services in the cloud

JEFF ASHWORTH
JASHWORTH@KEMTAH.COM
PROGRAM DIRECTOR

SQ&I TEAM: ANGELA CALABAZA | BILL MARTINDILL | CRYSTAL PHILLIPS



