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LDMS Overview rh) i

= Project Goals

= Deployment configuration and architecture

= Major functional components

= |mpact testing

= Deployments and data (system and application)

= Related Software In Progress




Project Goals ) ..

Monitor system resource state and utilization as a system service,
running asynchronous to applications, for both administrators and
users of High Performance Computing (HPC) systems
= Provide:

= Run-time collection of metrics of interest on time scales of interest

= Per-node resource utilization understanding

= Application profiles
= Lightweight (negligible application impact)

= ~1.5MB memory footprint

= CPU overhead is dependent on number of metrics, frequency of
collection, and communication technology

= High fidelity (~< 100Hz )
= Typically run at intervals of seconds

= Platform independent (i.e. portable across Linux OSs)
= Fedora, RHEL, SUSE, CentQOS, Mint, Ubuntu

= Support for Socket and RDMA on major network technologies
= Ethernet, Infiniband, Cray Gemini/Aries

= Simple configuration
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Deployment Configuration: Data ) e
Collection, Transport, and Storage
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LDMS Metric Set Examples 1) .

shuttle-cray.ran.sandia.gov_1/meminfo Metric sets:

= U64 160032 MemFree . _
U64 181728  Buffers (datatype, value, metricname)

" U643443332  Cached tuples
= U64 33076 SwapCached » optional per metric user
= U642987544  Active metadata e.g., component id
shuttle-cray.ran.sandia.gov_1/procstatutil API:
= U641826564  cpuO_user_raw * ldms _get set
U64 699631 cpu0_sys raw e |dms get metric

= U64 663843760 cpuO_idle_raw « Idms _get u64

u64 201018 cpuO_iowait_raw

shuttle-cray.ran.sandia.gov_1/vmstat « Same API for on-node and off-

= U64 40008 nr_free pages node transport
u64 122286 nr_interactive_anon

u64 321902 nr_active_anon
U64 465532 nr_inactive_file
U64 424986 nr_active_file



LDMS Architecture
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Metric Set Memory
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Metric Meta Data

* Generation Number
Metric Descriptor Metric Descriptor Metric Descriptor

* Name * Name * Name
* Component ID * Component ID * Component ID
* Type * Type * Type
* Offset ~--- * Offset ---~. * Offset - -+

* Metric Data & ,/'

* Meta Data Generation Number'," I,"
', *Data Generation Number _._ -~ i
'y Consistent Status  ~., e

Value Value Value




Major Functional Components and )
Features

= Collection
= Run-time loadable monitor plugins (collect data into a “metric set”)
= Run-time configurable sampling period from ~100Hz to days
= Variety of collectors draw from /proc, /sys, Im-sensors, perf-event
= Controlis at the granularity of a “metric set”
= Synchronous option enables “system view” to within clock skew
= Aggregation
= Fan-in of thousandsto 1
= Support for failover configuration
= Supports daisy-chaining
= Aggregate from collectors and/or aggregators
= Storage
= Support for: CSV, flatfile, MySQL, custom
= CSV header can be first line of output or separate file
= Support for derived metrics in “store_derived_csv” plugin
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Additional Recent Feature Adds ) e,

= Separate connection thread pool
= Authentication
= |B sampler supports 64 bit counters

= Template for multi-source samplers (e.g.
cray_system_sampler)

= Support Cray’s gpcdr kernel module for both Gemini and Aries
network performance counters
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Current Monitor Plugins

= /proc
= meminfo, vmstat, net/dev/stat, interrupts, nfs
= kgnilnd (Cray specific)
= Lustre
= cray_system_sampler (Cray specific supports XE, XK, XC)
= Gemini/Aries Tile and NIC counters w/ link aggregation
= Lustre llite counters
= Avariety of metrics from other sources
= perf _event

= Generic interface for acquisition of hardware counters e.g., data cache misses,
instruction cache misses, hyper-transport bandwidth

= rsyslog (Cray specific)
= SEDC (RAS) and ALPSdata

= |msensors (/sySs)
= Temperatures, fan speeds, voltages

= |B traffic counters (/sys)



IMPACT TESTING
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Synchronous Collection

Synchronized sampling
Enables a coherent
system snapshot

across all nodes:

Clock skew not

accounted for

Variance in collection
timestamps ~ 4ms
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CHAMA DAT ) &=,

Goal: Quantify LDMS impact on application performance on
TLCC2 System

= 7 metric sets: lustre_llite, procstatutil, procmeminfo,
procnetdev, procnfs, vmstat, sysclassib

= 3 major SNL apps sensitive to network and node noise, some
include 1/0

= PSNAP




No Discernable Application Impact

Chama Application Runtime Averages
(observed range as error bars)
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NCSA’s Blue Waters DST
(Large Scale Capability)

Goal: Quantify LDMS impact on application
performance

* 1 metric set: cray_system_sampler

* 3 apps sensitive to network and node noise
 PSNAP

: . _ Sandia
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Blue Waters Configuration

* All metric sets identical independent of
node

. Samplers Aggregators Store
194 metrics (27648) (4)
¢ Sample period RDMA Read

* 60 seconds (normal)
* 1second (high)

* Each aggregator primary for 6912 nodes
*  Pull model using RDMA read

* Each aggregator secondary for 6912 nodes
*  RDMA connection established

* In event of failover aggregator collects
from 13824 nodes

* Datais pushed to store (MySQL database)
using syslog-ng

* One day data set for 60 second collection
period contains ~40 million data points per
metric and 7.7 billion data points overall

. 9000
BLUE WATERS @ Natorel

SUSTAINED PETASCALE COMPUTING I.aboratories



Impact Testing: Applications

IMB AllReduce 2744 nodes 65856 tasks 64 bytes 20 samples with 1 sec collection
or 10000 iterations

* |Intel MPI Benchmark
— No correlation of

performance with -
samplin —_ e
pling IR N
 MILC || Me—— IR
— 2774 node run 50 e e wwe we
steps

~ > phases + Step time |l el el el

— No statistically 520e3 5.21e-3 5.20e-3 5.20e-3 5.19-3
significant impact m500e3 5.20e-3 5.00e-3 5.0le-3 5.00e-3

m 5.43e-3 5.44e-3 5.44e-3 5.45e-3 5.4le-3
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Impact Testing: Applications

* SNL MiniGhost “

— Instrumented for runtime,

Repl 98.5 92.3
communication time, time  gep 95.3 90.2
which includes the barrier  Rep3 91.8 90.8

— 8192 nodes, 3 reps

— No statistically significant
iImpact
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Impact Testing: Benchmarks

*  PSNAP

No sampling (red)
1 sec sampling (blue)

60/16M points shifted by
sampling time of ~450 usec

Effect on application bounded by
synchronized sampling

e Cray’s LinkTest

10,000 iterations of 8kB
messages.

The no sampling result is 1.74278
ms/packet

Sampling result is 20 ns shorter
No significant impact
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SNL CAPACITY DEPLOYMENT




Chama: 1232 node TLCC2 cluster (SNL)
Glory: 288 node TLCC1 cluster (SNL)

analysis and
post-processing
tools

Aries
Chama-rpsl
Chama-rps7 '
Chama-rps8 Glory121
RDMA over IB Glory145
ldmsd
Chama Compute Nodes Glory Compute Nodes
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Chama: Memory Use Across All Jobs

(30 Days)

= Green represents jobs with greater than or equal to 32 nodes
= Blue (error bars) shows high water mark while green and red
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Chama System Maps: IB Bandwidth

Bytes/sec Transmitted over 20 sec interval (% of Theoretical Max) Bytes/sec Received over 20 sec interval (% of Theoretical Max)
18 18
1200 1200
. A 16 16
1000 14 1000 14
12 12
800 800
10 10
o o
[«] [«]
© ©
2 600 Z 600
8 8
L 16 -1 6
400 e 400
-4 4 -4 4
200 200
L2 -2
0 — 0 0 — 0
06‘{{9 KA 99({\7\7 06‘{{9 7 99({{\7
0 0 %0 0 0 0085 6% XN AENENEN 0 0 % o B XN AENENEN
Time (min) Time (min)

= |B Transmits and Receives over 24 hours
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Chama System Maps: Lustre

Lustre: Bytes read over 20 sec interval Lustre: Bytes written over 20 sec interval
1400 1400
o A Sy 1e+10 3 £ s le+10
1200 |} . ‘ H 1200 [ ﬁ“ [ B I\
S U R S S S S | B e e T S A |
I . i Iuiu]wlum] PLT L T I” 1!Iulu i II‘H‘ ;II\HH
[ i :::::[: - i | ! ot \I i H : it
o 1 i IR TR ERARARA N R .
1000 ::l: : . 1e+08 1000 RIS W W TRV bl . 1e+08
i : m |
.o | g .w
I {M ‘ = A , ‘ ‘ i me
|\| ’\IHIH I Hv ‘Hl\”ll/l \I” HW H
800 il - e \ 800
k=] 1e+06 k=l 1e+06
E 3]
© 'g | [
S = N e
AT O T W
600 ey IO LTI AT
(AR 3 A
(V0RO e
- - 10000 LTI 0T ==+ 10000
. 0 O
0 OO0
400 NN ST St
A T
{100 A 0
(A R O
. \IIIIIIIIHIII IIII|IIIIIII\|II|\IIHIIIHIII\IIIIIIIIII
§ - 7 100 ; -~ - 100
‘ 200 ]
S lllllllllllllulllllﬂlll'l“llllll!llllllllllull
! o s Gl 8520l ‘77 !
O % X 0 0 0 % % %% 0 % % 0 8 2 eoo Q@""oj"d‘j"bj"?&;"% O % %% % %% %0 % % % % <0 0 % % e %, <’ "o 8,5,
Time (min) Time (min)



Application Insights




Active kB

Application Profile: Gaussian 0.
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Active kB

Application Profile: LAMMPS

5600959: 2014-01-28 08:57:57 - 2014-02-01 08:58:01 (Max Available Memory: 6.58e+7)
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Rea d 6066389: 2014-03-04 16:30:21 - 2014-03-04 16:49:08
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Lustre: bytes written (1 sec window)
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Percent Active Memory Used
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Lustre Opens/Closes

snx11001: Opens over 1 min interval snx11001: Closes over 1 min interval
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HSN Output Stalls (X)

X+ Gemini Link Credit Stalls (%) X- Gemini Link Credit Stalls (%)
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Mesh Topology Representation
X+ Animation: 4 hrs @ 1059
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Related Software In Progress




Sandia
|I1 National _
Laboratories

Baler

= Parallel log file analysis

= Automated pattern discovery and grouping

= Discovers similarities and bundles log messages for human interaction
and automated correlation

= Text search enables discovery of text strings of interest

= Visualization enables discovery of patterns of interest
= Global pattern_id

= Meta-clustering

= Web GUI
= Association rule mining for combined log and binned metric data




Sandia
|I1 National
Laboratories

Baler

= Converts log message to patterns for data reduction and
event analysis

= Discovers patterns in messages (* = variable data)

B-<node_health:4.0> APID:*(xtnhc): FAILURES: - The-following: tests-have- failed-in-+ mode:
~<node_health:4.0>-APID:*(xtnhc)- FAILURES: The-following tests-have-failed-in-normal- mode:
--<node_health:4.0>-APID:28751 (xtnhc) FAILURES: The:following tests-havefailed-in-suspect: mode:
w-<node_health:4.0>-APID:*-(xtnhc)-FAILURES:-End-of-list-of *-failed-test(s)
w-<node_health:4.0>-APID:*-(xtnhc)-FAILURES:-(Admindown)-Application Exited Check:
=-<node_health:4.0=>-APID:*(xtcheckhealth)-WARNING:-Set-node-*-(*)-to-* because-the-node-failed-a-health-test.
-<node_health:4.0>-APID:*(xtcheckhealth) WARNING:-Set-node-* (¥)-to-suspect- because-the node-failed-a-health-test.

E----«:r1c:de_health:«ﬂr.EJ:=-ﬁ.F’|D:EB?E:I-(:'(tche::khreaIth}-‘-‘u‘ARI‘dIr\JG:-E,Et-nt::t:ita-='=-(*"]-tt:-ar:imind{:'u'.rn-t::ecause-thta-nc:t:ita-l‘ailtad-a-health-test.
mmancm1anm 1 21 mfailadmMmnna 22 Sk m T 22 Skl e 22 Sk s 722 Shil el 22 5 hTirnina fnataan

= Chama:
= 1200 Nodes
= 3 months of logs = 81 million lines

= 35 min processing time
= 60K unique 1%t level patterns; few thousand higher level patterns



Baler (cont’d): Query tools and Plots -
= bquery—s store -t PTN
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Sandia

Web GUI Support ) .

= Web GUI support for data browsing by both admins and users

= Raw data with appropriate processing (e.g. differences for counter
data)

= Utilize Slurm/Moab logs to present job centric views
= Time series graphs

= Component layout

= Statistics (e.g. min, max, mean, std dev)

= Job, node list, cluster




Questions?




Current Analysis and Post Processing
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Post-Job Stats and Plots

Interactive Web
Interface:

System Layout and
Time Series
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