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Abstract—This paper presents a methodology for a small-signal 
stability analysis of large-scale power systems in response to vari-
ability of offshore wind power plants. This study considers the vari-
ability of wind power as the source of disturbance introduced to the 
system. To accomplish this goal, a singular value decomposition-
total least squares extended Prony analysis is used to assess the 
small-signal voltage stability. In addition, a swing-based frequency 
response metric is used to assess the small-signal frequency stabil-
ity. The case study here considers the integration of a 1000-MW off-
shore wind power plant, operating in Lake Erie, into the FirstEn-
ergy/PJM service territory. This study uses a realistic model of 
the 63 000-bus test system that represents the U.S. Eastern Inter-
connection. The results verify the utility and practicality of this 
methodology for the integration studies of offshore wind power 
plants. 

Index Terms—Frequency response, offshore wind integration, 
power systems stability, small-signal stability, voltage stability. 

I. INTRODUCTION 

SMALL-signal stability analysis of power systems addresses 
the dynamic behavior of such systems following small dis-

turbances and assesses their capability to damp out the oscilla-
tions caused by disturbance [1]. A disturbance can include an 
expected or unexpected change in the level of power generation 
or consumption. In small-signal stability analysis, it is assumed 
that no contingency occurs and all of the grid’s components are 
in normal operation. 

Future power systems will be associated with a greater de-
gree of volatility and complexity because of the involvement of 
renewable power generation sources and highly dynamic loads 
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that will result in an overall change in the operating paradigm 
of power networks. Therefore, it is essential to develop relevant 
computational and analytical tools that are scalable and can be 
used to ensure the stability and operational security of electrical 
energy delivery in future systems [2]. The main objective of this 
paper is to tackle this problem. 

The contribution of this paper is to introduce a comprehen-
sive methodology for the assessment of small-signal stability of 
large-scale power systems in response to the variability of wind 
power generation as the disturbance to the system. This includes 
the areas of voltage stability analysis and frequency response. 
In practice, wind power usually changes with a moderate ramp. 
However, in severe cases, sudden changes as a result of wind 
gusts can force a sudden shutdown of the entire wind power 
plant or a part of it for safety reasons. Recently, wind gusts 
of up to 85 m/h forced dozens of wind turbines to shut down 
across the United Kingdom [3]. In this study, the disturbance to 
the system is modeled as an abrupt change in the level of wind 
power generation. Although, this study specifcally addresses 
the offshore wind power plants, this methodology is generic 
and, therefore, practical for the planning and integration studies 
of renewable power plants of any form. 

Voltage stability is a dynamic problem that can lead to voltage 
collapse if mismanaged [4]. For this class of stability analysis, 
modal analysis is often used to identify the full list of critical 
modes of the system including eigenvalue analysis [5]–[7]. The 
accuracy of modal analysis depends upon the accuracy of the 
system’s model. Nonetheless, a detailed modeling of each of the 
system’s components may result in a very large system matrix 
such that its eigenvalue decomposition can be time-consuming 
if at all possible. Thus, the eigenvalue analysis is not suitable 
for real-time power system analysis. Comparatively, Prony 
method is a very powerful technique for power system studies 
because it is able to monitor the linear behaviors of a nonlinear 
system that emerge from small-signal disturbances [8]–[11]. 
The frst contribution of this work is to exploit singular value 
decomposition-total least squares (SVD-TLS) Extended Prony 
method to assess voltage stability directly from the time-domain 
voltage signals with a focus on the electromechanical modes. 
The SVD-TLS Extended Prony analysis does not require 
building power system models for performing linearization and 
implementing eigenvalue decomposition, which signifcantly 
reduces the workload and computational time. 
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Frequency response is defned as the ability of power system 
to adequately manage its frequency regulation immediately af-
ter a disturbance takes place [12]. The frequency response of a 
power system is strongly dependent on the mechanical inertia 
of the generators and depends on the rotational kinetic energy 
that they can absorb and release [13]. With high penetrations 
of renewable energy units (solar panels and wind turbines), 
the calculation and computation of system inertia can be very 
complicated, and this has raised concerns about the frequency 
response of large-scale interconnected power systems. The sec-
ond contribution of this work is to use a swing-based frequency 
response metric to assess small-signal frequency response of 
the system. The metric uses the peak-to-peak value of the fre-
quency swing in time domain with respect to the amplitude of 
the disturbance. 

This methodology is practical for transmission system 
planning studies for the integration of wind power plants into 
utility service areas. It offers a great utility and effciency 
considering that it is 1) easy to implement on existing practical 
network models, 2) practical and useful with available power 
system simulation packages, 3) inherently including the effects 
of discontinuous system elements (such as controller limits or 
saturation effects), and 4) more computationally effcient than 
conventional analytical tools that have limited applicability to 
large and complex power systems. 

The case study used in this research involves the integration 
of a 1000 MW offshore wind power plant operating in Lake 
Erie into the FirstEnergy/PJM service territory. A simulation 
model of the U.S. Eastern Interconnection is used as the test 
system, 63k-bus test system. This model is constructed in GE 
PSLF software package based on a previous work for the East-
ern Frequency Response Study [15]. The previous databases are 
modifed slightly from the Eastern Frequency Response Study 
[16] model based on recent changes to the available generation in 
the FirstEnergy system. Potential geographical locations of off-
shore plants and points of interconnection (POIs) are identifed 
based on estimation of wind availability by the U.S. Department 
of Energy’s National Renewable Energy Lab (NREL) [14]. Ac-
cordingly, relevant feasible integration scenarios are developed. 
The wind turbines are modeled as GE 3.6-MW commercial wind 
machines [17]. 

II. METHODOLOGY 

Power systems are complex nonlinear dynamical systems that 
are meant to operate at a stable equilibrium or near it. However, 
following an external disturbance, the state of the system may 
change and tends toward an unstable equilibrium. Small-signal 
stability analysis tends to understand the behavior of the system 
around an equilibrium point and determine whether or not it is 
locally stable. 

Following section describes a methodology for small-signal 
stability analysis associated with the integration of offshore 
wind power plants into large-scale power systems. 

A. Voltage Stability 

Voltage stability is a dynamic problem that can be exacerbated 
by the control actions of the generators, load dynamics, and 

IEEE SYSTEMS JOURNAL 

on-load tap-changers and can lead to voltage collapse [4]. For 
small-signal voltage stability analysis, modal analysis is often 
used [5]–[7] . This approach relies on linearized dynamic models 
of individual electrical components of the system and is often 
impractical for large-scale interconnected power systems. For 
instance, the U.S. Eastern Interconnection model consists of 
approximately 63 000 buses. Roughly more than 20 000 of 
these buses are equipped with dynamic devices. Depending on 
the model, the number of state variables can range from 2 to 
10 for any given device. In total, the overall number of state 
variables ranges from 40 000 to 200 000. 

An alternative approach is the Prony analysis. The Prony 
method is a useful tool in studying system stability and dynam-
ics because it identifes the amplitude, frequency, damping, and 
phase parameters of the system modes directly from the time-
domain response data [9]. The Prony method models a measured 
data sequence as a linear combination of complex exponentials 
with damping [18]. The procedures can be summarized into 
three steps: 1) solve a set of linear prediction equations to ob-
tain the coeffcients that are used to form a linear prediction 
error polynomial; 2) obtain the frequency and damping esti-
mates from the roots of the linear prediction error polynomial; 
and 3) compute the amplitude and phase estimates from the 
residues obtained by solving a Vandermonde problem. 

This paper borrows the SVD-TLS Extended Prony method 
[19], [20] and exploits it to identify the dominant voltage modes 
directly from the voltage measurement signals. This method es-
timates the number of modes by either the effective rank [21] 
or the signal-to-noise ratio (SNR) criterion [8]. The advantage 
of the effective rank is that once it is correctly determined, the 
Prony algorithm only needs to be performed once to give the 
estimation. However, in the cases in which the energy of some 
modes are much smaller than others, the frst a few largest sin-
gular values, which correspond to modes with large energy, are 
much larger than the rest of the singular values. Such that when 
the criterion is satisfed, the effective rank would be less than the 
actual number of modes and this results in inaccurate parame-
ter estimation. The SNR criterion requires repetition of Prony 
analysis in each iteration starting from order 1 until the criterion 
is met. When the number of modes contained in the signal is 
large, the steps of Prony analysis would be repeated for a large 
amount of times, which increases the computational effort and 
time. Both criteria have been combined in the method used in 
this paper to fnd the estimated order. First, the effective rank cri-
terion is used to fnd the initial order. Then, the order is updated 
until the SNR constraint is satisfed. Thereby, an appropriate 
estimated order can be obtained with less computational effort. 

To examine the application of this method, a 3-machine, 9-bus 
test case [22], shown in Fig. 1, is used as a proof of concept. This 
test model is a benchmark model for the analysis and control 
of small-signal dynamics in power systems, and represents an 
approximation of the Western Electricity Coordinating Council. 
The disturbance examined in this case is a 40% increase of load 
connected to bus 5, from 90 to 125 MW. The results from modal 
analysis of this system are shown in Table I. 

After modal analysis, the Prony analysis was applied to the 
voltage time-series signals to determine the dominant voltage 
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TABLE II 
RESULTS OF THE PRONY ANALYSIS ON VOLTAGE SIGNALS 

FROM THE TEST SYSTEM 

Fig. 1. One-line diagram of the WECC 9-bus test system [23]. 

TABLE I 
EIGENVALUES OF TEST SYSTEM 

modes, magnitude, and damping ratio. The results are shown in 
Table II. 

The Prony analysis yields that the dominant frequencies of 
the voltage modes are 1.3 and 0.1 Hz with damping ratios of 
approximately 0.05 and 0.43, respectively, as shown in Table II. 
These modes are consistent for all voltage signals, whereas the 
amplitude of the modes varies for each signal as they are depen-
dent on the network topology. The modes identifed by the Prony 
analysis are identical to those identifed by the modal analysis, 
shown in Table I. As the load changes at bus 5, it triggers a 
set of changes in the dynamics of the machines that are con-
nected to both ends of the lines (knowing that the small-signal 
disturbances are local events and trigger local responds). As a 
result, the dominant modes related to machine 1 and machine 
2 are excited. It should be noted that the other modes, which 
are determined by the modal analysis but do not appear in the 
voltage measurements and, subsequently, are not identifed by 
the Prony analysis, may appear in other state variables, for ex-
ample, in rotor angle oscillation modes. Those modes do not 
have direct contributions to the voltage modal analysis. 

The analysis on the test system demonstrated the applica-
tion and accuracy of the SVD-TLS Extended Prony method for 

the identifcation of voltage modes directly for the time-series 
voltage signals following a small disturbance. This fnding is 
helpful for small-signal voltage stability analysis of large-scale 
power systems for which the modal analysis approach may be 
too computationally intensive or simply not possible to use. 

B. Frequency Response 

Frequency inertial response, often called by Frequency Re-
sponse, refers to the response of the system to frequency changes 
without changing the governor’s reference values. The time 
frame of this stage of frequency control is within the frst few 
seconds following a disturbance [1]. 

The frequency dynamics of a multi-machine power system 
with m generators following a small disturbance could be ex-
pressed by 

Δfs 

ΔPdist  
≈ 

fs �m 
i=1  Hi · Sni 

(1) 

where fs is the area synchronous frequency, Pdist is the distur-
bance power, and Hi and Sni 

correspond to the inertia constant 
and nominal rated power of the ith generator. On one hand, 
according to (1), the frequency response of a system is highly 
dependent on the inertia of the system. On the other hand, the re-
newable energy systems such as solar panels and wind turbines 
are interconnected to the power systems through power elec-
tronic interfaces that are fully isolated or partially isolated from 
the system and, therefore, their inertia contribution is very lim-
ited or nonexistent [12]. Therefore, the integration of renewable 
energy systems can affect the system’s frequency response. 

The power industry uses frequency response metrics [15], 
[24], [25] to assess the frequency-related performance of an in-
terconnected system in terms of MW/0.1 Hz [26]. These metrics 
relate the amount of lost generation to the resulting frequency 
drop in the system and use a variety of indicators such as the 
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TABLE III 
SUMMARY OF FREQUENCY RESPONSE FOR THE EASTERN INTERCONNECTION 

Fig. 2. Sample frequency profles following wind intermittency. (a) Wind 
drop. (b) Wind rise. 

nadir and settling frequency values with respect to the level 
of generation loss. Nonetheless, these metrics are incapable of 
fully capturing the dynamics of the system’s frequency follow-
ing local perturbations during which frequency overshoots may 
occur [27]. 

This paper assesses the frequency response of power sys-
tems as a result of the variability of offshore wind power plants. 
This include rise and drop of power generation that can re-
sult in frequency oscillations depending on the magnitude of 
wind intermittency. Specifcally, this paper considers a peak-
to-peak value-based frequency response metric for small-signal 
frequency response assessment. This metric quantifes the per-
formance of power systems in response to disturbances intro-
duced by intermittency of offshore wind power plants. Given 
a change in the level of wind power generation, the balance 
between generation and consumption in the system is disrupted 
and, hence, the frequency begins to fuctuate. This metric relies 
on quantifying the frequency swings that follow the disturbance, 
specifcally the peak-to-peak frequency range as shown in Fig. 2. 

As shown in Fig. 2, the area frequency inherently declines 
following a drop in wind power generation, while it rises fol-
lowing an ascent in wind power generation. Hence, the primary 
frequency response index (PFRI) is defned by 

Change in Wind Power Generation (MW ) 
PFRI = . (2) 

Frequency Swing Level (0.1Hz) 

The greater ability of the system to withstand changes in the 
level of wind power generation results in a smaller magnitude 
of observed frequency oscillations. Hence, the greater the value 
of PFRI, the stronger the frequency response of the system. 

To examine the reliability and accuracy of this index for fre-
quency response assessment of power systems, the PFRI value 
for the U.S. Eastern Interconnection is compared with the results 
from three other frequency response studies, which analyzed the 
same benchmark and were carried out by the U.S. Department 
of Energy’s national laboratories: 1) the Lawrence Berkeley Lab 
(LBL) frequency response study in 2010 [25], 2) the GE and 
NREL frequency response study in 2013 [16], and 3) the Oak 
Ridge National Laboratory (ONL) frequency response study in 
2015 [28]. The frequency response in this study is measured fol-
lowing the disconnection of a single 1000 MW unit generation 

unit in the FirstEnergy power area. The results are presented in 
Table III. 

Following the loss of a 1000 MW unit, the area frequency 
holds a peak value of 60.00 Hz with a nadir of 59.956 Hz, yield-
ing a 0.044 Hz peak-to-peak value and, subsequently, the PFRI 
value of 2272. Accordingly, the quantifcation of the Eastern 
Interconnection’s response using the PFRI is consistent with 
fndings from the other studies as presented in Table III. This 
suggests that the PFRI is a reliable measure for the assessment 
of frequency response in power systems. 

III. CASE STUDY 

The case study used in this paper considers the integration of 
a 1000 MW of offshore wind power plant in Lake Erie into the 
FirstEnergy/PJM transmission system. This section describes 
the details of the case study and the computational implementa-
tion of the small-signal stability methods proposed in this paper. 

A. FirstEnergy/PJM Power System 

In this study, a realistic computer model of the PJM power sys-
tem is used. The PJM is a regional transmission operator in the 
Midwestern United States. It is part of the Eastern Interconnec-
tion and operates an electric transmission system. FirstEnergy is 
a regional utility company, based in Akron, OH, USA, within a 
geographical subregion of PJM and serves 6 million customers 
in Ohio, Pennsylvania, West Virginia, Virginia, Maryland, New 
Jersey, and New York. 

B. Wind Power Integration Scenario Development 

The estimated geographic distribution of available wind 
power over the surface of Lake Erie was provided by the NREL 
and based on these estimates, the candidate POIs were identi-
fed in the FirstEnergy transmission system. Accordingly, three 
scenarios for the integration of a total of 1000 MW of offshore 
wind generation, subject to compatibility with the extant grid 
infrastructure, were developed. 

1) Interconnecting a total of 1000 MW of offshore wind 
generation at a single POI: 205-located at the Perry 345 kV 
substation, referred to as EC01. 

2) Interconnecting a total of 1000 MW of offshore wind 
generation through the aggregate of fve 200-MW con-
nections at POIs across the lakeshore: 205-located at the 
Perry 345 kV substation, 214-located at the Ashtabula 
138 kV substation, 225-located at the East Lake 345 kV 
substation, 234-located at the Lake shore 138 kV substa-
tion, and 245-located at the Avon Lake 345 kV substation, 
referred to as EC02. 
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Fig. 3. Map of locations of the planned 1000 MW offshore wind power plant 
and candidate POIs. 

3) Interconnecting a total of 1000 MW of offshore wind 
generation through the aggregate of two 500-MW con-
nections at two POIs across the lakeshore: 234-located at 
the Lake shore 138 kV substation and 245-located at the 
Avon Lake 345 kV substation, referred to as EC03. 

Fig. 3 shows the geographical locations of the POIs. 

C. Offshore Wind Power Plant Model Development and 
Computer Modeling 

For computational purposes, the 1000-MW offshore wind 
power plant is treated as a group of generators that are aggre-
gated through a 34.5-kV collector system. Consequently, the 
outputs of each of these groups of generators are aggregated in 
an offshore collector system connected to a PV  bus through 
medium voltage ac export cables. The wind turbine model pa-
rameters used in this study are based on a Type 3 GE 3.6-MW 
offshore wind turbine [17]. The parameters of the export ca-
bles that transmit the offshore power to onshore substations 
are designed and modeled based on the data from the ABB on 
commercial offshore cables [29]. 

Static VAR compensators (SVC) with signifcant compen-
sation capacity were inserted at the POIs in the computer 
model. The levels of reactive power generated/consumed by 
the SVCs were monitored during simulation to determine the 
capacity of the compensation devices required for providing 
ancillary services to the grid. The dynamic models used to rep-
resent these devices are simple Static VAR devices, VWSCC 
in GE’s PSLF model library [30]. The analysis considered a 
maximum/minimum SVC rating of ±500 MVar. 

More information about these models is available in GE’s 
PSLF documentation [30]. 

D. Generation Dispatch Scenarios and Load Assumptions 

The main objective of this particular case study is to study 
the stability-related impacts of the integration of 1000 MW 
of offshore wind power generation into the FirstEnergy/PJM 
transmission system. To this end, the winter 2013 load data 

from the Eastern Interconnection were modeled in PSLF. The 
model contains 63 608 system buses and 8356 generators, with a 
total of 894 772 MW and 411 288 MVar of installed generation 
capacity to serve a load of 302 086 MW and 75 596 MVar. 

Operational scenarios were developed to consider the impacts 
of the decommissioning of Perry, a 1200-MW power plant in 
the area, upon the integration of the offshore wind power plant. 
Subject to the operating status of Perry, generation units in the 
area were redispatched to maintain the balance between genera-
tion and consumption for each of the developed interconnection 
and operational scenarios. 

E. Computer Implementation 

The computer simulation was carried out using GE’s PSLF 
Version 18.1 01 80 K, DYTOOLS simulation tool. Accordingly, 
four cases for each of the interconnections (EC01, EC02, and 
EC03) were developed. 

1) Case 1: Perry online, SVC offine. 
2) Case 2: Perry online, SVC online. 
3) Case 3: Perry offine, SVC offine. 
4) Case 4: Perry offine, SVC online. 
After loading the steady-state models, generation dispatch, 

and load data, the wind models were initiated. The dynamic 
models of the system were then loaded, including detailed rep-
resentations of generators and their control systems, stabilizers, 
governors, dynamic loads, and other dynamic components of 
the grid. 

The main objective of this paper is to conduct a small-signal 
stability analysis for a large-scale power system in response to 
the variability of an offshore wind power plant. Therefore, step 
changes in power generation by the offshore wind power plant 
were introduced into the system. The sizes of the disturbances 
were determined to be consistent with the expected changes in 
wind power, estimated by the NREL: ±360, ±140, ±75, ±40, 
and ±30 MW. This estimation provided the necessary basis for 
choosing the pre-disturbance operating points for the offshore 
wind power plant to cover a realistic spectrum of possible in-
termittency scenarios with respect to the 1000 MW capacity. 
Hence, the offshore wind power plant was studied for multi-
ple pre-disturbance operating points of the wind power plant, 
including 1000, 800, 600, and 400 MW. 

The simulations were initiated for the frst 5 s to settle startup 
transients. Then, the wind intermittency event took place at the 
ffth s and the dynamic simulations covered 20 s following the 
event (total of 25 s dynamic simulation for each event). This time 
period was suffcient to capture the dynamics of the system. 

Finally, the SVD-TLS Extended Prony analysis was applied 
to the recorded voltage signals to extract additional information 
on the voltage modes. The frequency signals were also analyzed 
in time-domain using the PFRI metric for each of the cases 
studied. 

IV. RESULTS AND DISCUSSION 

This section presents the results from this study. First, the 
results from voltage stability analysis are provided. Then, the 
results from frequency response assessment follow. 
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TABLE IV 
SUMMARY OF VOLTAGE MODES FOLLOWING WIND POWER PLANT VARIABILITY 

Note – The numbers shown in this table indicate the number of modes identifed for each case 

A. Voltage Stability 

In the previous section, the utility and accuracy of the SVD-
TLS Extended Prony for identifcation of voltage modes from 
time-series voltage signals was established. In this section, this 
tool is used for small-signal voltage stability analysis of the 
FirstEnergy/PJM system following the variability of a 1000 MW 
offshore wind power plant. Due to page limitations, the detailed 
information of the identifed voltage modes are not shown. In-
stead, Table IV summarizes the voltage modes for all levels of 
pre-disturbance wind power and magnitudes of intermittency. 
The modes with magnitudes less than 1 × 10−3 are neglected. 

The results shown in Table IV reveal that the most signif-
cant numbers of voltage modes appear in Case 1 and Case 2 of 
the EC01 interconnection scenario, with the Perry online and a 
single interconnection at the Perry: 28 modes and 22 modes, re-
spectively. These modes are dominantly inter-area modes: 71% 
and 59% of modes in Case 1 and Case 2, respectively. For the 
same interconnection, EC01, following the decommissioning of 
the Perry, the number of voltage modes reduces drastically— 
from 28 and 22 in Case 1 and Case 2, to 3 and 4 in Case 3 and 
Case 4, respectively. 

The results from the EC02 interconnection scenario, with 
fve POIs across the Lake Erie including Perry, Ashtabula, East 
Lake, Lake Shore, and Avon Lake, indicate up to two inter-
area modes with magnitudes of less than 0.003, for each case. 
Additionally, the number of local-area modes in the cases with 
the Perry decommissioned is higher than those with the Perry 
online. 

The results from the EC03 interconnection, with the POIs at 
the Lake Shore and Avon Lake exhibit absence of any oscillating 
mode in Case 1 and solely 1 inter-area mode with a magnitude 
of 0.002 in Case 2. In Case 3 and Case 4, 3 and 4 modes, 
respectively, are identifed with a common magnitude of 0.002. 

The results here point out that the integration of the offshore 
wind power plant through a single POI at the Perry’s substation 
is the most sensitive, from a voltage stability perspective, to the 
offshore wind variability. For this interconnection scenario, the 
operation of the Perry causes a larger number of voltage modes 
at the POI following the variability of offshore wind power. 

It should be noted that under the EC01 interconnection sce-
nario, the 1000 MW wind power plant is integrated into the 
FirstEnergy/PJM system directly through the POI at the Perry’s 
substation, whereas under the EC02 interconnection scenario 
only one-ffth of the wind power capacity, 200 MW, is inte-
grated through this POI and the remaining 800 MW is injected 
into the grid through other POIs. Therefore, the inability of the 

online Perry to damp out the disturbances coming from the off-
shore power plant is more pronounced in the EC01 cases. As 
a result, a noticeable difference in the voltage modes among 
EC01, EC02, and EC03 can be observed. To explore this fur-
ther, Figs. 4 and 5 compare the voltage signals from the Perry’s 
POI, 205 with the voltage signals from the other POIs in time 
domain under a variety of operating conditions. 

Fig. 4 compares the voltage dynamics of the POI 205, at 
Perry’s POI, with the POI 214, at the Ashtabula’s POI, in time 
domain for a variety of pre-disturbance levels of wind power 
generation. From these plots, it can be seen that the voltage dy-
namics at the POI 205 are a function of the pre-disturbance level 
of the wind power and the settling voltage varies for the differ-
ence levels of wind. At this POI, the higher the pre-disturbance 
level of the wind power, the greater the magnitude of volt-
age oscillations. At the POI 214, the voltage profles for all 
pre-disturbance levels of wind power are identical and well 
damped out. At this POI, the settling voltage for all levels of 
pre-disturbance wind power is −2 × 10−4 p.u. deviated from its 
pre-disturbance value. The POI 205 is located in Perry at the sub-
station of a nuclear power plant, whereas the POI 214 is located 
in Ashtabula at the substation of a coal-fred power plant. Thus, 
the neighboring generation units and the controller/stabilizer de-
ployed in them can potentially be affecting the voltage dynamics 
and the oscillations caused by the wind power. This work does 
not have access to any detailed information regarding the power 
plants and their controllers and investigation of this particular 
effect is beyond scope of this work. 

Fig. 5 compares the voltage dynamics of the POI 205, at the 
Perry’s POI, with the POI 245, at the Avon Lake’s POI, in time 
domain for a variety of magnitudes of wind power intermittency. 
These results exhibit that the voltage oscillations at the POI 245 
are damped out more quickly in comparison to those at the 
POI 205. In both plots shown here, the settling voltage is a 
function of the magnitude of the wind power change; the larger 
the changes in the wind power, the greater the magnitude of 
voltage oscillations and the settling voltage. While the POI 205 
is located at the Perry substation, POI 245 is located in Avon 
Lake at the substation of another coal-fred power plant in the 
area. Again, the potential effects of neighboring generation units 
to the POI and their controllers/stabilizers can be observed in the 
voltage dynamics. This agrees with the suggestions and fndings 
in the previous paragraph of this paper. 

To assess the infuence of the operation of the SVC, the results 
from Case 1 and Case 2 should be compared to those from Case 
3 and Case 4, respectively, for all three interconnections; EC01, 
EC02, and EC03. These results reveal that the operation of the 
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Fig. 4. Voltage signals from the POI 205 and the POI 214 following a step change in wind power for different pre-disturbance levels of wind power 
(a) POI 205—located at the Perry 354 kV substation. (b) POI 214—located at the Ashtabula 138 kV substation. 

Fig. 5. Voltage signals from the POI 205 and POI 245 following different levels of change in wind power. (a) POI 205 — located at the Perry 354 kV substation. 
(b) POI 245—located at the Avon Lake 354 kV substation. 

SVC at the POI does not signifcantly improve or degrade the 
voltage modes. The operation of the SVC, however, does slightly 
reduce the amplitude of the inter-area modes, but the amplitudes 
of the local plant modes are slightly increased. 

It is worth noting that the variability of the wind power plant 
does not excite any interplant modes in all cases studied. 

Overall, using the SVD-TLS Extended Prony, the voltage 
modes were successfully captured for the small-signal stability 
analysis of this large-scale power system in response to the vari-
ability of offshore wind power plant. The voltage modes were 
identifed directly from the time-domain voltage measurements 
at the POIs. In this particular case study, for all of scenarios con-
sidered, the amplitudes of the voltage modes are very small, and 
their damping ratios are fairly high. Thus, it is safe to say that 
with the disturbances studied in this work, the FirstEnergy/PJM 
system retains its dynamic voltage stability after the integration 
of a 1000 MW offshore wind power plant. 

B. Frequency Response 

In the previous section, the utility and accuracy of the PFRI 
for frequency response assessment of power systems was es-
tablished. This section presents the results from the frequency 
response analysis of the FirstEnergy/PJM system in response 
to variability of a 1000-MW offshore wind power plant. The 
frequency response of the offshore wind power plant was cal-

culated in Section II as 2272 MW/0.1 Hz. The results from the 
events of drop and rise of the wind power are similar; therefore, 
to avoid repetition, the results from the rise in the level of wind 
power generation are not shown. 

Fig. 6 shows the computed values of the PFRI metric for 
the cases studied. These results reveal that the FirstEnergy/PJM 
system’s frequency response under the EC01 interconnection in 
those cases with the Perry decommissioned (Case 3 and Case 4), 
single POI at the Perry’s substation, the frequency response is 
within the standard range, between 2223 and 2586 MW/0.1 Hz, 
whereas under the same interconnection, EC01, in those cases 
with Perry online (Case 1 and Case 2), the frequency response 
is nearly halved, ranging between 1034 and 1163 MW/0.1 Hz. 
Meanwhile, for all cases studied under the EC02 and EC03 
interconnections, the frequency response remains within the 
standard range of 2086–2777 MW/0.1 Hz. This suggests that 
while the offshore wind power plant is solely integrated through 
the Perry’s substation, the operation of this power plant degrades 
the frequency response of the system. 

Fig. 7 compares the area frequency in time domain for the 
two cases, with and without Perry, under the EC01 and EC02 
interconnection scenarios. These results show that the frequency 
swings in the EC01 cases are nearly doubled for the cases with 
Perry online as compared to the other cases with Perry de-
commissioned. The results from the EC02 exhibit a very con-
sistent area frequency response regardless of the operational 



8 

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

IEEE SYSTEMS JOURNAL 

Fig. 6. PFRI values for the wind power generation drop. (a) Case 1 - Perry Online - SVC Offine. (b) Case 2 - Perry Online - SVC Online. (c) Case 3 - Perry 
Offine - SVC Offine. (d) Case 4 - Perry Offine - SVC Online. 

Fig. 7. Primary frequency response in the FirstEnergy area to 140 MW drop in level of wind power generation for EC01 and EC02 interconnections. (a) EC01, 
single POI at Perry, (b) EC02, fve POIs across the Lake Erie at Perry, Ashtabula, East Lake, Lake Shore, and Avon Lake. 

status of the Perry. These results highlight the importance of 
the operational status of Perry under the EC01 interconnection 
scenario. 

In order to understand the effects of the operation of the SVC 
on the frequency response of the system, the results from Case 
1 and Case 3 should be compared with those from Case 2 and 
Case 4, respectively. The results here outline that, under all three 
interconnection scenarios considered here, EC01, EC02, and 
EC03, the operation of the SVC at the POIs does not have any 
signifcant effect on the system’s frequency response. Hence, 
frequency response remains independent from the operation of 
the SVC. 

Fig. 8 illustrates the relationship among the size of the change 
in level of wind power, the pre-disturbance level of the offshore 
wind power generation, and the nadir and settling frequencies 
of the system. These results show that the nadir frequency is a 

function of the level of drop in wind power generation; the higher 
the magnitude of change in wind power, the lower the nadir 
frequency. They also point out that the settling frequency is a 
function of the level of wind power changes; the greater the level 
of rise or drop, the larger the deviation in steady-state frequency 
from the 60.00 Hz set point. However, the pre-disturbance level 
of power generation by the offshore wind plant does not affect 
the frequency response. 

In all cases studied here, following the wind variability, the 
nadir frequency remains above the Eastern Interconnection’s 
under-frequency load shedding (UFLS) threshold for all levels 
of change and all pre-disturbance operating points of the off-
shore wind power plant. The lowest nadir frequencies recorded 
are 59.975 Hz following a 360-MW wind power drop and 
59.992 Hz following a 360-MW wind power rise. According 
to the North American Electric Reliability Corporation UFLS 
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Fig. 8. Primary frequency response in the FirstEnergy area to drop in offshore wind power generation for EC01 the interconnection. (a) Different levels of wind 
power drop at a given pre-drop operating point of the offshore wind power plant. (b) Different pre-drop operating points of the offshore wind power plant at a 
given level of wind power drop. 

reliability standard in the Eastern Interconnection, the UFLS 
threshold for generators with 100 MW or more of peak net load 
must be set at 59.50 Hz [31]. 

Overall, using the PFRI metric, the frequency response of 
this large-scale power system in response to variability of wind 
power generation was successfully assessed. Regarding this par-
ticular case study; the results show the ability of the FirstEn-
ergy/PJM system to arrest the frequency fuctuations within the 
frst 10 s following a drop or rise in the level of power genera-
tion by the offshore wind power plant. For all of cases studied, 
the nadir frequencies are well above the UFLS threshold of the 
Eastern Interconnection. 

V. CONCLUSION 

This paper presented a methodology for a small-signal sta-
bility analysis of large-scale power systems in response to the 
variability of offshore wind power plants. This methodology 
includes an SVD-TLS Extended Prony analysis for deriving 
voltage modes directly from the time-domain measurement of 
voltage signals. Additionally, the PFRI is presented and used to 
assess frequency response of the system following intermittency 
of wind power. The computational nature of these tools increases 
their utility in large-scale system planning studies. They are easy 
to implement on existing practical network models that include 
the effects of continuous and discontinuous system elements, in 
all available power system planning and simulation packages. 

The integration of a 1000 MW offshore wind power plant op-
erating in Lake Erie into FirstEnergy/PJM service territory was 
considered as a case study. A simulation model of the U.S. East-
ern Interconnection, an approximately 63 000-bus test system, 
was used in GE’s PSLF software package. The results demon-
strated the application and accuracy of the proposed methodol-
ogy. They also revealed that the FirstEnergy/PJM system retains 
its dynamic stability after the integration of this offshore wind 
power plant. 

Moreover, in this paper, it was observed that voltage and fre-
quency oscillations are affected by the neighboring generation 

of the offshore wind power plants, and their controller schemes 
can affect the dynamics and control of the grid and the offshore 
wind power plants. 
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